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Preface

Proteins are the work horses of every living organiand they do most of the important work that
keeps the organism alive. These proteins have thairshape and other characteristics mostly
defined by their sequence and the individual anaitids in them. The wonder about these proteins
are that they often cooperate in complex netwarksder to be able to fulfill their work
assignments.

It is easy to understand that scientists have takeh an interest in proteins and how these works.
They do this by identification and quantificatidsot long ago identification was used to
understand one protein at a time. Now the compéwarks of proteins are in focus, where up to
hundreds of proteins are identified at once.

One method that helps identifying such massive aholproteins at once are called mass
spectrometry. This method measures the mass of 8nmgs that can't be seen by the naked eye, as
in proteins. These measurements of masses camé¢hesed to identify the sequence of the protein,
and used to search large knowledge databasesntifyddeir work place and assignment.

A scientist might want to investigate the differerietween a healthy and an unhealthy organism.
This can be done by adding a label to the protgfinise unhealthy organism, effectively increasing
the mass of every protein. By analyzing both orgausi proteins it is possible to compare the
results against each other, with a difference mimers indicating a protein as a possible cause for
the disease.

The MassAnalyzer is a program that helps scientigts mass spectrometry, by providing ways to
analyze the measurements of masses. It also cemmimportant method, called Pair Finder, that
lets the user find the labeled proteins and comgbema to their normal counterparts.

| will take this opportunity to thank my guidancaunicilor Ingvar Eidhammer for his help making
this thesis possible, and Gustavo Souza for letieghave it in the first place. Another thanks to
both for their feedback and Gustavo Souza for supglthe control sets.

A thank you also goes to my good friend Tormod Hewufpr helping me out by answering any
technical question | threw his way, and to HaratdtBes for helping out with programming
guestions. Another thanks goes to my friends amdlyaor supporting me.
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1 Goal of this Thesis

A common method to find differentiation in prot@rpression is called stable-isotope labeling. The
method is mostly used in mass spectrometry(MS)abwtith most methods in chemistry it might,
with a little creativeness, be transfered to offedds. SILAC(Stable Isotope Labeling by Amino
Acids in Cells) is one such method. This methoaiporates an isotope of leucine(label) into the
protein of the cell while it grows. The labeled {@ias(marker) can then be compared to the
unlabeled molecules. Both of these are taken framitare that has grown on normal
leucine(chapter 4.1). Peaks in a mass spectrumhingta mass distance(with same charge and
number of markers) that is the same as the massatite between the marker and normal leucine,
taking the charge into account, are called paissidlly the full proteins are not compared with each
other, but the digestion product(peptides) of thegesamples are. These pairs can then be
identified with MS/MS.

1.1 Problems with Existing Procedures

Existing procedures for MS/MS usually lets the pamg pick the 3-8 most intense peaks from a MS
spectrum(chapter 3.5). The sequences of thesdeavdenerated and checked with a search
program(chapter 3.4). This procedure might resutome pairs if they are close to equal in
intensities. On the other hand if one of the samptmtain a heavily down-regulated protein this

will most likely not be chosen for MS/MS. The pwilll therefore be incomplete after MS/MS.

Even though the pair can be found post hoc(in thesspectrum) there is no way of being sure that
it is a true pair without sequencing both of thaksein the pair.

There exist other procedures for choosing peakarfdvlS/MS. One of these are inclusion list with
or without specified retention times. This methad only be used if the wanted peaks/pairs are
known before the experiment is run.

1.2 Selecting Peaks for MS/MS

The ideal situation is that pairs can be run in MIS/ The challenge will then be to find these pairs
in the MS-run. More than one type of pair can bagmed to exist:

Pairs that have the same number of markers andehar
Pairs that have different charge but the same nuofbearkers.

Pairs that have different numbers of markers shoatdexist, since SILAC fully exchange leucine
for the marker in the experiment, unless the expent is not fully run out. The equation will be the
same for both types of pairs:

M unmarked! Zu — M marked Zm _ n*xm
Zu Zm Zm ,

where MnarediS the mass of the marked peptide,MkeqiS the mass of the peptide with normal
leucine, Z is the charge for the unmarked, i& the charge for the marked, n is the number of
leucine in the marked molecule and m is the mdésreince between the marked and normal
leucine.

True pairs will be the pairs that satisfy the equratind also have the same sequence, while the
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ones not satisfying the latter will only be potahpairs.

The charge and numbers of markers are unknowrisreperiment, so all the possible
combinations of n and Z have to be tested out. Wiligesult in a lot of possible pairs and the
second challenge will be to identify the true pairs

For this thesis the goal is to identify the fingbé of pairs, since theoretically SILAC will prodac
both peaks for every pair(chapter 4.1). The lagt@fathe equation, the difference between marked
and unmarked, will therefore be used to find pasce Z, and Z will be the same. This thesis
should at least solve the challenge with a singdes1spectrum in mind.

1.3 Implementing the Solution in a Running Environment

The best way would be to directly feed the founidspiato the program that records and control the
MS/MS peak selection. Since this program, MassLyas, its own proprietary data format and is
hard to manipulate through modules(program thahgbs behavior of another program) the second
best way will have to be taken. This entails malarqrogram that do a post analysis(runs off-line)
and creates an inclusion list that can be usedateaMS/MS run.

1.4 Other Goals

The program should be as easy as possible to ehteith, while also being relative easy to
maintain.



2 Background: Bioinformatics and Biology

To understand the need for bioinformatics one randerstand the need for knowledge of the
biological diversity on earth.

Since the dawn of civilization some people havenbeterested in how humans functions, first and
foremost to find cures or to explain some diseasallgpox being the most prominent). In early
times diseases were often seen as punishmentghegods/god and later on as instabilities in the
4 humours, as explained by the Greek philosophepdtiratus in the™century BC. This belief
continued into late 15th century. The new postaratfter this became that diseases could come
from outside the body. In the L8entury variolization, vaccination of small poxasvdocumented
as used for the first time, but it wasn't before 1870s when Louis Pasture and collaborates
discovered that a victim would become immune tethdl bacterial infection if they first were
attacked by a mild strain of the bacteria and sedfil]. The knowledge of diseases have increased
since then and the survivability of a before lettiakase is quite high. Some diseases are also
believed to be eradicated.

In the last century a lot of advances were madweake bioinformatics needed. Discovering DNA,
or as it was called at that time “nucleic”, was edry Miescher in 1869 and strengthened by
Altman in 1889 [2]. The discovery that DNA is thmusce of genes, and not proteins as most
scientist thought at that time, wasn’t done befi$#é4 by Avery and even he was shocked by the
result [3]. Although this discovery wasn’t takenhteart by most scientists before the most
prominent discovery for biochemistry was made, bgt8n and Crick in 1953, of how DNA forms
a double helical structure [4, 5]. In the period09963 many scientists helped elucidate how the
cellular machinery goes from DNA to protein, whistwell explained by Watson in his article
“Involvement of RNA in the Synthesis of Proteine”1963 [6]. It would take another 14 years
before Sanger invented his method to sequence DINAf advancement in technology progressed
automatic sequencing of DNA became possible in 1988 and the development of better
method for sequencing resulted in that the firstdrda was sequenceadiiemophilus influenzaén
1995, the first insecfrosophila melanogastefruit fly) in 2000 and the first “draft” of theuman
genome in 2001 [8].

The discovery of protein, the other side of biomfatics, was done in the 18entury [9]. Pauling
and Corey discovered the secondary structure dipha-of the protein alpha-keratin in 1951[10],
while Sanger invented the first way to sequencéeprs (Insulin) in 1945-55. The method for
sequencing was not improved until the late 1960snAEBdman published the method now called
Edman degradation reaction [11].

X-ray(Rontgen in 1895) crystallography has beeruaial factor to the discovery of the properties
of DNA and proteins[12].

Even if computers allowed some scientists to dipas$lseir proteins on computers as early as the
1960 [11]. It's not before the late 1990s thesehmds became widespread, as supercomputer
became more common, internet became a source vfiédge, computers became more common
among people and schools, and of course automate/genome sequencing became more
common. All of the points mentioned above made g like BLASTx (Basic Local Alignment
Search Tool), FASTx, CLUSTAL(global alignment bsing guide a tree (computer constructed



phylogenetic tree)), DALI(structure alignment) gtossible. The common ground for these
programs are that they are used in conjunction kitle databases containing protein/DNA data,
making it possible to compare vast amount of dhB4 Bioinformatics are the production of these
kind of programs, or more to the point the usagerogramming, mathematics(for algorithms) and
statistics(for probabilities that the results averect) to solve biological problems. Bioinformatic
work closely with its two related fields called genics where the DNA is in focus and proteomics
where the protein is in focus. Both fields colldata faster than it is possible to analyse, since
analysis (characterize, identify function etc.3til done in the laboratories. Although a coarse
analysis can be done through computer programs.

2.1 Proteomics

Proteomics are the study of the proteome, whiclefsed as the proteins contained in an organism.
The proteome are often divided further into twougrs, being proteins at a specific location like
tissues and specific condition like cell divisioA[1The first part is especially true for eukarymte
while procaryotes usually do not have any compantmer any form of specialization within a
“colony” of cells[15]. The overall goal to studygteomes is to understand the function of all the
proteins in an organism. In these days this is dyneegistering proteins to a database. GO(Gene
Ontology) has created a controlled vocabulary addtabase that uses it. They characterize
proteins using the protein's molecular functiow]dmyical process and cellular component. GO does
not include metabolic pathways, regulatory netwatks , or super-cellular structures like the skin,
organs or any other body parts. Other ontologiesptement GO here and might include one or
more of these characteristics[14]. Today proteoraressaid to have four cornerstones, which are:

* Protein identification, aims to identify the proteins in a sample. Thisisually done in one
of two ways. One being to identify by sequence ttwedother one is to measure many
different properties of the proteins in the sangadhat their true identity can be evaluated
with a low margin of error.

* Protein characterization, aims to characterize the proteins by their bysptal and/or
biochemical properties with no regards to if thetpin has been identified or not.

* Protein quantification, aims to set a quantity to each of the proteires $ample, either as
relative or absolute values.

* Protein sample comparison, aims to compare the proteins in a sample withaymaore
other samples. There are more than one aspedsi@tit they are:

* relative occurrence, the presence of a proteimenad the sample while not in the
other samples.

« relative abundance, the presence of a proteinunddnce but with differing values
in the varying samples.

» differential modification, the presence of differemodified forms of the same
protein in different samples.

Proteomics got an edge on transcriptomics(gensdrgmion in a cell) since the amount of mMRNA
does not necessarily show the real level of théeprs in the cell, because of down regulation,
degradation, different splice variants (eukaryotgs) [16]. Proteomics therefore lends itself to
medicine through expression profiles, the amoumifférent proteins in a cell compared to healthy
cells, to solve the enigma of some diseases. Qolgins that are linked to the disease should be in
the profile. These proteins are often called bidkees. Other molecules and phenomena(like
elevated blood pressure etc.) linked to a diseasalso called biomarkers. To generate these
profiles MS(mass spectrometry), protein microaredy,SDS-PAGE analysis are common.
Although the latter has bad resolution(hard to fimel right proteins in the gel)[17, 18]. Cancer is
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one example of a disease there have been gaingttiimgo through proteomics.

Other application for proteomics are within neurtbpéogy, cardiovascular disease and
microbiologyE.Coli'sproteome has been studied) [18].

2.1.1 What is a Protein

Most of the contents of this chapter is taken freference 19, where it is not a new reference is
given.

Proteins are translated from mRNA, with the helpRNA, which are transcribed from the DNA of
the cells(Fig. 2.1). They are the main work hoisebe cell, functioning as enzymes(catalyst for
specific reactions), building material (keratingreal molecules, membrane transporters, DNA
replication(DNA polymerase) etc. Both its structarel characteristics are important for it to
function properly.

D,
Tranzcription
A2
Tranzlation

Protein
Figure 2.1: Simple drawing of the way from DNAgmotein.

2.1.1.1 Protein Structure

A protein are built up of 20 different amino acidfiese have a common structure with the only
difference appearing in their side chains(Fig. fuR list in appendix A). The amino acids have
names like Alanine, Proline etc, but also go blgrad letter abbreviate (Ala, Pro etc.), or a one
letter abbreviation (A, P etc.).

Amino Group Carboxy Group
- U O
H I H
. | . /‘])[““H-._h | \\
Ca H Ca CH
P~ w4 The side chain of Valine

Sie chain ch,  CH
&lpha Carbon ' '

Figure 2.2: Left is a sketch of an amino acid shgvits amino group, carboxy group and side chairfRled in. To
the right the side chain for valine is shown indtefithe generic R for side chain. Taken from|[14

The primary structure of the protein is that itsrmoracids are linked together by peptide bonds
forming a polypeptide chain(Fig.2.3). The endshef polypetide are called C-terminal (carboxyl
group) and N-terminal(free amino group). The ananwmls on the polypeptide chain can rotate
around two internal bonds, callddand¥, allowing the whole polypeptide chain some
flexibility(Fig. 2.4). Because of steric hindrandes rotation of the two bonds are not free. This i
shown in the Ramachardian plot in the right pafigire 2.4.
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Figure 2.3: This shows a short polypepetide chahere the N-terminus and C-terminus are markedvélsas the
amion acids, circled in, forming a peptide bondakhtonstitute a whole polypeptide when they areyn@he whole
chain, from residue to residue, from the N-termithusugh every amino acids alpha Carbon formseddherminus
forms what is known as a polypeptides backboneefdtom [14].
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Figure 2.4: To the left is a polypeptidechain shraphe torison angleb an d¥. In the middle this is shown with stick
models. On the right side a ramachandran plot theemost likely angles are shown in green. Thé diipires color
coding are as follow, green=side chain, red = orygeey=carbon and white=hydrogen. Taken from [19].

The secondary structure of the protein is the tgtoli the polypeptide chain to fold itself. Thisas
result of the intra-bond rotation in an amino aandl the amino acid's different characteristicstster
clashes(as a consequence of their side chain)eTdielties makes the amino acid sequence the
main factor to how a protein will fold, since diféat amino acids favors different conformational
structures(because of the abilities mentioned gfpappeendix A]. Although the sequence is the
main factor, the main driving force for the actt@ting is the hydrogen bonds between the
backbones of one or more parts of the polypeptidenca-helix, -sheets, turns(often call&et
turns) and loops(Fig. 2.5) are all names for comsenondary structures.

The tertiary structure of a protein is the abibfyone protein to fold into a more complex struetur
with different amount of the different secondanystures. This folding is cooperative and depends
mostly on the chemical characteristics of the anaicid side chains present in the protein compared
to the natural milieu of the protein. This drivifayce is also called free energy. An example of
protein folding are membrane(lipid(fatty acid) lp#a surrounding a cell) proteins that tends to have
a hydrophobe outer layer while the core is hydrdgphdProteins in water solution, called globular
proteins, tends to follow the opposite formula.riéthindrances also makes its role by making
some tertiary structures impossible to attain #atain proteins, since logic implies that two side
chains can not occupy the same space. On top thiigllproteins called chaperons helps some
proteins to fold into the right structures, whidkea is the most favored energy wise(lowest free

energy).
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Figure 2.5: On the top and middle left sidesadielix are shown from above and from the sidetl@nbottom left side
the hydrogen bonding between the amino acids ithelix are shown. The right side shogssheet in anti-paralel
strands on the top, paralel strands in the middteaasideview showing the side chains of the aratids alternating
between being in the plane and out of the planthemottom. The stick figures color coding ardalisw, green=side
chain, red = oxygen, grey=carbon and white=hydrodéie green stippled lines are hydrogen bondsei &lom [19].

The quaternary structure of a protein is the ahbdftdifferent smaller proteins to form protein
complexes, where each protein function as a sulbfitiiis complex. An example of this is
Hemoglobin with its twax units/protein and tw@ units/protein forming what is called a
tetramer(4unit complex). Another example is the gnatein of bacteriophaddvirus that infects
bacteria) that is a dimer(2unit complex).

2.1.1.2 Protein Characteristics

Most of the contents in this chapter is taken freference 14, where it is not a new reference is
given.

Every amino acid in a protein contribute to therabteristics of a protein, even the sequence they
have can contribute to some of the characteristisese characteristics as in all chemistry are used
to either separate, identify or quantify the chexhio question.



Mass

The definition of the mass(m) of an atom/molecsl&/il2 the mass of carbon-12 isotope* and is
called unified atomic mass unit(u), or the more own term Dalton(Da). Another term often used
for «<mass» is molecular weight which also usesaail? as a template but adds gravity to it
(gravity is dependent on location on earth/mooi éttPAC, 3° draft, has the following definitions
for measuring mass:

* Exact mass, the calculated mass of an ion or mig@wntaining a single type of
isotope(usually the lightest one).

* Monoisotopic mass, the exact mass of an ion or cotdeusing the most abundant isotope.

* Average mass, the calculated mass of an ion oraul@eising the average mass of the
isotopes.

* Nominal mass, same as monoisotopic mass but rowtwled to the nearest integer. Also
the same as the atom numbers of each constitudatlddgether.

* Mass defect, the difference between the mass nuamukthe monoisotopic mass.
* Mass excess, is the negative of mass defect.

» Accurate mass, experimentally determined mass ajrathat is used to determine the
elemental formula.

* Mole, a common measurement in chemistry meaningndmes of 6.022*10722 (Avogadro's
number) molecules or atoms.

To measure the mass SDS-PAGE are most commonly liseohass spectrometry(MS) can also be
used.

Isoelectric point(pl)

The isoelectric point(pl) is closely related to pHich is defined as the negative of the logaritHim o
the molar hydronium-ion concentration[20]. Watekelf is often used as a defining point for pH.
Clean water have a pH of 7, which means it hasHyeeonium-ions in the solution. The reason for
this is its ability to auto-ionize, given by thetriwula HO(I) < H'(aq) + OH(aq). The equilibrium
constant for this formula is 1*1@ which gives Fi(HsO", hydronium-ion) the constant of 1.0*10
which equals to a pH of 7. The pl uses the sanle scal same principle as pH with the addendum
that the molecule has to be neutral compared tani@unt of negative and positive charges in the
molecule. An example is a molecule of pl 4.0 whigh be neutral, compared to charges, at pH
4.0. The negative and positive charges in a prasemainly due to the side chains of its amino
acids. Aspartic acid(acid), Histidine(acid), Cystgfbase), Arginine(base) etc. are good example of
this. The pl can be calculated(see [14] page 1& fdeeper understanding of this), or it can be
found experimentally by using SDS-PAGE with pH gead, or liquid chromatography(LC).

In mass spectrometry pl is mainly used to sepgepdides/proteins. This is usually done by 2D
SDS-PAGE or LC.

* Every element in nature has isotopes which mearibey have a mixture of forms which they can naturdy
occur as. These different forms usually mean an etent have more neutrons(part of the nuclear in ant@m)
than the «ordinary» amount, while retaining all ofthe element's properties except the mass and radicivity.



Hydrophobicity

In the world of chemistry water is a polar molegueaning it has an end with a positive charge
and one with a negative charge(Fig. 2.6). Thisgivénhe ability to surround charged molecules to
stabilize them(Fig. 2.6). Molecules without a cleacgn be soluble in water if they can support
hydrogen bonding, like methanol (OH group is gobhyalrogen bonding). If a molecule can not
support hydrogen bonding the molecule wont beaetitid' to water and the usually weak intra
molecular bonds will be stronger. This kind of caapds are therefore coined hydro-phobic[20],
«shy» of water. Crude oil is a good example, whanrdo the water it will lay as a thin film on top
of it. Shaking the solution will mix it but withrtie the oil will again be on top of the water as a
film. Compounds can have different degrees of hgdobicity, which is often seen in longer
organic molecules like proteins and oils. Tempegatind pressure, to a lesser extent, can and will
affect the solubility of a compound in a positivenegative way depending on characteristics of
this very compound.
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Figure 2.6: The left side shows the dipole of ttsenr molecule. Even if water itself is neutral thve ends of it has a
positive and negative attractive force to it. Thedte shows a stick figure with hydrogen bonds leetwtwo water
molecules. Here the electrons in the O-H bondtiaetted to the oxygen atom leaving its positivebarged proton
partially exposed. On the right side this hydrogending is shown on a larger scale, and the waédrix can be seen
clearly. In the middle the same hydrogen bondimgséiown as a formula with dotted lines as the hyeindonds. The
figure's color coding are as follow, red=oxygen dhge=hydrogen. Middle and right taken from [20].

Hydrophobicity can both be measured, and calculasaay a scale for hydrophobicity, like Kyte-
Doolittle(appendix B), and then use GRAVY(GRand fages of hYdrophobicity) or a sliding
window.

In mass spectrometry hydrophobicity is most ofteeduas a separating factor. An example is
reverse column chromatography in HPLC(high presbguéed chromatography).

2.1.2 Post Translational Modification

If proteins did not get modified after translatjproteomics would be less important as a science,
and genomics would be the easy way out. This ishetase and genomics can not give all the
answers to how proteins and cells works. The pasistational modification(PTM) is multiple and
varied depending on different conditions of thd,@d well as different tissues in a multiple cell
organism which most eukaryotes are(not countingegems). To mention some of the PTMs that
occurs in most organisms, be it prokaryote or eutar

.- Phosphorylation (adds a phosphor{PQo a threonine or serine residue), often used to
make a protein fold into a more active form or dizate a protein (by having it fold into a
less active form). The process uses a group ofree@z\called kinases which uses ATP(the
cells energy currency to do its work). In prokaggoit is used for signal transduction by
phosphorylating histidine or aspartate[21], thisiant signal pathway has been found in
eukaryotes to[22].



Dephosporylation (removes a phosphor{P@om a threonine or serine residue), regulates
like phosphorylation does, but uses the enzymepyptwsphatase to do the work.

Acetylation, a means of regulation of, at leas, ltistones which are the proteins assisting
with DNA packaging[19].

Glycosylation, is the most enigmatic of the PTMt bome uses are as antigens(human
blood type A, B and O)[19].

Ligand binding, are components that binds to agimdb make it active, like Ndo some
membrane transporters[19].

Cleavage of protein, are used to cleave away gpsignals or to activate a protein by
removing an inhibitory sequence from the protein.

Slicing is not exactly a PTM but needs to be memdh and has only been discovered to occur in
eukaryotes. Slicing happens before translationadiga transcription and is a way for eukaryotes to
diversify their proteins by modifying/cleaving thenRNA. Meaning that the same mRNA can be
cleaved in different ways so that it can be usedliiferent but fairly similar protein processes.

In eukaryote organisms you also have the occurrehableles, similar DNA sequence but with
some modification compared to each other. Thi¢sis @alled polymorphism. Single nucleotide
polymorphism(SNP) if its a single base that has\lm®nged. Transcribed genes, from alleles,
usually behave the same in the end, but they canbalhave differently and even lead to disease.

In mass spectrometry PTMs makes it harder to ifleptoteins/peptides since the added mass of
the usually unknown PTM can mask the protein/pepaisl another of its kind.

2.1.3 Methods used within Proteomics

The following sub chapters will give a short intoation to how proteins characteristics can be
found, as well as how this data is stored.

2.1.3.1 Databases

The most central part to proteomics are the dagalithsse contains thousands of thousands of
protein sequences with data about different charstics depending on the database.

UniProt

UniProt is one such database that base itselfree thell established databases called Swiss-Prot,
TrEMBL(Translated EMBL) and PIR(protein informatioesource). Swiss-Prot and PIR are
manually curated whileTrEMBL on the other hand aseomatically curated. Taking a better look
at Swiss-Prot reveals that it contains annotatibasare trustworthy, meaning that during the
curation they are checked against well establistad and linked to this data. This result in alstab
and a well cross-linked database. TrTEMBL on theolfand contains automatic annotations and
predicted sequences which complements Swiss-Pibt we

Swiss-Prot's data contains accession number, segueredicted modifications and a feature table.
The sequences contained within Swiss-Prot are @éteslation but before modification. The
feature table contains the differences betweersilples multiple reports of the same protein.
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These features are:
Conflict, different amino acids for same positi@ne reported in the bibliography.
Variants, where the sources reports that alleletsex
Mutagen, positions where alterations of amino abetsbeen performed experimentally.
VarSplic, sequences that results of variant sgjicin
PTM, post translational modification with its pasit and type of modification.

Apart from the UniProt-knowledge base the systelss @ontains UniParc(Uniprot archive) and
UniRef(a reference structure for different sequddeatity levels).

Other Databases

Other protein databases are NCBI non-redundanbdsg¢acontains sequence of proteins that does
not share a sequence. This database collecteas$rden amongst Swiss-Prot, TTEMBL and RefSeq
etc. Another database is IPI(the internationalginoindex) which is a non-redundant database born
during the human genome project. It now also inetudther organisms like mouse, rats and
Arabidopsis Since the database collects its data from othtbases including UniProt, Ensembl
and RefSeq it uses an algorithm to «choose» whsatig® the database. This algorithm goes one
step beyond non-redundancy and clusters sequeritesmare than 95% similarities, where it uses
the longest sequence as the master sequence.

Other databases like CATH (Class, Architecture,ology, Homologous superfamily), SCOP
(Structural Classification of Proteins Database) BESP-DaliDD are all databases used for protein
structure comparison. The data is here amongst stited by the total secondary structures in a
protein. So a protein containing onlyhelixes will be sorted underhelixes. Appendix C Shows a
table how these databases classify the proteins.

Time Instability of Sequence Databases

Many of the protein databases takes their data frattiple other protein databases. These
databases are said to be time instable. This hapgleen one database updates its contents by
deleting, adding or changing some of their sequgnekich results in that databases using data
from this one will display their data «incorrectlyphe only way to remedy this is to partly or fully
rebuild the database. If only links are used imother database the problem becomes less
problematic, since these can easily be updated.

2.1.3.2 Tools of Proteomic
Experimentally Finding the Correct Mass of a Proten

For a long time SDS-PAGE (sodiumdodecylsulphateqgulylamidegelelectrophorese), which is
explained better in chapter 3.3, was used to exygettally determine the mass of a protein. This is
a limited method where the mass is easily inaceuaat the quantity of the spots on a gel are hard
to read, but programs that do a good analysis &@ual exists. SDS-PAGE can also be used to
determine the pl of a protein.

In 1984 mass spectrometry(MS) came into play wish, Blthough with its limits(like having a hard
time to identify to small or to large proteins,faifilt to assess the quantity of a protein andbis
reproducability of an experiment) it is a fast tgbput device (explained better in chapter 3.3) and
will most probably take over a lot of the jobs tB&2S-PAGE do.
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Protein Sequencing

Quite some time ago Edman found a technique toeseguproteins which got the name Edman's
degradation. This technique sequences proteins apength of 60 amino acids by removing them
one by one from the N-Terminal end of the polypdmtiand then identifying them. This is time
consuming and requires about a days work.

In the later years an instrument called MS/MS(twasmspectrometry experiments after each other)
has gotten into the field. It is able to sequerafp sequence a protein that has been digested to
relative small peptide(10-20 average length). Thpeg#tides can, with high probability, be used to
identify the whole protein from a protein databad&/MS suffers from the same as MS.

Identifying Proteins in a Solution

Methods like Western Blotting has been used fotganadentification, of proteins of small
abundance in solution, for a long time. The reduttisn an SDS-PAGE is transferred to a polymer
sheet by electroblotting. Here the proteins areenamcessible for reaction. An antigen specific to
the wanted protein is added to the sheet and intiee protein if it is present.

MS/MS is also very sensitive to proteins of smhblliadance and can prove an excellent instrument
for this kind of identification. For proteins inrtger abundance ordinary SDS-PAGE can be used.
Another method gaining a lot of ground within idéoation are microarrays[23]. These are small
chips containing antibodies(for protein identifioa) and cDNA or DNA oligo-nucleotides(for
DNA). Each chip can identify the presence of 10@pt 1000s of proteins in one go.

Characterization of Proteins

Characterizations of proteins are very individbalf usually contains methods to test out catalytic
activity, strength of ligand binding etc. for enzgsn Another more indirect method is to manipulate
the gene that the protein is coded from. One susthaod is called knock-out, which basically
mutates a gene so that it either becomes unusadte ot get expressed at all. These are actually
two different things, since an expressed geneishadt used for anything can still clog up the fine
machinery of a cell in many ways. Knock-out study aften used to find out if an organism can
live without the gene and what effects the knockiatlgene has on the organism.

The last to be mentioned method is cloning, whigans copying a gene from one organism and
put it into another. Hopefully the gene is relatedhe one copied into or this one may lack some of
the needed cell machinery for the gene to work gnigp

For cloning the laboratory workhorde.Coliis often used, if not for more than a middle stage.
always in chemistry there are a multitude of moethads, some good some bad, and even more is
invented as time pass.
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3 Background: Mass Spectrometry(MS) Analysis

MS stands for mass spectrometry. The history ofsté@s as early as 1886 when Eugen Goldstein
discovers canal rays. Wilhelm Wien demonstratetidhaal rays can be deflected with magnetic
fields in 1898 and found out that the positive regald be measured in a charge to mass ratio. J.J.
Thomson improved Wien's work and measured the toadsarge ratio of electrons in 1898. In

1913 he was able to separate particles with diftemass to charge ratio. On the way to the modern
mass-spectrometer, TOF(time of flight) got inversaeound 1946 by W. Stephens and M. Dole
developed ESI (Electron spray ionization) in 196&enn and coworkers used ESI to ionize
biomolecules in 1984. In 1985 MALDI(matrix-assistader desorption ionization) were described
by F. Hillenkamp, M. Karas and coworkers [24, 25].

The basis for modern MS is ionization of moleculegjas phase, followed by an analysis of the
molecules where each M/Z value is detected. Heraddns mass and Z means charge of the
molecule. These three parts are often divideddifterent «instruments» coupled together, more
on this in chapter 3.2. An important note about is1ghat the molecules that is ionized compete to
be ionized, meaning that two consecutive experimentthe same sample might yield different
results. In other words the reproducibility is 1dw].

Most of the following sub chapters are taken frév@ book Computational Methods for Mass
Spectrometry Proteomics[14], while where it is th@tre is a reference to the article in question.

3.1 Analysis Set-up

MS experiments within proteomics are usually basetivo approaches, the top-down and the
bottom-up approach. The difference between theseate that the top-down is MS on intact
proteins while the bottom-up digest the proteinst finto peptides, and does an MS on the peptides.
The latter is the most used approach for more ¢tim&nreason which is mentioned below:

* The absolute error in the measurement increasésmateased M/Z value

* Due to a proteins atomic building blocks havingapes, see 3.2.2.2, a protein wont have
one mass but a range of masses. Peptides arersatedules and therefore they will contain
fewer building blocks, ergo the mass range wilsb@ller for peptides.

* The sensitivity is higher for peptides than intaidteins.

* Some proteins are impossible to measure as inlaggg proteins, very hydrophobic
proteins etc.

* Intact proteins may contain many post-translationadlifications(PTM) which complicates
the analysis. Peptides on the other hand ofteragmhone or up to a few PTMs since they
are relative short molecules.

In bottom-up protein analysis mass-fingerprinting®) and MS/MS are two methods. In MFP
proteins are separated before digested into pepfidee masses of these peptides are then used to
search against a protein database(chapter 3.5¢ Wan one protein can share a secondary
characteristic like pl (isoelectric point), whiofeans the analysis is often done on more than one
protein. The set-up for mass fingerprinting iswhdelow, in figure 3.1.
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Figure 3.1: This shows the step by step setup foass-fingerprinting pipeline. Taken from [14].

In MS-MS the proteins are digested into peptiddereeseparated(based on a characteristic),
followed by an MS and another MS on a specific Mérval. Between the first and second MS
some of the stronger peaks, one peak represemranere peptides, are chosen and fragmented
into even smaller parts. These fragments producesudt that can be used to find part or the whole
sequence of the selected peptides(chapter 3.63eT8exjuences can then be used in a
database(chapter 3.5) search and the coveragaphoy sequences matches a specific protein, of
the database proteins can be found. The higherowerage the better the chance that the chosen
peptides belongs to that protein. MS/MS follows gskeup shown in figure 3.2.
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Figure 3.2: This shows the step by step setup fd6aVS pipeline. Taken from [14].

3.1.1 Pre MS Methods

In the previous sub-chapter two different approadbe bottom-up MS analysis were mentioned
and figure 3.1 and 3.2 shows the set-up for tHégth of these contains the steps separation and
fragmentation/digestion. These two will be explditetter below.

3.1.1.1 Fragmentation/Digestion

Fragmentation/digestion means breaking/cutting keoaute into smaller parts. Two ways to do this
will be mentioned here. First one is fragmentatidnch could be imagined using a sledgehammer
on glass, while the second one is digestion whachlie imagined using a scissor(that could cut
glass) on the glass.
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Fragmentation is used if where the breakage oangs not matter, or if the breakage of the bond
have to happen fast (like in the second step of\M&/ Even fragmentation can be partly
‘controlled’ by using a fragmentation source thabtirs one or more type(s) of fragments over
others.

Digestion on the other hand is done by enzymesda@ifoteases and takes more time than
fragmentation, but the scientist is rewarded, degree, with a more specific cut/break point. These
proteases occurs naturally in cells where they lchoees like cleaving proteins for consumption/
rebuilding, removal of miss-folded proteins, deaatiion/activation of proteins(ADAM-17(tumour
necrosis factor: conertase[26])), cell apoptosis(cell death, Cas${@3]) etc. Every protease has its
own specific cleavage site that consists of oraare sub sites. The way the protease recognise
these sub sites is by the shape, size and/or cb&the amino acid that goes into the specific sub
site. Between two of these sub sites the cleavage, @lso called scissile bond, is situated. This
were the protein is cut in two halves. The speityfiof these sub sites are called cleavage activato
and preventor, which means that an amino aciddbs br not be there to facilitate the cleavage.
Trypsin, a well know protease cleaves after amamng(R) or lysin(K) not followed by a proline(P).
Here R and K are activators while P is a prevematisg written as [RK].<P> where . is the cleavage
point [14]. Even if every protease has a speciBawage point they are prone to miss some of them
and can also cleave at the wrong site(random ciggva

Trypsin is an often used protease, since it dogsiiessed cleavages, little random cleavage,
produces peptides with an average amino acids(bb$&d on average occurrences of amino acids),
easily obtainable and can be used in many situatike cleavage in gel etc. Chymotrypsin is
another often used protease, but it is not astsedeas trypsin.

Mass spectrometry has the weakness of having éositsvity at low or high M/Z which means
peptides can not be to short or to long. In pradiids means choosing the protease with care.
Foreknowledge of the sequence can help choosaeagmthat yields peptides of an appropriate
length.

3.1.1.2 Separation

The most used method for separation within MS iIS$STAGE(Sodiumdodecylphosphate
-polyacrylamide gel electrophoresis) at least fatgin mass-fingerprinting. While MS-MS
experiments where digestion comes first often &@isC(high pressure liquid chromatography).

Gel electrophoresis

Gel electrophoresis is based on using an eleairiect to move molecules through a porous gel.
Before the experiments starts a visible dye is ddde¢he sample. This dye is a light molecule and
acts an indication on when to stop the experimgnirost likely, being the fastest molecule in the
sample. When the dye front(the dyes from all thls)gets close to the end of the gel the
electrophoresis should be stopped or the experimagitt be ruined, because components in the
sample might move of the gel. The length the mdéetmavels through the gel compared to the dye
front is an indicator of how large/heavy the moleas. The formula for this is:

Logio M =aRf + D,
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where M is the mass, Rfis the migrated distandd@protein/migrated distance of dye front, and a
and b are constants that are found by migratingradard through the gel. Proteins have different
overall charge and can be folded, which can resuydartially shielding of the overall charge. SDS,
a detergent with a hydrophilic head and a long tytobic tail is used to denature(unfold) the
proteins. When it denatures a protein it adds agehto the protein roughly proportional to the
length of the protein. This has the added effegréwent aggregation of proteins that are not
properly folded.

Gel electrophoresis can be modified to take intmant more than mass, pl (isoelectric point) is an
example of this. For pl separation an, immobilizald,gradient is used instead of current, making
the proteins travel to the spot where the pH edueatiseir pl. The combination of mass and pl are
called 2D PAGE and with the use of SDS, 2D SDS-P&&&}E 3.4).
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Figure 3.4: 2D SDS-PAGE showing mass in the hotialaand PI in the vertical direction. Recreatemhfr[14].

Here one dimension of the gel is used for massragpa(current) and the other one is used for pl
separation.

Visualization of the gel is done by staining thetpms, before the sample with them is added to the
wells in the gel, and detecting them with an inseat. The most used staining methods are silver
and fluorescent dyes. When the stains are visuhliaéh an instrument, appropriate to the staining
method used, the samples will show up as bands(sptit the shape of the well where the proteins
are). These bands contains stained protein(s)thenichtensity of a band compared to a standard can
tell how much of that protein(s) is in that bantdeTproblems with SDS-PAGE is listed underneath:

* Not all proteins will appear on the gel. This esg¢ means hydrophobic proteins
(GRAVY under 0.4), small proteins(mass under 8kDage proteins(mass over 150kDA),
proteins with Pl under 3 or above 10 and protefisw abundance(because most dyes have
a threshold for when it will stain a protein).

« Contamination of the gel

* Protein aggregation, not denatured by SDS (to lomcentration of SDS). To high might
result in micelles that can trap some of the dye.

* Not sufficient accuracy and precision makes iticlifit to identify proteins by PAGE.
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* The same band can contain more than one protewoibr more protein share common
properties(like Pl and mass for 2D PAGE).

* A protein can be divided between many bands i&& more than one form(truncated or
modified).

* Low reproducibility of 2D SDS-PAGE.

Experiments where the differences between two rgtof the same bacteria are important, like up-
regulation of proteins at a specific growth staditine two cultures can be stained with different
dyes/metals. A reference sample can be stainedHiydadye/metal. Followed by adding all of

them to the same gel. The different dyes can tieetielbtected and the intensity for the same bands,
but for different samples, can be compared tofsiaelie are changes in the transcription of the
proteins in those band.

HPLC

HPLC(high pressure liquid chromatography) is basedolumn chromatography and separates the
components of a solution based on its affinity tiqaid compared to a solid. The liquid containing
the sample(eluent) is forced through a column liygua pump, instead of gravity. When the liquid
with the sample enters the column the componerttseisample will start interacting with the solid
phase of the column. The stronger the affinity ¢hesmponents have to the solid phase, the longer
they will take to pass through the column. Theitigqehase is often varied so the affinity/solubility
of the components to the liquid phase increasestoue. Eluate is the name given to the liquid that
has passed through the column. If the HPLC is gupdpwith a detector, often UV-spectrometer,
the eluate's peak appear in a chromatogram (Fgbased on the time it takes for it to travel
through the column, also called retention timegiax of the peak). For mass-spectrometry where
the eluate enters the MS-instrument directly ioant@an be used instead of the normal detection

method.
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Figure 3.5: Chromatogram from HPLC showing the the third real visible peak. This chromatogriara little noisy,
since some peaks might be two peaks, meaninghatsolution of the chromatogram is not to highikén from [14].

Chromatograms can be used for identification arahtjfication. Identification is done by using the
retention time of a component, while quantificatislone by calculating the area under the peak.
Resolution is how well two neighbouring peaks aeasated, higher means better. Both resolution
and the fact that peaks become wider at highentietetimes are a factor that can make
identification and quantification more difficultigtire 3.6 shows two ideal peaks while figure 3.5
shows a typical chromatogram.
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Figure 3.6: Shows two peaks that are perfectly regpd with no asymetrically tails, ideal peakss the deadtime(the
time it takes substance to eluate from the HPLJ}, the retention timeAD is the distance between two equally high
peaks, wis the peak's half width, yis the baseline width of the peaky X6 the width on the left side at 10% height
etc. Taken from [14].

Different forms of HPLC exist. One of them are nee&ephase(RP) chromatography which uses
hydrophobicity as separating factor. Another isrsfy cation exchange chromatography (SCX)
which separates using the charge of the molecslesfactor. Variation on SCX is weak cation
exchange, weak anion exchange and strong anioraegehBasically the difference is what type of
charge is used as the separating factor and whé& peeded to neutralize the charge. Others also
exist but RP and SCX is the most common used itepnoics.

3.2 MS Instrumentation

As said earlier MS consist of three steps, iontmgtmass analysis and detection. These three steps
often use different instruments with their own sg#h and weaknesses. Following will be a short
introduction to the most common instruments for srgsectrometry on peptides and proteins.

3.2.1 lonization

lonization sources are often categorized as haidaft ionization. Large molecules like proteins
often have unwanted fragmentation with hard iomzasources, while soft ionization keeps the
molecules intact. Soft ionization can even undecs conditions keep non-covalent interactions
intact[28]. This is why soft ionization sourcesdiKALDI and ESI made MS so popular for
proteomics. lonization sources differs in the anationizes each molecule, some gives molecules
with one charge(wanted in MS) others more(wantedd3iMS, since molecules are fragmented
between the two MS). Common for all of them are thay should follow as many of these simple
rules as possible:

« All components should be ionized in a detectablewh
« The ionized amount should be proportional to thewm of the component in the sample.
- There should be no fragmentation unless fragmests/anted.

« There should be no unwanted adduct ions, wherecaduhs are a component in the sample
modified by one or more atoms.

« No contamination should occur, this is easiesetave in the sample preparation.
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3.2.1.1 MALDI(matrix assisted laser desorption ionization)

MALDI have the property of ionizing molecules inckua way that they get an average charge of
one. This makes it dominant in single mass-spedtombut it can also be used in MS/MS
although ionization sources that gives molecules lofgher charge is preferred here. The matrix in
MALDI consist of small organic moleculestyano-4-hydroxycinnamic acid is very commonly
used in peptide MS) that absorbs light at spewrigelengths(usually UV).

An organic solvent, in acidic conditions, is usedlissolve the matrix before it is mixed with the
sample. The mixed solution is spotted on a sample ps small droplet(micro liters). Here the
organic solvent is allowed to evaporate. During thme the matrix goes through a process called
crystallisation where the matrix forms crystalse$@ newly formed crystals contains the sample
within them acting as a shell that protects the@aritom the disruptive laser light. The plate is
then fired upon by a laser in short pulses andrthiix molecules absorbs the energy/gets ionized
and in the process is released from the plate n@pbtonditions is when the laser light has the same
wavelength as the strong absorption peak of thexm#Yhen the matrix is in the gas-phase the
sample is able to receive a proton from the mafeixionized. The ionized sample is then
transferred by an electric field to the mass araalyz

3.2.1.2 ESI (electron spray ionization)

ESI is the choice for MS/MS since it has the apiiit strongly ionize molecules, giving them more
than one charge. The samples is brought into theaton source in a liquid flow, example the
eluate from HPLC. In the ionization source theiligs forced through a heated needle which
sprays the sample, as a mist of small droplets,ardtrong electromagnetic field. The droplets
evaporates slowly and as they become smaller dutriel field gets stronger on their surface. When
the field is strong enough the sample desorbs trensurface mostly carrying two or more in
charge. While under the influence of the electietdfthe sample is transported to the mass
analyzer. Most ESI instruments operates with arogprheric pressure and mass analyzers usually
operates with low pressure, which means the samps be transported from atmospheric to low
pressure. Figure 3.7 shows the principle of how\E&ks.

R i =~ | . JRaeT
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=5 s Metallic D&?Dﬂ | i N© v, analyser-
icf::lﬁgim : oy Spray 4 Charged
. {droplets) AT peptides
. » Vacuum
Counter
clectrode

Figure 3.7: The principle of ESI. Taken from [14].

3.2.2 Mass Analyzer

This is the part where MS and MS/MS differs. M&issially coupled with a TOF(time of flight)
analyzer, while MS/MS have more options. MS/MS haweide array of mass analyzers like TOF/
TOF, lon Trap(IT), Triple Quadrupole(triple quaéyurier Transform lon Cyclotron
Resonance(FT-ICR) etc. or a combination of thdsethe TOF-IT.
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One important ability of mass analyzers is theilitglio discriminate between two components
with close to equal masses, example isotopes.afiilisy has the name resolution or revolving
power, which are two ways to measure the discritmggower of a mass analyzer. Resolution can
be, in league with early IUPAC, described as:

- p percent valley definitiorthe resolution is defined as am if two peaks of equal heights
are separated by a valley where p is the percemnifate lowest point between these two
peaks. p is usually set to 10.

Peak width definitionthe resolution is defined as amh where m is the mass and is the
peak width at the height specified as the fractibthe peak height. The fraction 50%, 5%
or 0.5% of the height is recommended. FWHM is ofiead as abbreviation for the 50%
height fraction.

3.2.2.1 TOF(time of flight)

The time of flight mass analyzer is simply a tubleeve the inside is kept at vacuum conditions, or
as close as possible. The time it takes a molaoulavel through the tube based on its start/end
velocity(same since it is operated under vacuum)beaused to calculate the mass of the molecule
by using simple physics. The kinetic energy forria@ecule is produced by a electric field
resulting in the formula:

where m is the mass, v is the velocity, z is thergéh, e is the charge of an electron and P is the
potential of the electric field. Adding the relatibetween the time and the distance of traveliiv=
(v since we have vacuum), and rearranging the fznve get:

d \/E JE
= ——+[— = Cy|—
v2eF \ z 2

From the above formula the difference between T@RvwWo molecules can be calculated as:

At

__d Jm+Am+z_Jm+z
v2ef z z

From this we can see that the resolution betweerctwnponents with one mass unit difference
decreases with increasing mass. This means thatgher the mass becomes the harder it is to
observe the difference between the two compon@nisther important factor, for flight time, is the
spreading of the same peptide when it reacheseteetdr. This happens because when the matrix
leaves the sample plate it gets spread out in 3lDespneaning the same peptide in the sample will
start at different points and get different velpcDther factors that influence the spreading és th
length of the laser pulse and the size of the miaimple. This spreading can partly be rectified by
increasing the d(length of the tube) or decreaslieg/oltage. Both has its limitations, since itlwil
be difficult to keep vacuum in a long tube and loweltage has a negative impact on the
sensitivity. Other methods are delayed pulse etitna@nd reflectron.
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Delayed pulse extractiobasically gives the ions a free drift time inte #xtraction field before the
voltage is turned on. The extraction voltage isdaron a few tens to a few hundred nanoseconds
after the laser pulse. This results in fast iortemggeless extra velocity since they are furtheo ithe
field.

Reflectronis an electrostatic mirror placed at the end eflthear flight tube effectively doing two
jobs. The first is to increase the flight lengthtbyning the peptides back in the same direction as
the ion source, and the second is to gather thidespof the same mass (Fig. 3.8). The reason this
happens is because ionized peptides that entetdbiostatic field will be turned back depending
on their velocity. lons with higher velocity perats deeper into the field before turning back.

Acceleration Reflectron

Detector

Figure 3.8: Shows a reflectron that are fitted 60 analyzer. The white and black spot in the upight symbolizes
ions with different velocity but have the same ma&ghen they hit the reflectron(stippled lines) tre with the higher
velocity penetrates deeper and therefore are tuarmehd later which results in both ions hitting thetector in the
lower left at the same time. Taken from [14].

Every instrument needs to be calibrated beforesisee most produce random electrical noise
when used. This is done with a standard, eithee@duto the sample(internal) or in a run done just
before the sample(external). Internal calibratiaghthmake the MS spectra more clustered but is
more accurate since MS spectra have low reproditgitome proteases also have autolytic peaks,
by self-digestion, that is already known and cadfore be used as a standard. External calibration
on the other hand suffers from the low reproduitipbdf mass spectrometry on peptides.. For TOF
the calibration follows the equation:

%:at2+bt+c'

where the constants a, b and ¢ have to be founghfdy individual instrument.
3.2.3 Detectors

A detector measures the ions that hits it at tioh éane interval. The electric signal produced by
the detector is sent to a computer that producesmss spectrum from it.
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3.3 MS/MS Instruments

MS/MS mass analyzers needs to fragment the pegigteseen their two runs, which means the
build of these are often a little different(cha@es). Peptide MS/MS usually uses post source
fragmentation (PSD), instead of the normal in seuonization(ISD).

3.3.1 TOF/TOF

These have two TOF tubes. The first one gets ihialiMS analyses done, while the second one
analyses the fragments from a specific M/Z rangguré 3.9 shows how a TOF/TOF works with
fragmentation after selection, and figure 3.10 showe with fragmentation before selection.

Acceleration l*leflI pate
i

Source : : Metastable fragmentation
xri i 'I o O o ———_—
j ' | — r Reflectron field
|

B e
= W Unfragmented
oduct ions precursor ions

 ~Detector

Fig 3.9: Shows the principle for a TOF/TOF analy&ih PSD(post source decay) fragmentation. Thegite only
lets through ions in a specific M/Z range. Takemfr[14].

Fragmentation(Fig. 3.9) is done by laser inducadatiation(LID). This is were the laser produces

metastable ions that will fragment by themselvethéxmass analyzer. MALDI process can provide
enough energy for this to happen and produces ynajrd and y product ions(Appendix D).
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Fig 3.10: lllustrates fragmentation of the ionsdrefthey have been selected for the second MS n@&ans collision
induced dissociation which takes place in a callisiell. In this cell you have an inert collisioasg§example argon).
The peptides collides with this gas and builds ofeptial energy resulting in fragmentation whenpbetide reaches
its fragmentation threshold. This results in prddans and neural loss fragments(fragments witlebarge). TIS is an
ion gate that only lets ion with a specific velgditrough. lons from the same peptide have the sasoeity. LIFT is a
unit that provides a lift in potential energy tonalecule. Taken from [14].
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For information about how quadrupole, ion trap &mdier transform ion cyclotron resonance
works see reference 14, chapter 8.4. Table 3.1skiwsvcharacteristics of the different mass
analyzers for MS/MS. Note that the data changesesail the analyzers are improved continually
by their manufacturers.

Table 8.1 Characteristics and performances of commonly used types of mass spectrometers. v
indicate available, (v) indicate optional. +, 4+, +++ indicate possible or moderate, good or high,
and excellent or very high, respectively. LOD = Limit of Detection. Reproduced from Domon and
Azbersold (2006) by permission of SCIENCE AAAS

ITILIT  -TOF TOFTOF FT-ICR Triple quad Q-TRAP

Mass accuracy Low Good Good Excellent Mesdium Medium
Resolving power Low Good High Very high Low Low
Sensitivity (LODY) Good High Medium High High
Dynamic range Low Medium  Medium Medium High High
ESl ¥ v v ¥ v
MALDI (v) {v) v
Identification o ok =+ 4 ¥ +
Cuantification + +4t EN 4 S H+
Throughput ot 4= s 4t 4 ++
Detection of + + + + 44
modifications

Table 3.1: Note: Copy and cited from article 14gvehthe top contains the table text.

3.4 Mass Spectrum

The mass spectrum is a graph where the x-axisdsavid the y-axis is intensity. Here M/Z means
the mass to charge ratio and is dimensionless tnaigh it is sometimes falsely reported as Da, Th
or u. The charge of a peak needs to be known tuled the real mass of a peptide. The intensity
on the other hand is the strength of the signalsgecific M/Z value. A mass spectrum produced by
a MS instrument are often called a raw spectrunes@lraw spectra can contain anything from a
little to a lot of noise, which mainly comes in ttoem of electronic noise and chemical noise.
Electronic noise is random fluctuation in the ingstent, while chemical noise is contamination
from sample preparation. Contaminations can bagiets, polymers leaked from sample tubes,
human keratin etc. The raw spectrum has to benetéaip before any analysis can be used to pry
out the information it contains. A lot of methodsvk been invented for exactly this purpose and
can be used as stand alone or combined as neexted.@ them being baseline correction, noise
reduction, deisotoping and peak detection.

3.4.1 Baseline Correction

The baseline is mostly chemical noise that offgetsntensities. Figure 3.11 shows a mass
spectrum with a high baseline. This kind of noiteroshows a high dependency on M/Z values,
the lower the M/Z the higher the noise. It alsaesfrom spectrum to spectrum, meaning that each
spectrum has to be treated separately.

Noise can be corrected by decreasing the intessiige simplest form is to find the lowest point
and move it to 0% intensity while keeping the hgfh@oint at 100% intensity. This means
‘extending’ the peaks vertically. More advancedhods uses locale baseline corrections to take
into account that the baseline varies with M/Z esluThese methods uses a sliding window(looks
at values in intervals along the M/Z-axis) and fite baseline to polynomial or exponential
functions. The window for this sort of baselinereation should preferably contain no real peaks,
or the function should at least not fit real pemits the baseline.
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Figure 3.11: Upper part of the figure shows a raagssnspectrum with a high baseline, much noise @mdritensity
noise. The lower left shows a small part of thisengpectrum and it shows that the peaks are haeptrate. The
lower right shows the same area after noise filgeeind baseline correction. One note here is thttig noise most
probably will affect the peak intensities(from theak detection algorithm) as well as the Méfues. Taken from [14].
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Another method for baseline correction is the noedr filter called top-hat, taken from the
mathematical morphology literature. In mathematgpshat means to subtract its morphological
opening, which is the dilation of the erosion &fed A by a structuring element B. In plain English
this means that you remove objects larger thasttiueturing object(whose size must be chosen
carefully). This typically results in a contrashancement because the slow trends are removed.
The top-hat operator is mainly used for enhandiegcontrast in images, but can be used for any

numerical function[29, 30]. Figure 3.12 shows thye-hat used on a sample(could have been a mass
spectrum).
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Original
=
aa - ﬁ

Opening: y

20 —» Top hat

a za 49 EQ BO

Sample
Figure 3.12: Top-hat operator used on a samplee &lom [29].
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3.4.2 Noise Reduction and Smoothing

A mass spectrum can be vary jagged, figure 11tfmr@fore hard to read. Smoothing can help
making it more readable. Smoothing can be lookemhgs a filter, in that a sliding window is
moved over the data while 'correcting’ the middikig based on a function. The windows length
and weight are based upon known noise, where Hudutéon often is taken into account. The
function used is usually based upon a weightedagyeeof the values in the window. A common
used smoothing is Gaussian filter/function, showiow:

wherep determines the length of the window and the wesiginé calculated by a discretization of
the function values. The varying noise level altmgM/Z-axis makes small windows, usually no
larger than 1Da, commonly used for the function.

Fourier transform was used by Baggerly et.al[31¢mwthey found a systematic noise in their mass
spectra data set. They used a fourier transfornsdweeral spectra, in the regions that did not
contain any of the larger peaks to establish thespicions. The noise was consistent but not in the
same phase, and was removed by subtracting ontisosil out of the tails of each of the spectra.
The noise was suspected to come from their ali@eghatirrent power source.

Savitsky-Golay is often used in removing noise asgispectrum. it is simply a simplified least
square method using a sliding window to calculagemiddle point of the window. A 5 point
Savitsky-Golay is using a window 5 points wide. Hnticle, reference 31, has a real good appendix
for weights for the different points in the windder different types of filters[32].

3.4.3 Peak Detection

The main object of peak detection algorithms isr&ate a peak list where each peak represent only
true peptides, and their isotopes, from the sample.

Centroid peak detection is a popular way to dgieeks[33]. Gentzel et.al. made one that also uses
the change of the peak width with different M/Zued[34]. The algorithm starts of by doing a
windowed search along the M/Z axis. The width & window is based on the M/Z value and is
shown in the equation underneath:

peak width(x) = pw(x) = 0.08+0.0004x,

where x is the M/Z value where the peak is cengidnd the coefficients are based on the
instrument used. This equation can be seen upeargmg resolution as M/Z varies, in an
increasing manner with increasing M/Z, which congsawell to how the resolution works for most
MS instruments. In each window the M/Z value whik tighest valuey is found and the total
intensity for all the M/Z values in the window isremed using the equation:
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where the sum is over j such tl ;< X;<¥+pw(X) and t is a predefined threshold. If the sum
equals or exceeds the threshold a check is doseetd the maximum is on the flank of the peak. If
it is then the window is moved until it is not. Tha centroid is placed at the highest M/Z value in
the window and M/Z(¥ and intensity(y) is calculated for the peak using the equations:

D X *Y,
X°:Z]:+]yj] and YCZZ,- Yi,
J

where the sum is over j such tl Xy — PW (X)) /2< X, <X+ pW(X,)/2 . If a peak has been detected
the window is slided to the end of the detectedkpgapw(xn)/2) and started anew to try to find

the next peak in the spectra. They also mentioset)a test to check if the two slopes of the
centroid peak is shared with another peak and idigithe intensity between them if it is. A test to
check the spacing of the data points to see ipdaks already had been centroided was also
mentioned. Figure 3.12 shows a run of the method BIS/MS spectra.
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Figure 3.12: Panel A shows a complete MS-MS spattRanel B shows selected ions from the spectrypanel A.
While panel C shows the same ions as B but afeep#fak detection algorithm, centroiding, has beenTaken from
[34].

Continuous wavelets transformation(CWT) have besaduo detects peaks in a spectrum[35] using
the mexican hat wavelet as the mother-wavelet. G3\iBed to divide continuous-time functions
into wavelets and consist of a mother wavelet amgytiter wavelets. The main purpose of the
mother-wavelet is to provide a source functioneaeyate the daughter wavelets which are simply
the translated and scaled versions of the motheelMa Mathematically the CWT can be
represented as:

C(a,b)=[s(t)y, ,(t)dt ,wa’b(t):%qj%o,ae R beR |

where s(t) is the signal, a is the scale, b idrdneslation,y(t) is the mother wavelety(a,b) is the
scaled translated wavelet and C is the 2D matrixafelet coefficients. These coefficients reflects
the pattern between the signal s angt). The higher they are the better the matching.
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In the peak detection algorithm they used CWT tan@ixe the changes in height and width of the
peaks in the mass spectrum. The coefficient folh saale of the CWT has its local maxima around
the peak's center. Figure 3.13 shows a mass spe@id CWT matrix and a ridge line graph.
Looking at the 2D CWT matrix and the MS you caradlg see that the lighter areas match up with
peaks in the mass spectrum and that the top sepfes(part of the CWT) matches the peaks
widths. The ridge line graph is created by firatifng the local maximas for each scale in the 2D
CWT by using a sliding window. The maximas are tleked together by using another sliding
window to create the ridges in the ridge line grafis is done by searching every level of the
scale until the gap between the scale with no danaxima exceeds the threshold for the gap size.
The rest of the maximas on scales lower than giddand maxima is removed from that m/z
value. The procedure is repeated until the entd@RD CWT is reached. This transformation is less
susceptible to local minima and more robust to gkaro the coefficients in the search space.
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Figure 3.13: Upper part shows a mass spectrumde\éIéNrr;;r.t shows the mass spectrum after wavelet
transformation, called 2D CWT. The peaks can hereden as the lighter parts in the 2D CWT. The iqwet shows
the ridge line graph for the 2D CWT. Taken from][35

Baseline reduction is automatically done in theavelet function. They also define the signal to
noise ratio(SNR) as the ratio of the estimated @#gtkal strength to the locale noise around that
peak. This local noise are looked upon as smaltipesand negative peaks, and uses the lowest
CWT scales coefficients (a=1) to represent theendibey also define the local noise around a peak
to be the 95% quantile of the absolute CWT coedfitin a window around the peak.

To identify the peaks from the ridge line graphytnse three rules:

The scale corresponding to the maximum amplitud#henidge line, which is proportional to
the width of the peak, should be within a certainge

- The SNR should be larger than a certain threshold.
- The length of ridge lines should be larger thaerain threshold.

They then uses the rules to estimate the peak paeesrand refines it afterwards. This estimate can
be refined again if needed by doing another CWT avdefined segments in the mass spectrum.
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A template model has also been used to detect pellkse the template is how a peak should be
identified, with properties like width, height ete1 the mass spectrum. This is then used to find
peaks satisfying part of the template based omeshiold. The match needs to fulfil three more
criteria, which is high signal to noise ratio, reg@se and be unique. They used a template that is
able to adapt to variable shapes by adaptingtitdgarameters set in the used database[36].

3.4.4 Intensity Normalization

Peak intensities varies from spectrum to spectminich means a comparison of these to each other
can be difficult. To rectify this the peaks cannmemalized to the highest intensity in the spectrum
This changes intensities to percentages rangimg @<100%. The spectrum can also be normalized
with TIC(total ion count of the spectrum) resultimghe same relations, as the previous, between
the peaks. A threshold can then be used to renin@vedise from the spectrum, removing all the
values underneath it by considering them as n8igth methods goes under the term relative
intensity normalization(RIN). The weakness of thiee methods are that under the quite common
conditions when one peak has much higher intetiséty the rest, the smaller peaks, even if they
are real, have a great chance to be considerenises|[87].

A more robust method, across different spectrey isse rank based normalization. The highest
intensity peak gets rank one, second highest raaletc.

Since normal rank normalization does not take thgnitude of the intensities into account a
method called cumulative intensity normalizatiotan be used[37]. The equation is shown
below:

z rank(x)>n I ( X)

Cumulative normalized intensity of the nth highgsak = TIc ,

where I(x) is the raw intensity of the peak, TIGhs total ion count and rank(x) is the rank oflpea
X when sorted by descending order of intensity ritaga.

Figure 3.14 shows an example where there is ooageak. The two graphs to the right shows

the intensity normalized with RIN(using TIC) and\CIThe x-axis is the normalized values sorted
on ascending order, while the y-axis is the norpeaiintensities. The line in both graphs are the

rank based normalization. As the graph in figudel@ight side) shows the normalized intensities
are strengthened in the CIN compared to RIN.
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Figure 3.14: The mass spectrum to the right isotieethat the normalization is done to. To the upgieis the relative
normalization and to the lower left is the cumwlathormalization. Taken from [37].
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Figure 3.15 shows another MS spectrum and it stadmest the same as the previous figure. But
here the intensities for the CIN are weakenedetdw end of the x-axis which is often noise. The
CIN also has a smoother curve than the RIN andnare in line with the rank based[37].
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Figure 3.15: The mass spectrum to the right iotiethat the normalization is done to. To the upgfeis the relative
normalization and to the lower left is the cumulathormalization. Taken from [37].

If a whole set of mass spectra is looked upon et ¢ine normalization coefficient(dividing
coefficient) can be set to be the total TIC of acdpum divided by the total TIC of all the spedtra
the set[30].

3.4.5 Deisotoping

Since peptides consist mainly of many C and H atibrassotopes of these will result in an isotopic
envelope in the mass spectrum(shown in Fig. 3.D&isotoping is the process of reducing these
isotopic envelopes into a single peak represeiritifidiere are more than one way of doing this.

Monoisotopingis the reduction of the isotopic envelope dowthlowest M/Z value in that
envelope. Usually used in MALDI where reflectrardalelayed extraction has been used.

Intensityisotopings the process of reducing the isotopic envelapendto the most intense peak in
the envelope.

Deisotopingreduces the isotopic envelope down to the cenpreak, where the centroids M/Z
value is determined from the intensities of thavitthal isotopes in the envelope. This corresponds
to the calculation of the average mass of the depti the envelope.

Beware that isotopic envelopes for two differentmies might overlap in the mass spectrum and
separating them, as two peaks, might be a diffiagk. Study of isotopic behavior for the
instrument(for MALDI the matrix) in question mighelp[14].

There have been done a small unpublished compastsdres, where charge overlapping was seen
upon as a problem, of the deisotoping programs Md3istiller, MaxEnt3 (Waters) and ReSpect
(PPL) [38].

A more accurate method for deisotoping is descripe@Ison et.al. called probability
grouping[39], which is used to find probable isatoglusters for an analyte by calculating a
theoretical mass spectrum. They also mention dyn@naigraming and fourier transform as
emerging methods for deisotoping.
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Figure 3.16: The upper part shows a cut from asrepsctrum. The one to the left has a cluster akpwith charge 2,
ergo each peak is 0.5 m/z a part from the prevamgs To the right has a cluster of peaks with oh&gergo 0.33m/z
difference between the peaks. The middle part shavono isotoping while the lower part shows a isitgrisotoping
of the cuts from the spectrum in the upper part.

3.4.6 Deconvolution

Mass spectrum produces from ionization sourcespitzatuces peptides with more than one charge,
like ESI, can also produce peaks for the same geeptiore than once in a mass spectrum. When
these peaks are gathered into one it is calledd®bation/charge state deconvolution. The charge
of the resulting peak is usually one(Fig. 3.17).
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Figure 3.17: The upper part shows a mass spectithrpeaks at 301, 351, 701 and 901. The lowergesbnvulution
is done on the spectrum above and two peaks ofjelare is left, mainly the peak at 701 and 901.

3.4.7 Spurious Peak Removal

Spurious peaks are non-peptide peaks. These pgpadebe removed by using the fractional
masses of peptides(Fig. 3.18 shows a distributidhese). Fractional masses is the part of the mass
after the decimal point. Every amino acid are dudtn 4 building blocks which have close to an
integer mass. This means every amino acid will ldege to an integer mass. For one charged
peptides digested by trypsin the graph in figu@®3an be used to calculate two equations to be
used to identify peaks that are non-peptides.
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taken from a peptide distribution. Taken from [14].
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Figure 3.19: The graph shows the distribution efleptide masses, cleaved with trypsin, comparedzovalues. The
peptide masses is single charged. The middle ditiesi average regression line for the fractionaises and the lower
and upper is one standard deviation from the aeerdgken from [14].

Peaks with low, sometimes all under 500, M/Z camallg be removed since the background noise
is high at that range. If single charge is usedMi¢ might go as high as 700-800 since peptides
cleaved, with trypsin, has a specific minimum MP&aks with M/Z values above 3-4000 are also
removed since sensitivity and accuracy are usl@aier after this. Also peptides are seldom that
heavy.

Spurious peaks can also be removed by more direahs) like an exclusion list. This list can as an
example contain peaks that is typical for keraldacage with the used protease etc. But beware
that removing these kind of peaks might be badHemesult, since there might be overlapping
isotopic envelopes or a peptide from the list canelthe same mass as peptide in the sample(or the
same M/Z, since the peptide in the sample can hore than one charge).

For large sets of mass spectra each mass spedrubecscanned and peaks appearing in many
mass spectra can be removed as it is likely a oungdion. This of course depends on how the
experiment is set-up. Theoretically you can produbs of similar peaks from a sample in a lot of
spectra.
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3.5 Database Search

As mentioned in chapter 3.1 proteins gets storaethiabases. These databases can be used in MS to
identify the peaks in the mass spectra.

In top-down MS this means calculating the masspéak and then compare it to the mass of the
proteins in the database.

Bottom-up MS on the other hand operates on peptideaning the database has to be preprocessed
before the search is done. The preprocessing ¢aissleast in silico cleavage, which is the
theoretical cleavage of proteins in the databas®uke protease used in the experiment. One
problem present itself with cleavage of proteind trat is missed cleavages and random cleavages.
If a more precise, or the chance to get a higheerage of the protein, is wanted then these two
should be taken into account.

Missed cleavages is rather simple too take intow@tcby just missing cleavage sites. The result on
the other hand is a much huger search space. Wl precise the search space increases by
1/2(2n+2nk-k"2+k+2) where k is the number of polesinissed cleavages for each peptide.

Random cleavage on the other hand presents matgdrthan it is worth. 1. it increases the search
space with a vast amount, even for small protéinthe fragments will often make no sense since it
will be covered by most of the proteins. Numbend & can be rectified a little by restricting the
random fragments to a specific minimum size.

On top of this another phenomena called PTM is i@ to consider. PTM as explained in the
chapter 2.1.2 comes in varied sizes and varied@agids they modify. Taking a lot of these into
account also increases the search space considdetabthe bright side the search space can be
reduced considerably by having some foreknowledgkeoorganism or protein group the proteins
comes from. Even limiting the search only to a fgraf organisms limits the search space a lot.

The right part of figure 3.20 shows a simplifieéwiof the preprocessing steps, while the left
shows the same for the MS experiment.
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Figure 3.20: To the left the a protein is digestad a MS is done on it. On the left side the s@n®ne with in silico
digestion. A search with the experimental peptaiesdone in the database and the coverage of & isasgbown in the
lower part of the figure. Taken from [14].
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When the database has been preprocessed the pagaidbe compared to the database's peptides.
The result is most often a coverage for the pretéonnd in the database. Where the coverage
means how many peptides from the sample matcheas #ileco peptides from the said protein in

the database(bottom Fig. 3.20). An example isttitae peptides from the sample matches three of
the in silico peptides for a protein found in ttegabase, giving it a coverage of 3. Coverage @ als
often given as a percentage, where a 20-30% cox&xfag protein is ordinary for an MS
experiment. The coverage is so low in MS experisiémt random matching can give a high
coverage by chance. This is why scoring schemes been invented to score the different matches
in a database search. Also a P-value, probalilgyd match is by chance, is used to make sure that
the right protein is the most likely to be the ah@wn as the top one in the result list. Even these
three indication might not be enough to find thestriikely protein(s) from the database that is in
the sample. A simple solution to this might be that protein has never been sequenced before,
ergo not appearing in the database. Another solutight be that to many proteins from the
database gets close to the same score, coverage\aide, but as with all chemistry more
experiments can be done to get to the solutionth&llextra information such experiments will give
will most likely help to deduce what protein is tight one.

PMF searches on masses and this from a proteisteatected before digestion. In theory this
makes PMF database search a one protein seangtadiice the protein chosen for digestion can as
well be two or more proteins. This means the damlsaarch should consider this. The easiest way
Is to remove the peptides(peaks in MS) that idetithe first protein and then do another search on
the remaining peptides(peaks in MS). Even with sieigrch a random protein can get a higher
coverage than the true proteins, since the setbind,etc. protein gives peptides that can mateh th
peptides in the matched protein by chance. Thidbearmedied by limiting the search to a specific
group of proteins.

For MS search program like MSA and Aldente exishid/scoring algorithms like Mascot-Mowse
and OLAV-PMF is used after the search. Search #llgorfor MS-MS can be as simple as a
sequence search with FASTA. But MS-MS requires npoeparation before getting to the
sequence, like de-novo sequencing using spectraphgfl4]. Some scoring schemes for MS-MS
are spectral contrast angle, cross-correlationk-tmsed, SEQUEST, SCOPE and OLAV.

3.6 MS/MS

MS/MS instrumentation has been mentioned in mamasions earlier in this chapter, and a better
introduction for MS/MS itself is in its place. Ihd first step of MS/MS an ordinary MS is done.
This results in a mass spectrum. The next steepdéie second MS is to choose a range of M/Z
value/peaks(precursor ions) to fragment from thet MS. These are usually the 3-8 most intense
peaks in the mass spectrum. Each of these arenipittked out and fragmented(into product ions)
before the second MS is done. The precursor iotis peduces a mass spectrum, called an MS/MS
spectrum(Fig. 3.21). The peaks in these spectrasepts charged fragments from the peptide in
the chosen M/Z range(the product ions). These spean then be analyzed and part or the whole
of the sequence can be found, since usually tkewaly one peptide for each M/Z range. Instead of
using the most intense M/Z values/peaks some m&nis give the choice of an inclusion lists
specifying the M/Z values and for LC-MS the retenttimes they can be found at. Two LC-MS, or
MS for that matter, is never the same which meansesreedom in the retention time is needed.
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Figure 3.21: The upper part shows a mass specttemnenthe three most intense peaks are chosendtraarMS. The
lower part shows the MS/MS spectrum for each ofttinee chosen peaks. Taken from [14].
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4 Background: Quantification in Mass Spectrometry

Quantification in itself means to quantify the ambaf one or more substances in a solution. This
can be done in many ways and are usually only stbpy the ingenuity of the researcher/chemist.
To mention a few that necessarily do not have angtto do with MS are immunologi/antibodies,
titration, chromatography (gas and liquid), ult@et spectrometry etc. The use of a method
depends on what you try to quantify. For proteontics proteins, these can be detected with 2D-
PAGE, mass spectrometry, antibodies (if prepped)aio an extent PCR(polynucleotide chain
reaction), mass spectrometry(MS) etc. Of these dMBhe of the least expensive methods to use and
it is relative fast compared to many of the oth&re two most used methods are 2D-PAGE-MS
and MS-MS[33]. See chapter 3 for an explanatiothese two. These two techniques are often
used with something called labeled or unlabeledyaisa Labeled analysis is when a chemical is
used to either modify(chemical labeling) the protei is incorporated(metabolic labeling) into the
protein. Unlabeled is when the analysis is doneatly on the protein. For MS the quantification is
done using the intensity of the M/Z values.

4.1 Metabolic Labeling

In metabolic labeling the technique of stable-ipetdilution is used. This makes use of the fadt tha
different isotopes have different mass and carefbez be separated on their peaks in the mass
spectrum. For polypeptide chains like proteins thesans radioactive or heavy isotope of one or
more amino acids, their building blocks C, H, NOyror heavy salts[33]. These are put into the
growth media and the cells in questions are gromit.o

One such method for stable-isotope labeling iedaBILAC(Stable Isotope Labeling by Amino
Acids in Cells). In this method leu-d3 (leucine rfiedl with deuterium) is used in the growth
media as free amino acids. The growth media iyzia so no other leucine than leu-d3 is present.
The cell culture uses about 5 cycles to fully ipowate leu-d3 into their proteins, 5 days for the
experiment in reference 38. The actual analysi®re on cell cultures being in the same or
different growth state where one has been growtewa3 and the other one has been grown
normally. An example would be to analyze a tumdirgr®@wn on leu-d3 against a healthy cell of
the same species. This experiment could be usgaginansight into what proteins are expressed,
up- and down-regulated in tumor cells. The next s#d¢o mix the lysate of these two and digest the
proteins with a protease. The cell cultures cao béspurified before mixed if needed. Following
this digestion is an MS analysis. The mass spectmaduced by the MS will have some peaks with
a mass(M/Z at same charge) that is equal to the diisrences between leu-dO and leu-d3. These
can/will represent leu-dO(ordinary leucine) andd@uproteins. Figure 4.1 shows the course of
events for a SILAC experiment.

E Sample A j

Leu-d0 \‘ Optional Combine and
protein —» digest with
purification Trypsin

Sample B / o
Quantification

Leu-d3 by MS

Figure 4.1: Shows the course of events for a no8HaAC experiment. Recreated from [40].
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Cells grown on leu-d3 acts normally for the grostate they are in.

Mixing leu-d0 and leu-d3 with a difference of 118svs up in the mass spectrum as 1:3(figure 4.2).
The main drawback of this method is that the dedige to be grown so it can not be used on dead
cell's proteins[40]. Another drawback is that itime consuming, needs 5 cell cycles(here 5 days).
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Figure 4.2: Both mass spectrum are from MS-MSthednarked peptide in question is SCNCIKLIThe mixture on
the left was prepared with equal amount of dO a@hdadhile the mixture to the right was prepared wiitB. Both shows
up with the right quanta in the mass spectra. Tdian [40].

Other ways for metabolic labeling is to use a gromiedia with™N instead of the ordinary
“N(nitrogen). This method suffers from the drawbtekt the nitrogef®N is not 100%
incorporated into all protein making it hard to paa the produced mass spectrum. On top of that
the growth media is expensive and hard to makenfonmalian systems. This mostly reduces the
method to microorganisms[40,41].

4.2 Chemical Labeling

Chemical labeling is to covalently bind a chemicalhe substance that is to be quantified. These
chemicals can then be seen in a mass spectrunokindpat mass differences between a modified
and a ordinary peak of the substance. One suchoshétho enzymatically incorporat®® from
water to peptides[33]. Two methods that needs totimeed are ICAT(isotope coded affinity tags)
and iTRAQ(which builds on ICAT).

ICAT consist of three functional elements, a speahemical reactivity group, an isotopically
coded linker and an affinity tag. The affinity thgs a specificity towards sulfhydril groups(as in
cysteine) attached to a eightfold deuterated limkér a biotin tag on the end(Fig. 4.3).

Heavy reagent: dB-1CAT (X=dewerium)

ICAT Reagenls. | ot raagent: d0-IGAT (X=hydragan)

H
X Thial-specilc

Biodin Linker (heavy ar light) reactiva group

Figure 4.3: Shows a picture of the ICAT molecul@tid marker to the left, linker in the middle atieée reactive group
to the right. Taken from [42].
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Figure 4.4 shows the course of events for ICAT. Bamples from one cell state are prepared. One
with the light form of ICAT reagent and the othathwthe heavy form of the ICAT reagent. The
mixture are mixed then cleaved with a proteasgdate small peptide fragments. The fragments
with cysteine/reagent on them are separated freme$t of the mixture by using avidin affinity
chromatoghraphy. This effectively reduces the caxip} of the solution. The last step is then to
useuLC-MS/MS to find both the quantity and the identitiythe fragments with cysteine on. This
information can then be used to find the parentgmms of the fragments. The first MS step finds

the quantity, and the second MS step finds thetityesf the labeled fragments. The whole process
can be automated[42].

Cell State 1 Cell State 2
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Figure 4.4: Shows the course of events for a not@AT experiment. Taken from [42].

ITRAQ is based on ICAT but differs in that it labgdrimary amines* instead of cysteine. Since
primary amines are more abundant the method atstupes a more complex result. This can in
many situation be to complex if not coupled to s@ued separation methods beforehand. iTRAQ
consist of four different affinity tags, meaningifalifferent samples can be tried out in every
experiment. These affinity tags have the same massnass spectrum, but when exposed to
CID(collision-induced dissociation) part of the geqce is cleaved of. This part is called the
reporter and each tag have its own reporter taljfldn115, 116 and 117 M/Z in a MS/MS
spectrum. This also means that the rest of thectdlgd the balancer, for the four possible tagseha
different masses/compositions[43, 44]. Figure &®ns an example MS/MS spectrum for iTRAQ.

*Primary amines are ammonia(NHwvith a organic group bound to it instead of ofi¢he hydrogens. This means that
amino acids in the n-terminal have one, as wedlrgiine, histidine, lysine, aspargine and glutamin
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Figure 4.5: Shows the 4 peaks produced by the iTR#Q after they have been cleaved with CID. Réedefaiom
[43].

4.3 Unlabeled

As the name says unlabeled analysis uses no ssaibbges to quantify the substances in a sample,
instead it uses algorithms, knowledge etc. to dediie substances from the mass spectrum.
Unlabeled analysis can at least be divided intoftelds which is single MS and LC-MS(also

called comparative LC-MS).

The procedure for single MS is to divide the sampie subsamples. Do a single MS on every
subsample. Followed by normalization within the pbes so they become comparable. Then the
analysis starts by finding peaks with equal MS inithe samples, taking M/Z distortion into
account(imperfect resolution of the mass spectrehethe interesting peaks can be put into a
inclusion list and used in an MS/MS run.

Comparative LC-MS on the other hand requires afldhe instruments upstream of the mass
spectrometer as well as the mass spectrometdr Asslpical work-flow for such a method is to
have a data collection step first, by running LC-BM&ne. From the mass spectra the intensities are
used as a measure for the quantities of the diftgnteins/peptides. After this the analysis
software does its job creating an include list(jgetflat needs further investigation), which can be
used to pick out the peaks in the sample in an MSYivh.

Statistics like multivariate analysis can be usedamparative LC-MS, but then the LC-MS has to
be done many times under as close to equal consitproduce enough data. After these runs the
data needs to be normalized in the different ranthey are comparable. Other methods includes
peak alignment which consist in finding peaks #iratin more than one dataset(LC-MS runs),
where varying M/Z due to technical drifts and vagyretention times can complicate the
analysis[45]. All of these methods needs a lotreppocessing to get good results. Preprocessing
consist of peak detection, feature removal, noatthn, mass spectrum evaluation, retention
dewarping[46] etc (see MS chapter 3.4 for detailstibese, except last two). Some software also
uses visualization as an aid[45].

Most unlabeled methods have only been tested andiva dataset and there has now been done an
effort to compare these against the same datdsetddtaset to be compared against has been
chosen because features are already known, by M&gS, and the data set has gone through a
lot of data preprocessing before fed to the unibetethods. The datasets themselves have already
been used on the algorithm OBI-Warp[46]. Figureshéws the results for 6 algorithms which are
OpenMS, msinspect, SpecArray, Xalign, XCMS and Mefechapter 2.3 in 46].
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Figure 4.6: Taken from [46]. P1 and P2 are the iwaieomics datasets, while M1 and M2 are metabassets. The
picture shows that OpenMS do well on both P1 andlR2 other programs except msinspect and SpecAoasery
well to. A note is that only the alignment partasted. Taken from [46].

As shown in the figure 6 these results are basesborething called recall and precision. The first
one is the probability that a feature(protein)asrfd while the second one is the probability that a
found feature(protein) is relevant. The formulastfese can be seen below[46]:

| o lgt; ntool; | Mot 0 el
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, Where gtis the consensus features(from base set),itotle features from the used software and
M; is a penalty to break up a feature in the consessu

4.3.1 OpenMS

OpenMS is an open source framework made in ANSI @3g-should be easy to port to different
platforms. This framework aims for ease of use &ipgian object oriented programming language
to code the classes, and a software to generae dtewumentation. OpenMS are also trying to
make the framework perform well while still beirapust. Figure 4.7 shows the overall design of
OpenMS[47].

. Applicaton
OpenMS Framework

File and DB Visuaﬁzation' Data | Analysis

input/output | reduction | algorithms

Kernel classes
Foundation classes

—————— =

| CGAL || GSL [Xerces!I aQt

e

| CGAI | GSL [ Xerces!| |  IbSVM |
Figure 4.7: The overall design of OpenMS. The lopent containing CGAL etc are external librarieedigh OpenMS
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OpenMS supports most non-proprietary formats, ikd®ata and mzXML. It also supports a
database but does not use it at the moment. Visigin of the mass spectrum is supported both in
2D and 3D. It supports signal processing with défe noise reduction filtering, like

Savitzky-Golay and Gaussian low pass filter, argkbae correction. For peak detection they uses
their own algorithm based on wavelet as a firgh sted then an asymmetrical peak function is fitted
to the raw data to extract important peak infororgitentroid, area signal to noise ratio etc) as a
second step. OpenMS feature detection and quantidic for LC-MC, gives each feature
characteristics. These are mass-to-charge raga;dahtroid of its elution curve and the signal area
The framework consist of many algorithms suiteddifierent instruments and mass resolutions.
Their concept are based on 2D data and uses whaté an averagine, which is a representation
of an average amino acid, to approximate the amanb composition for a given mass. Followed
by an estimate of the the atomic composition aleutated, and used to find the isotopes in the
mass spectrum. Eluation is approximated by a Gaigsian exponentially Gaussian distribution.
These computations are expensive so candidatengebas to be selected carefully. The raw data is
stored in a RawMap and the extracted featuredeadureMap[47].

The multiple alignment algorithm in OpenMS uses phases, called superposition and consensus
phase. This architecture allows different algorishim be implemented for each step, allowing more
flexibility. The superposition phase, superimposavRlaps or FeatureMaps, uses an algorithm
called pose clustering, which is an algorithm basethe general paradigm for point pattern
matching. The algorithm considers intensities alé agethe different measuring accuracies of the
m/z and retention dimensions. This is then usdohtbthe optimal transformation. Where the
definition is to try to map as many features in o as close to features in the other map by using
a voting schema to determine the result. Thislisvieed by finding landmarks in the the
superimposed maps and using these to refine thégegdth a linear regression step.

The consensus phase uses the data in the supemppsiise to generate a consensus map using a
nearest neighbor search. The result is a starrabghmap, where the most complete map acts as
the reference map([46, 47].
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4.4 MassLynx

MassLynx is a software suite containing prograrks MassLynx MS, TargetLynx, ChromaLynx
etc. Here we will take a deeper look at MassLynx{48%

4.4.1 MassLynx MS

MassLynx MS is a program created to help reseasdioarecord and interpret mass spectra.
Quantification is among the interpretation partdhtains methods like smoothing-, subtraction of
a polynomial-, centering of peaks-in a mass spattc. As well as a peak detection method. It
lets you record mass spectra from MALDI, ESI ardtaf other often used instruments. This
recording can be done in batch mode, meaning youjgaue the jobs you want done. The files
from a recording is called .raw files. The .rave filontains these types of files:

_Header.txt Data file header information

_Funcs.inf Information on functions acquired
_history.inf Information on how data has been pssed
_expment.inf Experimental record information.
_Func001.dat Data file for first function (one &ach function)
_Func001.idx Data file index for first function

_FuncXXX.dat Data file for the XXX'th function
_FuncXXX.idx  Data file index for XXX'th function
_proc001.dat First processed data file (one foh gaocess)
_proc001.idx Index for first processed data file
_procXXX.dat  XXX'th processed data file

_procXXX.idx  Index for XXX'th processed data file

The largest of the function files are usually tite ¢ontaining the first MS part of the MS/MS
experiment. One important note is that the .dasfihemselves are in a proprietary format and this
is in binary. Fortunately MassLynx MS have a taalled Databridge bundled with it. This handy
little program can convert from and too MassLyma\w format from a couple of different formats,
but not mzXML(an often used XML format for MS).

Opening a raw files in MassLynx MS, set of mas<Bpetakes you to the chromatography
window. It also opens the first mass spectrum énrdw file(Fig. 4.8). The chromatogram is based
on TIC(total ion count) for each spectra, wherehighest TIC among the spectra are used to
normalize the TIC for every spectra between 0 &@d(upper part of figure 1). For the mass
spectrum the highest intensity of all the m/z valaee used to normalize the other values between
0-100%. These two windows give you access to nasthm manipulate its respective content, as
well as a feature to zoom(by marking the areaoaigh this one is implemented in such a way that
it is hard to use.

If you see a chromatogram peak that is interesyiog,can double click on it and the mass
spectrum for the corresponding retention timepened in the mass spectrum window just above
the previous spectrum. The mass spectrum windovbeaome very crowded if you do this many
times, and every spectra in it will share the saris and current zoom. In the mass spectrum
windows you can search for a mass spectrum optigation time. If the retention time does not
exist it takes you as close as it can. You can stieov the peak list, but for some reason MassLynx
have decided that it is important to show m/z valag integer values and the intensities as decimal
values. The list also contains the TIC and the B&#&¢ peak intensity, same as TIC but around the
most intense peak in the area) value for everi.pHais list can be saved easily. The program
have a lot of other options that is more for theaated user.
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Figure 4.8: This figure shows the chromatogramhentop, using TIC to make it. While on the bottommass spectrum

is shown with filename to upper right. Retentione is show in parenthis after the filename andntivaber before the
parenthesis is the mass spectrum number.

A typical work flow for MassLynx MS(Fig. 4.9) coulok to record the mass spectrum, and MS/MS
spectra via MassLynx. Then you could start to labthe chromatogram, picking out interesting
peaks. The mass spectra from the picked peaks tiwerdbe further analyzed with some
smoothing/noise reduction and a peak detectiormfrere the real analysis could start by picking
out peaks that is interesting, analyze isotopietrpes and so on. MassLynx is very handy if you
like to analyze everything yourself, but if you ot have time for this MassLynx does not offer

much in global analysis.
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HPLC ——)| MS

intense peaksl MSIMS

* v v

MassLynx

4—Collection
of files
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Figure 4.9: Shows a work flow for a user from MSraw files. The same user also wants to convertiata to ASCI

so that he/she can be able to read it an ordimatyetitor(this is showed with stippled lines). Thenbers 1-5 shows
the order of the work flow where the user convarteaw file to ASCI.

MassLynx MS as a program is at least partly writtedava, where Java 2D is an essential
component. As a side note MassLynx also supportsaima via visual basic.
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5 Work Flow of the MassAnalyzer

The Pair Finder analysis method in the MassAnalpregram(MAP) will analyze mass spectra
taken from SILAC experiments. The input parametglistherefore be the mass spectra and the
parameters for the program. The way from raw spdgotmarker pairs are shown underneath:

1. Create a project, containing the information reeket load a set of mass spectra.
Fetch and convert the spectra from the data file.

Set the input parameters for analysis methotiseiprogram

Pre-process the mass spectra

Find the marker pairs in each mass spectra

o ok~ Wb

Present the results

Before we can start to discuss these points inldetshave to take a look at the main window of
the GUI, how the the data structure for mass speéstbuilt and what a marker pair is.

5.1 Introduction to the GUI

All the user interaction is done in the programtdl Gnain window is shown in figure 5.1. The
main window can be seen as divided into three mpgsuas.

1. The result list(RSL) and result panel, showsrésellts when an analysis have been done,
shown on the right and middle in figure 1

2. The ms list(MSL), list of mass spectra curreimilyhe project, shown on the right of figure
1.

3. The template, containing the analysis methodd fean analysis, shown on the bottom in
figure 1. With the name of the current used tenepiiatts border.

Here a project means a collection containing aipeMSL, template and RSL saved in a specific
location on the computer's hard drive.

The main window also have a menu at the top. Tkisurcontains a file menu, where the user can
save and load any of the mayor parts of the projéat edit menu contains the options that can be
done by buttons inside the GUI. The help menu oolytains the version of the program. Both the
file and edit menu contains sub menus for the giffemayor parts. A note about the menu is that it
is easily updated if new options are implementdtk dther parts of the GUI will be discussed as
they are used by the user.

There are hundreds of way to build a GUI, maybeadrieese are better than all of these, but
usually it is more up to the taste of the uses lieyond the scope of this thesis to create atGatl
the user can move around and do as he/she wahtsThis means this part of the GUI wont be
discussed in detail, and was put together on this @w the author would want it to look and feel
like.
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Figure 5.1: GUI to the main window of the projeatled 'project4'. The result list is to the riglgsults in the middle,
mass spectra list from an experiment on the righttae analysis method template in the bottom.

5.2 Mass Spectrum Data Structure

A mass spectrum usually comes as a list of paingreva pair contains a M/Z and intensity value.
There are more than one way to build a data strei¢tur a list of pairs. The most memory effective
would be to make an object linking up two listgpammitive type float or double. This would most
probably be the fastest implementation to. Only pradlem though, the mass spectra that was
provided, and is fairly usual these days, have 86Qgairs. This means it can be a problem to fit it
into primary memory(memory on cpu) when workingipand might result in methods for

partially loading the spectrum would have to be enakhother way to make the list is to make a list
of objects that will contain the pairs. This wdkie some more memory to make as well as some
more memory to store, but it will be more easyitanto memory at run time. It will also be more
easy to send the pairs to other methods sincebijleetdor them are already made.

MAP stores the mass spectrum as an object stryanckeits called 'MassSpectrum'. The structure
that MAP uses for the pairs is also of the typeeolyjand is called 'MZI'(M/Z, intensity). There are
more than one variation of the 'MassSpectrum' gtradepending on where it is used in MAP. The
MSL uses a 'ProxyMassSpectrum'(based on proxyrppt®), and it only stores the name, number
of elements and where to load the mass spectrum ffbe RSL uses a 'ResultMassSpectrum'’
which contains another object with variable amafribformation that would not be sensible to
store in different types of 'MassSpectrum'. Thisldde information about the previous used
analysis method, such as the most intense peaktetcanalysis methods in the template uses the
ordinary 'MassSpectrum' structure, which the rawgsrspectra also uses after they have been
loaded.
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5.3 Marker Pair

A marker pair is a pair of peptides/peaks with tansass/(M/Z) distance from each other and
sharing the same charge of their isotopic envelope&xplain this consider a mass spectrum that
has been through peak detection but not deisotopimg mass spectrum will contain areas with
isotopic envelopes(Fig. 5.2). If two such areast@ims peaks within a set distance of each other
and the isotopic envelopes share the same chagge tlan be gathered into one marker pair as
shown in figure 5.2. One peak from each isotopictpe with the set distance in this marker pair
is called an isopair, also shown in figure 5.2.sTimieans that a marker pair can be seen as many
isopairs.

Isopair Marker pair
= U| | u| | = ||
MIZ ~— Mz

Figure 5.2: The left part shows an isopair, while tight part shows a marker pair.

5.4 Create a Project

MAP lets the user create a new project by usingtbgect tab and choosing new under the file
menu in the program's main window. When creating\wa project the user gets a screen(Fig. 5. 3)
with the following choices, where all of them hawebe filled in to be able to create the project.

ES e f}"ruj-'tf :M.g .__j |ni‘§1

Project name: Press hutton for file explorer Project Name |

Placement for MZ files: Press button for file explorer : MZ-File
|
|

Placement of MassLynx file(asci from databridge) Fress button for file explorer MassLynx File |

| Make Project | l Cancel |

Figure 5.3: Shows the window for a new project tradthe information that needs to be filled in teate a new
project.

The first step is for the user to name the progect set the current folder where the project should
be saved. This ensures that the save command ol fer the different part of the program that
can be saved. All of these parts can of courselsssaved another place by using their respective
'save as' command.

The second step is for the user to give a pattéfdMhere the MassAnalyzer's mass spectra files
should be stored. This folder will also contain.@uhfile which is a list over the mass spectra for
this project. The .ml file can be loaded directiyoithe program letting the user get a list over th
mass spectra for that project, and use it in ahgrqtrojects.

The third step is for the user to specify what ¢itetains the mass spectra to be loaded. This file
should be an ASCI file from the program Databridtefpter 4.4), or at least follow the same
format as such an ASCI file. How to use the Datid®iprogram is given in appendix E.

When the user presses the 'Make Project’ buttoprtigram will collect the parameters and use
them in the program before proceeding to the next s

45



5.5 Fetch and Convert Mass Spectra from Data File

After the user pressed the 'Make Project' butterptiogram loads the file and starts converting one
and one spectra. The files are converted from A8®Inary, which later will seem to be a
predicament since the files was in binary in tingt fplace(chapter 5.5.2). This conversion is done t
ease the load times of single spectrum or a bdtspertra within the program, since the whole file
can not be loaded at once(ASCI file is close to @b the mass spectra are loaded the data needed
is added to the 'ProxyMassSpectrum' data struciimese objects are then stored in a list, which is
used to create the MSL in the main window. Whencthreversion is finished the list is displayed in
the main window and the user can start to intesdttt the program again. This procedure will

make the creation of the project take some more,tbut will make the analysis run a lot smoother.

5.5.1 Algorithm(s)

The program can load many types of mass spectiahwaine as objects(created in this program
using Java's serialization, chapter 7.5.2), tekerigfrom within MassLynx, ASCI files from
Databridge and two binary formats. Where one ofihary formats are only for raw spectra. The
ASCI and the two binary formats have the same dlguos but different classes and/or procedures
to decipher the contest of the files(Algorithm 1).

Algorithm 1. ASCI and binary loading of a mass spetcum from a file

var
MassSpectrunS
begin
for each pair in the file /lthe difference in the altjons is what it
considers as a pair in the file
store the pair in @ZI pair
addviZl pair toMS
end
end

Loading an object file on the other hand is a Jay@demented class(Serializable interface, see
chapter 7.5.2), but in the end this one to is araiive process like the other two.

The program contains more than one way to savesa spgectrum. It can save it as an object, text
and two different binary format, where one of tham used for raw spectra only. They all follow
the same iterative process but ends up saving ésedifferent files(Algorithm 2).

Algorithm 2. Binary and ASCI saving of a mass speaim to a file

var
MassSpectruivS
begin
MS = mass spectrum created with the program
for eachMZI pair inMS
save pair to file /lthe difference in @dgorithms is how they save the pair
end
end
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Both algorithms runs in a single loop with no speonplementations in them, and therefore runs in
O(n) time.

A note on MAP in general is that it uses the bridgdern[49] to make it possible to switch
load/save methods at real time if wanted.

When the program fetches the spectra it uses tl@&d Aading algorithm and when it converts the
spectra it uses the binary saving algorithm for spectra.

5.5.2 Discussion

As with all programming there are more than onetsmh. The one chosen here is not necessarily
the best one. Lets take a closer look at the pnablsompared to the current solution.

As explained in chapter 4.4 MassLynx has its owoppetary format in binary. The files for an LC-
MS experiments are often around the size of 1Ggirer, depending on the experiment. Binary
format means that every character, decimal, intagdrso on are saved as their bit representations.
This means that two character, 2bytes each, cdsidrepresent one decimal, double=4bytes. As
you can see for a 1Gb file there could be ~2.56*d&@mals, the double amount of characters or a
mixture of these two. If integers and float, twbet primetive data types are used then the
possibilities for a mixture of all these becomestva

From here there are really only two ways to go tigetdata format syntax from the vendor or have
some insight into the data structure and go froenethThe latter might be fine, but for all we know
the insight we got in one file might not work faraher, depending on if all the syntax is used in
the file(s) the insight was gained from. This metrad the insight might work 90% of the time, but
since we are talking about massive files often@airig as much as 4300 mass spectra some
random errors could be quite hard to find sinceagam that reads the file will always be able to
read the decimal value even if there should haea b&o characters there. This complicates the
whole procedure of reading a MassLynx .raw filedily.

MAP wont be able to load the whole file into memargless some Java parameters is tweaked
which by itself is easy enough. Tweaking theseigh Imight as well make the computer MAP is
run on get into memory problems, and as a facoiild/use a lot more memory than necessary. On
the positive the analysis in MAP would probably faster, but at the expense of 1Gb+ memory.
The only reason such a road should be taken waultidll the mass spectra should be analyzed in
such a way that all the data needed to be avaiédtaé times.

MAP could in theory run on as little as 10mb ossleslMb if the GUI was excluded and the result
was saved directly as text, and in the authors gygsot worth having it steal all the ram just
because it can.

For MAP the first step that has to be taken, unfwately, by the user is to convert the file from
MassLynx to ASCI format with a program called Datdfe(chapter 4.4).

The reason that ASCI format was chosen, over mzXMide XML, extended markup language,
format) was that in the early incarnations of MA file was read directly, creating new mass
spectra just before they got analysed. This ofsmis a bad solution if you want some freedom in
what spectra you want to analyse. An example wbaldeading from ASCI and choosing only the
last spectra for analysis. This would result irdreg through the whole file, but only use the last
spectra for analysis. Another reason for ASCI mehrly stages is that it was easier to interprét a
takes less space than the mzXML format. Also tlogam MassWolf[50], that converts MassLynx
files to mzXML, is harder to understand for theinedty user than Databridge.
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The next step for MAP is to save the mass spestkarary files. This sounds redundant, but it
saves time in the long run. How, by making the spegasy to load one by one at run time. If the
mass spectra was saved as ASCI every MZI pairamtiwould have to be converted from text to
decimal values. For one spectra this would meantatit?000+ conversions. This is quite a lot of
work even if only a few spectra was chosen forysigal The binary format in this program follows
quite simple rules(chapter 8.3.5). Each spectruatsis saved as its own file in the specified falder
This is to make the removal and later on adding sihgle spectrum to a project more easy. In one
big file removing a spectrum would, 1. let it staythe file but not get used or 2. remove it frdre t
file resulting that the index would have to be upddor all indexes after the removed one in the
file.

This back and forth is actually a little harderrthiacould have been. As mentioned earlier theee is
format called mzXML. This format might have beentéeto choose from the start as the main
format, and if time had permitted it the format Wwbhave been tried out. The program MassWolf
might even be possible to run automatic in MARt i better only depends on one thing, can
XML (extended markup language)[51] files be indekedn easy way so that the program can
easily read from the middle of the file. The ansiggres, XML can use its inherent tag structures
for an automatic index, or if the class parsingXihL allows it, it can be indexed on byte level{jus
as binary. The same goes for ASCI if it has anrimatiestructure, and if the class that reads the IASC
file allows for byte indexing. XML though needstie parsed just like ASCI and this might give
some overhead, but XML allows for binary blocks mieg that the overhead for reading a mass
spectrum will only be the reading of its tags aache few properties. All in all this should be
enough to consider implementing mzXML as the stashdgut in the future.

5.6 Choose Analysis Method and Set its Parameters

At this step all the files have already been 'mé&d’ into the MSL feature of the program. The next
step is to choose analysis methods and set thenptees for these. To do this the user have to press
the 'Add to Template' button. This will bring umew window(Fig. 5.4).

Available methods Template

Auto Gentzel Peak Detection (o Add Method !AMOGEMZEIPeakDetemiun |
Gentzel Peak Detection i-— |MarkedMoleculeFinder

Simple Peak Detection ! Bemive Methiodel

[Binary Decomvolution | Properties [

intesity Deisotoping e

IMono Deisotoping

Marked Molecule Finder ! Update Template i
—_—_
]

! Close

Options: Marke dMoleculeFinder
Parameters

Pair threshold(percentage) | 15.0] HeavylLight threshold(2/1) | 05
Marker weight '_ 8.0] Max marked residues | 4|
Min charge [ 1| Max charge I 3|
Isotopes required(2+) |_ 21 Max Retention time difference | i D.DBI
Internal Parameters
Allowed error '_ 0.05]

| Sawve | i Reset i

Figure 5.4: Shows the add to template window. Eoldffi is a list of the available analysis methddsthé right is the
currently chosen analysis methods and at the bdtterparameters for
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To the left in figure 5.4 all the possible analysisthods, to manipulate a mass spectrum, are listed
Selecting one and pressing the '‘Add Method' byitds it into the template list on the right side of
the window. It also updates the lower part of thedow to show the parameters for the added
analysis method.

The parameters are divided into two categoriesrial and external(on figure 4 just called
parameters). The internal parameters are thosarhanhodifying the inner workings of the analysis
method, but in such a way that the user most aftenot want to change them. The external
parameters on the other hand lets the user matephka analysis method but in ways that should
more or less be known to them. An example woultbb@eak detection; the internal parameters
might adjust parameters based on the mass spet#notihe user recorded the original mass
spectrum in, while the external parameters coulthbehreshold to consider a peak a true peak and
not noise. Pressing the 'Reset' button will rdsefptarameters to what they previously were, and
'Save' will save the new parameters.

The order the analysis methods are chosen in withb order they will be executed in. In other
words the one of the top of the list to the riglhit iae the one executed first, while the bottom one
will be the last executed. To really use the temeplar a future analysis the user have to press the
'‘Update Template' button or the template in thenmmandow wont update.

Pressing the 'Close’ button or the x in the upighit corner closes the window. Now the template

panel in the main window will show the chosen asiglynethods. Selecting one and pressing the

'Properties' button will open a window that lets tlser adjust the parameters, pressing the 'Save'
button in this window updates the parameters ferctiosen analysis method.

5.6.1 The Template System

A template based system was chosen for how thgsasahethods was sown together. This means
a list is used to hold the analysis methods, wthieimselves are object with parameters as the only
variables. With the exception of analysis methdadd &llows a global result. These often holds an
extra data structure to keep track of the resslthea mass spectra gets analysed. All the parasneter
of the analysis methods are themselves objectdakes text as their way of setting their valuel an
they can return the value as a decimal, integenggtext in Java) or boolean. The returned value
depends on the object class used. This makes thmpters relative flexible when used by an
outsider to create an algorithm(which should beyfaasy to do). The template approach was
chosen since the algorithm themselves can be nestifferent ways. Sometime the user will need
a noise reduction before the peak detection, themser can just add them together in that order.
Other times the user might go for peak detectionmalization and some specific higher algorithm
like finding pairs in mass spectra created by SILAZblymorphism is used to create the
algorithms, meaning inheritance is used. All trgoathms inherits one interface, meaning they all
need to have some specific methods implemented.mbkes it possible for the program to store
them all in the same list and run the same metbadeem without any casting from one type of
object to another.

5.6.2 Discussion

The template panel and template window was madach a fashion that it should be fairly easy to
get a hang of what can be done in it. As mentidoethe main window there are always a lot of
ways to implement a GUI, and usually some usersagiiee it is a good implementation and others
wont. What is worth mentioning here is the way phegram handles updates to the parameters and
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why it does so. As mentioned in 5.6 the user hayeéss the 'Update template’ button to update the
template in the main window. The decision for thiss based on that the user might want to fiddle
with the parameters while the program was runnimgraalysis. If this was possible without a copy
of the template this would have dire consequenmethé analysis in question, since spectra might
be analysed based on different parameters or eitbrdifferent algorithms. A better method was
implemented in the end, but since the work on thi iGelf and sowing the program together got
less than a months work, it was not finished. Tilwgmmam works fine but in a suboptimal way when
it comes to updating the template. The small bytortant step added in the end was a copy of the
template for the analysis part of the program. Til=ns that the template now should be available
for direct modification without having to press thipdate Template' button, but it is not fully
implemented.

The basic underlying structure could have beenemphted with the user only able to change the
parameters for a peak detection and a SILAC padketi algorithm. This would result in a less
complex program but the future for it would be griém example would be, the user finds out that
the peak detection method alone is not good entugtmove noise and unwanted peaks. So the
user tells some programmer the problem, or eventstéiddle with the code himself(if possible).
The user will then get the dilemma, do we add gorghm before the peak detection or do we
further modify the peak detection method to take cd the new problems. The first solution surely
looks like a less flexible way than the one alreswglemented in MAP, and the second one makes
it harder to use the new algorithm for other typeanalysis. All in all the current implementation

is flexible, but might in some cases require &elitit more of the user.

5.7 Pre-process the Mass Spectra

After the user has created his/her template itmis to press one of the analysis buttons. There are
basically two ways to analyse the mass spectra, Beaiser can analyse them all, by using the
current template, by pressing the '‘Analyse Allttmit Two, the user can analyse a set of selected
mass spectra from the 'ms list' by pressing thalyse Selected'. The rules for selecting are
standard for the operative system. For windowstiedns shift to select many in a row, ctrl to
select one and one as you click on them and batbrttbine. When the mass spectra gets analysed
they go through analysis method by analysis metas@xplained in chapter 5.6.1. The analysis
methods that have been implemented at this point is

Two deisotoping analysis methods, one for mon®@ag and one for intensity isotoping.
A deconvolution analysis method.

Gentzel's peak detection[34] in two versions. Oith & set threshold independent of the
current spectra and one with a threshold deperatetite current spectra.

A simple peak detection analysis method.
Pair Finder aka Marked molecule finder analysishoet discussed in the next 5.8.

5.7.1 Deisotoping

The two deisotoping methods are based on the fiewoh tall principle. This means that no rules or
such are used to divide the intensity for peakshha been registered among more than one peak,
and no peak take precedence over another. Bothissmatethods starts by running through the
mass spectrum(preferably one after a peak deteteihod) once for every possible charge of the
isotopic envelopes. For every possible chargéhalpbssible envelopes are found and stored in a
simple data structure. This structure containsteolfi lists, where the inner list contains the seiak
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the envelope as well as the charge of it, and tiber dist contains all the envelopes. The only real
difference is what is registered as the final M&fue. For mono isotoping this is the first peak in
the envelope and for intensity isotoping it is thest intense peak. Both are shown in algorithm 3,
with a / dividing the differences between them.

Algorithm 3 mono isotoping/intensity isotoping
var
MassSpectrunsotopeList
MZllsotopeListtempEnvelope /lthe isotopic envelope structure
begin
for each possible charge
for each pain) in the original mass spectrum
tempEnvelope find envelope for the charge witas start, ignoring values already found
to be in an envelope
register the first/most intense paakhe main peak tempEnvelope
addempEnvelopé¢o theisotopeList
end
end
add all the peaks that has not occurred in an epedbisotopelList
sortisotopeListon M/Z
end

5.7.2 Deconvolution

There are only one deconvolution method, andbsed on searching over different charges for
peaks that can belong to the same peptide. Issaathe highest M/Z value and says that this sne i
considered to be of a charge. Then it searchesm#ss spectrum to see if it can find its countegpart
with higher charge(ergo lower M/Z). This is done & the M/Z values. The deconvolution
analysis method is shown as algorithm 4.

Algorithm 4, deconvolution

var
lowMZ = the lowest MZ in the current mass spectrum
currentMZ
MassSpectrumesult /lreturned by the algorithm
begin

for each painf) in the current mass spectrum, starting at thedsgM/Z
for each possibleharge
currentMZ=v divided bycharge
if currentMZis higher tharlowMZ
do a binary search to seectfirrentMZis in the current mass spectrum,
if such a value exist and the charge of it is theesasohargeadd it toresult
elsediscard it
end if
end
end
end
end
return result
end
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5.7.3 Peak Detection

To both the analysis methods in the chapter 5Ad15a7.2 a good peak detection method is needed.
Three such analysis methods have been made for MAP.

The first one is an analysis method based on Gknirmak detection method, and is fairly well
explained in chapter 3.4.3. MAP's analysis methéidrd in some ways though. In that it uses a
threshold based on the highest peak in the cumess spectrum, and also does some heuristics
instead of 'saving' the results into structurel¥edd with a processing of these. MAP's peak
detection goes through the mass spectrum twicst thine is to find the M/Z value with the highest
intensity. Then make a centroid peak around its Thifollowed by taking the percentage, given in
the parameters, of the centroided peak and catl ibtensity threshold.

The second time it uses this intensity thresholfihtd the peaks, by using a sliding window equal to
pw(x) (chapter 3.4.3) and accumulate the interssitiethe analysis method does not find a pealk, it
removes the values of the M/Z in the low end amdkatle extra in the high end. This ensures that
an area is not counted twice if a peak is not fomthe other hand if a peak is found the itemgtio
over the mass spectrum, continues at the end dbtimel peak. Both these ensures that the mass
spectrum is only traversed once for the peak deteprocedure if no peaks are found, and up to
twice if the whole mass spectrum contains peaksviahg each other. Once for the detection and
once for the centroiding. See algorithm 5 for thecpss.

The second one is also a Gentzel peak detectidmoehéiut skip the searching for the most intense
peak and let the user set the threshold(minimuemsity) directly. This analysis method is
basically the same as Algorithm 5. minus the twst itep aftebegin.

Algorithm 5, modified Gentzel's peak detection

var
threshold /la percentage of the most intense peak, set ipah@meters
accumulatedintensity /ltotal intensity in a sliding window
highPeak //highest intensity in a sliding window, also M/Alue
MassSpectrumesult /lreturned by the algorithm

begin

find the highest intensity vallZ in the mass spectrum
threshold = a percentage of the intensity of a centroid pgakndViZ
for each paing) in the current mass spectrum
accumulatedintensityaccumulate all the intensities in a sliding windbased on the peak
width pw(eee chapter 3.4.3)
highPeak= the peak with the highest intensity in the savirelow as above
if accumulatedintensity= threshold
make a centroided peak ardugtiPeakand add it to theesult
setv to be at the end of the added peaks width
end if
end
return result
end
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The third peak detection method is a little bit emarive. It does much of the same as the Gentzel
method. It iterates over the mass spectrum, btgadsof using pw(x) as a sliding window it uses a
fixed value. This analysis method also have a Huolglsas the second Gentzel and uses it in the
same way, but when a window passes the threshislgelak detection skips the centroiding and
uses the highest M/Z as the apex of the peak. Atkasity on the other hand is calculated by
following the peak, on both sides, from the apetil itreaches the valley between two peaks or the
baseline. On the way down it ignores small increaséhe intensities, while adding the intensities
as it goes. It will also subtract the next peakstigoution to the current looked at peak. Aftersthii

will start to find the next peak using the samecpoure again, but with less intensity for the part
shared with the previous peak. Algorithm 6 sketahgshe process.

Algorithm 6, simple peak detection

var
accumulatedintensity /ltotal intensity in a sliding window
highPeak //highest intensity in a sliding window, also M/Alue
MassSpectrumesult /lreturned by the algorithm
nextPeak /lthe intensity the next peak will be reduced by
begin

for each valuer in the current mass spectrum
accumulatedintensityaccumulate all the intensities as the peaks gpesrd and then
goes downwards untitaches a valley or zero intensity
highPeak= the apex of the peak found whetcumulatedintensityas found
if valley is found
add taccumulatedintensitya partfextPeakof the next peak by using linear regression
move to the end value of the linear regression
subtract fronaccumulatedintensity part of the next peak by using linear regression,
add this part teextPeak
end
add the peak to thesultby using théhighPeaks M/Z as the peak apex and
accumulatedintensitgs the intensity
accumulatedintensity= nextPeak
end
return result
end

5.7.4 Discussion

Before the discussion starts it is in its placedg that both deisotoping and the deconvolution
analysis methods are all tests to see how theFaler (aka Marked Molecule Finder) can be
implemented properly. The simple peak detecticage a test of sorts to see how a peak detection
method can be implemented and how the intensifipgaks can be shared.

Both the deisotoping methods are a little naivelplemented, and they both need a preprocessing
step behind them if they are going to be fully wiogk They both also remembers the peaks for
each envelope so that they can be further procegtaadhey have been run. One of the problems
with allowing multi charged envelopes is that sqpaeadoxes are bound to appear. One such is:
take a part of a mass spectrum, here the peaksdh2vespacing between them. This would mean
that an analysis method would find those peakadittip to three times. First as 0.25(charge 4),

then as 0.5(charge 2) and lastly as 1(charge 1prin\df these are the correct one ? The problem
can be solved by knowing a little about the ion@atsource. How likely is it that it gives charge 4

at a specific M/Z range, or charge two or one. founderstanding the protease used can also have
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an effect here, since some matrixes(for MALDI) sedmionize specific amino acids[14]. The step
after sorting out ambiguities of envelopes woulddshare the intensity among the peaks, but how
much should each isotopic envelope get of the.tdtat would depend on an isotopic template, or
general rules how isotopic envelopes looks like.

Another weakness of the two deisotoping are that tto not split long isotopic envelopes, this can
really be problematic if a charge of one is tak#&n account for a multi charged spectra. Remember
chapter 3.4.7 where the masses between two peidesut 1.005 from apex to apex(for charge
1). Depending on how reliable the peak detectiothotereally is the 1.005 between charged one
peptides can become a nuisance. This can be pactified in less complex mass spectra by

looking at the changes of the intensities in theetape in question. If the intensity goes up then
down while iterating over the peaks then the rasuihe. On the other hand if the intensities goes
up again then there is a real reason to believerilielope actually contain two envelopes and not
one. The problem for complex spectra is that thenisities can go up again just because you have
two or more overlapping envelopes.

Some general rules could have been devised fgutpose of getting a more compact result. One
rule is to consider the number of peaks in an epehnd use a threshold based on this to remove
unlikely envelopes from the result. Many such rdas be used after the deisotoping methods
themselves to ensure that the user get the righfarhis experiment, or they can be built into the
analysis method in the first place.

The good part for the two deisotoping methodsas fimding all the possible envelopes in a mass
spectrum is good enough for a less complex spe¢atueast if you look away from charge one in a
multiple charged spectrum), while for complex speotanother method should be added after this
one, or used instead of this one.

As with the deisotoping the deconvolution has rtebfems when it comes to dividing the intensity
among more than one charge state of different geeptit is not to hard to imagine that a peak could
by chance belong to both a charge 2 peptide antth@nocharge 3 peptide. This can be easily
rectified if the charge state of each peak is giv#sually this is done in an deisotoping method and
the deconvolution should not need to consider this.

The version of Gentzel's method implemented in MR its weaknesses, and as often happens
some of these can easily enough be rectified batdisccovered to late. The fact that it can only
divide an M/Z interval between three peaks is oige(®.5), although for most spectrum this is
enough. Also it can have problem to find all thelsein very dense M/Z intervals, more precisely
in intervals where the distance between the apéwmpeaks are less than pw(x)/2. When peaks
are centroided they are considered to be closgmongtric, most peaks on the other hand is not.
This fact can easily miss interpret the intensitiesvo or more overlapping peaks, since the
overlapping peaks intensities will be divided e@uamong the peaks. This can partly be rectified
by using another scheme for dividing the intensitis a note to miss interpreting intensities the
Gentzel method can also place the apex of the pedke wrong M/Z value since the apex of the
centroid is based on the intensity of the wholekp@&ais can partly be rectified by finding all the
peaks first without centroiding(but setting theapebe the highest intensity), check for
overlapping peaks, divide intensities among th&kpeaing a good scheme for it and then centroid
the peaks. Even this can give errors, but theylikély be real small.
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Figure 5.5: To the left the MAPs Gentzel analysiethmd is shown, and it is clearly that only two &nwd peaks
overlap at once. To the right three overlappingpeae shown.

The simple peak detection should be able to pickaymmetric peaks, although both the M/Z
values for the peak's apex and the intensity nbghtrong. The M/Z value that is the real peak
apex is not necessarily in the raw spectrum, aadntiensity of asymmetric peaks do not usually
follow a linear line from the valley to zero intéys The peak apex can be 'guessed’ at by
centroiding, and the intensities between overlagpi@aks can be found by using something else
than linear regression. Maybe fourier could be used

5.8 Find the Pairs in each Spectra

To find the marker pairs in a spectrum the distdreteveen two M/Z values must equal the mass of
the marker times the number of markers in the nubde@nd the isotopic envelope's charge have to
match for both the isotopic envelopes.

When both of these match there are a great passiiat the two M/Z values does not match by
chance. MAP's analysis method for finding pairsddnown marker weight(marker pair) does both
of these. The program lets the user set two crpaieimeters, which are the maximum number of
markers and the maximum number of charges MAPl@aok for. These parameters are used to
systematically search the mass spectrum for paatshing these. It starts by searching for pair with
charge one and one marker, proceeds to searchifsryith one charge and two markers etc. until
both the parameters reaches the maximum numbemwd¢his is done is:

1. Find every possible pair with the correct diseaimcthe mass spectrum, also called
isopairs(figure 2), and put them in a pair list.

2. Search the list from 1. to see if any of the @pis in an isotopic envelope matching the
current looked at charge in the analysis methodly @ lowest M/Z values of the pairs
need to be checked out, since if two isopairs nestthe envelope for these they will also
match it for the highest M/Z in the isopair(seeaufig 2 to see the point).

3. Accept all the set of isopairs that also excéedother parameters for the analysis
method(see figure 4, options in the bottom parblese the number of isopairs needed is
usually the most crucial one. All the acceptedo$étopairs are called marker pairs.

In the result one M/Z value will show up for theagewhich is the first M/Z value for the marker
pair. This is the same as monoisotoping. The wan#dysis method is shown in algorithm 7.
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Algorithm 7, Pair Finder aka Marked Molecule Finder

var
MassSpectrunmarkerList /[The result is stored here
MassSpectrunpairList /Istores a temporary list of pairs
MassSpectrumglobalList //stores the global result
iso-pair /Istores a temporary isopair to be validated
mw = the weight of the marker

begin

for each possible number ofarkers
for each possible number darges
for each value() in original mass spectrum
find the pairs satisfying thetence shown in the equatiom{*markers)/chargand
add them to theirList
end
for each pair in th@airList
iso-pair find the pairs satisfying the isotopic envelopetfa current pair, meaning
that the lowest/highest M/Z values in the pairsehawistance satisfying
ticharges
add the pairs exceeding theghold and the number of iso-pairs to itierkerListand
to thglobalList
end
end
end
return markerList
end

There is also a global part to the analysis methgdhaving it save all the marker pairs into the
same data structure. This is done in such a wayhhbaame marker pair over different spectra is
saved in the same place. If a marker pair is ptasanore than one spectra it is a clear indication
that it should be investigated closer. The datzcsire itself is both used for single and global
analysis, but the global part utilizes more oTlte data structure contains a list of pair objects,
which contains both the M/Z and intensity for th@tpeaks in the pair, as well as the retention
times these two were found at. The data structseeantains the charge and number of markers
of the marker pair.

5.8.1 Discussion

To start of the discussion lets take a look aijhyeosite approach, which would be to deisotope
first then use this to find the pairs. This migbgult in more exact intensity values if a good
deisotoping method was used. On the other handutdvmake the second part of the Pair Finder
analysis method more complex. If one of the peakke isotopic envelope did not exceed the
minimum threshold it would be lost to the seconad pathe analysis method. This one is easy to
rectify by setting the threshold as low as possible this will result in much of the noise to heea

to pair with real peaks. The worst that could happeuld actually be if the deisotoping set the
wrong peak to be the main peak, meaning a matctdwumni occur in the second part of the
analysis method. This can easily happen by chanaespectrum that have some overlapping peaks,
by having one of the overlapping peaks boostingritensity of the other peak resulting in this
being picked as the most intense peak insteaceaight one. This would of course be at least
partly rectified by a good deisotoping analysis et but as mentioned in chapter 5.7.4 these can
be real hard to make.
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The next in line is the intensities of the isopairse Pair Finder itself does not check for
overlapping isotopic envelopes when it matchesaispThis means the intensity might be wrong.
In the end the right pair should be more worth tharnntensity that is not 100% correct. A solution
to this problem could be to check the mass spectmaund the chosen pairs after each mass
spectrum and correct these appropriately.

One thing that would really make an analysis metii@dthis shine was if there existed a good way
to score the pairs found before the MS/MS was 8uth a scheme could take into account how
many isopairs each marker pair had, how many spéctt row contained the same marker pair and
some probability that the marker pair was a reptige. These could then be combined to a score
or even a probability telling what the chance wdugdfor this one to be a true marker pair. As with
all proteomics these scores could only be lookexhwgs guidelines, in the end the MS/MS would
be the decider.
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6 Results with Discussion

In this chapter the analysis methods in the progralled MassAnalyzer is tested, and the results
from these are shown followed by a discussion.{€sedata is taken from one of the three .raw
files given to us early in the project. Where eatthese files contains about 4300 mass spectrum
where about 2300 of these are from MS experimerddfze rest is from MS/MS experiments. The
file chosen is the GDS_300707_THP1 -100_07.raw (R®x). As a solution/control, where this is
possible, mass spectrum graphs taken from Massisyased. Regrettably it is difficult to find

good solution/control mass spectra on the worldewigb.

The program OpenOffice was used to draw the masdrsjpn graphs for the MassAnalyzer
program, since this only produces peak lists.

6.1 Peak Detection

The MassAnalyzer program contains three analysthods for peak detection(PD). These are
described in chapter 8.3.3 and goes by the nammpl&PeakDetection'(SPD), 'Gentzel Peak
detection'(GPD) and 'AutoGentzelPeakDetection'(AGPD

6.1.1 Noisy Mass Spectrum

From Raw_007 the mass spectrum at retention tin@860ds analysed first, mostly because itis a
noisy mass spectrum with a varying baseline. Figuteshows the raw mass spectrum graph from
MassLynx. The raw mass spectrum itself contain©8®(peaks, so the M/Z values for the 'peaks'’
here should not be confused with real peaks bberdie looked upon as potential peaks.

For the next results the inbuilt peak detectioMassLynx is used with two settings, low and high,
and are shown in figure 6.2 and 6.3 respectivee difference between these settings is that the
high setting contains methods for background satitna etc. The low setting is to show of all the
PD methods on equal footing.

What can be seen in these three figures and iry evass spectrum from MassLynx that is
presented is that the y-axis is in percentages.
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Figure 6.1: Raw mass spectrum graph from reteritioe 10.036. As can be seen this mass spectrunaiosrd lot of
noise and varying baseline.
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Figure 6.2: MassLynx's peak detection on low sg#tion the mass spectrum at retention time 10.036.
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Figure 6.3: MassLynx's peak detection on highrsgstion the mass spectrum at retention time 10.036.

The first peak detection method out is the AGPQuFe 6.4 shows a mass spectrum graph from
this one, note that the scale on the y-axis iSmpercentages but in intensities. The threshoédius
to produce this graph is set to 10% of the mosinse peak, in the AGPD.
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Figure 6.4: Mass spectrum graph from 'AutoGentzaiPetection’ analysis method. Here the threshold of the
most intense peak.
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The next peak detection method is GPD. The threskdiarder to set for this one. A threshold of
200 in intensity is used to produce the graph,esthes is a rather low on the large scale. Figube 6
shows the mass spectrum graph.
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Figure 6.5: Mass spectrum graph from 'GentzelPetddiien' analysis method. Here the threshold i$cs200 in
intensity.

The last peak detection for this mass spectrun[3 &1d the settings was set to a threshold of 200
and a sliding window of 0.35M/Z. The mass spectgraph is shown in figure 6.6.
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Figure 6.6: Mass spectrum graph from 'SimplePead@ien’ analysis method. Here the threshold isos2600 in
intensity and the sliding window to 0.35 M/Z whishabout the same size as for 'GentzelPeakDetéuttoan it looks
at peaks around 750 in M/Z

6.1.1.1 Discussion

As can be seen both AGPD and GPD have the sameafishape as the MassLynx peak detection
on low setting. By increasing the setting of thesBlaynx PD the mass spectrum becomes a lot
more readable. All the analysis methods in the Maal/zer program have no noise reduction or
baseline correction at this moment. These wereyaisainethods meant to be implemented at a
point and for the user to decide what he/she wasélat run-time. This means that the results on
this mass spectrum was not unsuspecting at all.

Comparing the mass spectrum graphs from the MasgZargporogram one can see that both GPD
and AGPD is quite similar(Fig. 6.4 and 6.5). Théydsig difference is that it seems GPD gets rid
of more noise. What can be said about this isA&R®D's strength is also its weakness. This is that
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AGPD normalize the peak threshold based on a pegerof the most intense M/Z value in the raw
mass spectrum AGPD is currently analyzing. This@etage is set in the analysis methods
parameters. This leads to the intensity of thestiwkl varying from mass spectrum to mass
spectrum, which was intended as a form of globatadization for analysis on more than one mass
spectra. The weakness is that a noisy spectruntié&ene the test was run on will result in a low
intensity threshold which again results in a lohofse being looked upon as real peaks. The
solution to this is quite simple, add a minimunesirold for the current threshold. This threshold
can be implemented in the same way as for GPD,hikithat all peaks under this threshold will be
considered noise. This will of course have the weak that for a mass spectrum with little noise
but low intensities the real peaks wont be founslaAlefence to this method, it is difficult to kno

if such a mass spectrum is not noise.

The overall result of the SPD(Fig. 6.6) is that peaks are weaker in intensities as well as there a
peaks missing in some areas. Here this is goo@ siost of it is noise, but overall it is bad since
that is usually not the case.

6.1.2 Strong Peaks Mass Spectrum

From Raw_007 the mass spectrum at retention tin@/30s analysed next, mostly because it is a
mass spectrum containing many strong peaks. F@ydrehows the (raw data)mass spectrum graph
from MassLynx. After using peak detection from Mags on a low setting is shown in figure

6.8, which is done to show of the results at efp@ting. High setting of the same peak detection
method from MassLynx is shown in figure 6.9.
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Figure 6.8: Raw mass spectrum graph from retenitioa 30.077. As can be seen this mass spectruraiosrd lot of
noise and varying baseline.

Figure 6.9: MassLynx's peak detection on low sg#tian the mass spectrum at retention time 30.077.
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Figure 6.10: MassLynx's peak detection on highrggdton the mass spectrum at retention time 30.077.

First out of the analysis methods from the Massyael program is the ADGP(Fig. 6.11). This was
run with a threshold at 10% of the most intensé&kp&he next one is GDP(Fig. 6.12), and it was
run at threshold of 200 in intensity. The last 3 8PD(Fig. 6.13), and the parameters were set to
200 in threshold and 0.35 M/Z sliding window.
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Figure 6.11: Mass spectrum graph from 'AutoGengakPetection' analysis method. Here the threstsold¥% of the
most intense peak.
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Figure 6.12: Mass spectrum graph from '‘GentzelPetdddion’ analysis method. Here the thresholdtitos200 in
intensity.
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Figure 6.13:Mass spectrum graph from 'SimplePeaddien’ analysis method. Here the threshold i$cs200 in
intensity and the sliding window to 0.35 M/Z whishabout the same size as for 'GentzelPeakDetéuttman it looks
at peaks around 750 in M/Z

6.1.2.1 Discussion

Here all the peak detection methods in the Mass&ealprogram do good. All the important peaks
has been found and they are all strong in all eRB methods. SPD(Fig. 6.13) looks like it might
miss or misplace some peaks since the graph lobkkealifferent in some areas(strong peaks at
around 970 and 650 M/Z are examples). On top ef$MD seems to produce a bit noise in its
spectrum, but it is hard to set a threshold baseaihantensity value for a larger analysis. A highe
setting would have removed much of this noise doua global scale a higher setting might easily
remove real peaks. GPD(Fig. 6.12) also have the $amal of noise in its graph as SPD, while
AGPD(figure 11) seems to have been able to igriwenbise because of the strong peaks, even if
the threshold for this one is relative low.

The zoomed in areas shows that all of the methadsages to have a close to similar peak
distribution in the areas 455 to 461 which is ofithe sets of isopairs from the control set(appendi
F). The difference is in AGPD this time, sinceashremoved some of the weak peaks, that might or
might not have been noise. Most likely this wad péthe isotopic envelope since it seems to be
consistent with the rest of the peaks in the empelo
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6.2 Deisotoping

There are two deisotoping methods in the MassAealgrogram, 'MonoDeisotoping'(MD) and
'IntensityDeisotoping'(ID), both of these will bsad on the raw mass spectrum shown in figure 6.8.
The peak detection method used is AGPD(Fig. 6.1dble 6.1 shows the data after MD has been
used to the left and after ID has been used orighe

Monoisotoping Intensityisotoping

M/Z Intensity Charge M/Z Intensity Charge M/Z Intensity Charge M/Z Intensity Charge
455,69 4425 1 455,69 6606 2 455,69 4425 1 455,69 6606 2
459,68 5765 1 459,68 8892 2 459,68 5765 1 459,68 8892 2
489,97 5120 2 489,97 8278 4 489,97 5120 2 489,97 8278 4
491,98 39775 2 491,98 6517 4 491,98 39775 2 491,98 6517 4
637,86 2664 2 637,86 2664 2
652,95 9312 1 652,95 21805 3 652,95 9312 1 653,29 21805 3
655,63 15546 3 655,63 15546 3
756,98 45275 1 756,98 10904 3 756,98 45275 1 757,32 10904 3
778,37 5045 1 778,37 7920 2 778,37 5045 1 778,37 7920 2
782,38 5763 2 782,38 5763 2
825,37 7499 1 825,37 11944 2 825,37 7499 1 825,37 11944 2
829,38 5927 1 829,38 9361 2 829,38 5927 1 829,38 9361 2
910,4 5669 1 910,4 5669 1

918,4 8364 1 918,4 8364 1
967,39 3000 2 967,39 3000 2

971,4 2381 2 9714 2381 2
978,95 7150 1 978,95 12222 2 978,95 7150 1 979,45 12222 2
982,96 5467 1 982,96 9273 2 982,96 9273 2 982,96 5467 1
1134,98 5973 1 113498 10043 2 1134,98 5973 1 113548 10043 2

Table 6.1: This table shows all the isotopic enpefound using monoisotoping(MD) and intensityagiig(ID). The
bold (M/Z, intensity, charge) on the same line othtsides are where these two deisotoping methads thosen
differently. Each of the lines in the envelope hthvesame M/Z except for the bold one on the rigie of the table.

6.2.1.1 Discussion

Table 1 clearly shows that the two analysis metiBsand ID do the choices differently, and that
they find all the isotopic envelopes and do not enaky choice about whom of those are the right
one. Table 1 also shows that the differences betwte and ID is for the peaks 653,29 and 757,32
and 979,45 and 1135,48. Figure 6.14 shows thedes paleen from the mass spectrum in
MassLynx, but just as an illustration since thekgdaave more different intensities in the real mass
spectrum. All of these shows that the differensazally there.

Table 1 illustrates another point to, that the éopes of charge 2 and 4 can be mistaken for the
other, as well as those of charge 1 and 2. Aldihble finds show this(on the same line in table
6.1). The mass spectrum shows that peaks canwagtopic envelopes even within the same mass
spectrum. Even for peaks that might be a markey @ 652,95 and 655,63 with the charge 3.

A researcher can more easily go into the massrspeend make judgement calls of what charge is
right compared to what a computer is able to domé&good rules, isotopic templates etc. can make
a good start for the computer to do the right obeialso, but if these are a little of so will tiesult

be.
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Figure 6.14: The peaks where the ID and MD doderdifitly as taken from MassLynx, but modified todeen in the
same window. Also the intensities are not as abi&sveen these peaks as it is shown here.
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6.3 Deconvolution

The deconvolution method function best if a deipotg analysis method is used before it. This
way it will have the extra information of what chara peak has.

6.3.1.1 Discussion

None of the deisotoping analysis methods are dairse for this analysis method, since they both
give multiple 'MZICharge' with the same M/Z valdde modified binary search of the
deconvolution method would have to happen on tjig index, of equal M/Z values, by chance.
The mass spectrum in figure 8 has one triplet WiehM/Z 978,95 and 655,63 and 489,97. These
can all be found with the deconvolution method veittme luck involved, and adds up to M/Z
978,95 and intensity 42305,00. Looking at tablbelse are the correct values. There are also other
M/Z values that have been deconvoluted, but the@btentioned one was the one in the control
set. Switching the place between deconvolutionraadoisotoping in the template yields a little
different results, here the M/Z is the same butitbensity is only 20500. When browsing through
the long list it seems like with this order it doest manage to find the charge 3 peak at M/Z
655,63. No more will be said about deconvolution¢e there are currently no good deisotoping
method in the MassAnalyzer program that can berpinont of it. The solution for this analysis
method could be to change the search method toteomgenore accurate where there are more
than one M/Z with the same value, and check thémual
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6.4 Pair Finder aka Marked Molecule Finder

The Pair Finder method will be tried against sorinhe more interesting peaks in the control set.
The control set itself is taken from a SILAC expagnt where the three most intense peaks were
chosen for MS/MS. The sequences of these peakscheoked for charge, number of markers and
so on, and a centroided peak was created by theudi®@rogram. This means the control set will
not contain the full solution, but rather a smalitof it.

The mass spectrum chosen for the test was fromti@tetime 10.036, 22.562, 30.077, 36.220 and
44.702 from the Raw_007. The first one was noisgsrsectrum. The second and third one
contains one unknown isotope in the control sepdadix F), be it heavy or light. The Fourth one
contains both isotopes in the solution. There @ @sults from two intervals of mass spectra. The
first one is from retention time 51.514 to 52.4%6jle the second one is from retention time
29.624 to 30.567. The last result will be a glatra, seeing how many of the marker pairs in the
control set can be found with Pair Finder method.

In the tables for the following test mass spedimtteadings TLI means total light isotope intensity
2/1 means heavy- divided by light-isotope intendftgir No. means how many isopairs there are in
the marker pair and MS-Count means how many masgrsgthe marker pair is in. The 2/1 can
vary much between the result and the control satest is very hard to analyse the exact same
mass spectrum as in the control set(because #icet times does not match well with the ones in
the raw file).

The parameters will be the same through all obttedysis, except where noted otherwise, and are
shown in figure 6.15.

Properties: MarkedMoleculeFinder
Options

Pair threshold{percentage) | 3IZ|__D| Heawy/Light threshold{2/1) : D.Si
Marker weight | 2 _E Max marked residues 1]
Min charge | 2| Max charge , 4|
Isotopes required(2+) | 2 Max Retention time difference IZIS_:
Internal Options

Allowed error i 0.08]

Figure 6.15: The parameters used in all the resultsthe Marked Molecule Finder

6.4.1 Noisy Mass Spectra

The mass spectrum at retention time 10.036(Fig.i§ fresented in table 6.2, but only as a short
version(none of the marker pair is listed) since 6¥arker pairs were found.

Retention Time10.036

N/z 1 2 3 4
1 0 50 3 73
2 0O 48 41 78 Total peaks in parent spectrum: 2303
3 0O 64 60 74 Total of parent peaks in possible pairs: 2268
4 0O 48 32 73 Total marker pairs: 675

Table 6.2: Shows the results of the Pair Finded usethe mass spectrum at retention time 10.036 fRaw_007. The
table to the left shows the number of marker gausd in the different categories of charge and Inemof markers.
Example: For two markers and three charge there haen found 41 marker pairs.
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6.4.2 Heavy Isotope Missing in the Control Set
The next mass spectrum is from retention time@2.3he result is presented in table 6.3.

Retention Time22.562
N/z 1 2 3 4
1 0 2 0 0
2 0 0 0 0 Total of peaks in parent spectrum: 35
3 0 0 0 0 Total of parent peaks in possible pairs: 22
4 0 0 0 0 Total marker pairs: 2
MZLow-MzZHigh Charge Markers TLI 2/1
524,75-528,76 2 1 9516 0,8
581,27-585,28 2 1 22283 0,82

Control Set M/Z  Charge Markers Sequence
524,75 2 1 NGQDLGVAFK 0,91
Table 6.3: Shows the results of the Pair Finded usethe mass spectrum at the retention time 2662 Raw_007.
The table to the left shows the number of markésgaund in the different categories of charge anthber of
markers. Example: For one marker and two charge theve been found 2 marker pairs.

6.4.3 Four Peaks from the Same Peptide in the Control Set

The mass spectrum at rertention time 30.077(F8).i6.the next one to be tried with the Pair
Finder. Table 6.4 shows the result.

Retention Time30.077
N/z 1 2 3 4
1 0 4 1 1
2 0 0 0 0 Total of peaks in parent spectrum: 65
3 0 0 0 0 Total of parent peaks in possible pairs: 53
4 0 0 0 0 Total marker pairs: 6
MZLow-MzZHigh Charge Markers TLI 2/1
455,69-459,68 2 1 6606 1,35
778,37-782,38 2 1 6877 0,84
825,37-829,38 2 1 11944 0,78
979,45-983,47 2 1 12222 0,76
653,29-655,97 3 1 20253,5 0,77
489,97-491,98 4 1 8278 0,79
Control Set M/Z Charge Markers Sequence 2/1
978,95 2 1 HGYIGEFEIDDHRAGK 0,83
655,63 3 1 HGYIGEFEIDDHRAGK 0,83
652,97 3 1 HGYIGEFEIDDHRAGK 0,83
489,97 4 1 HGYIGEFEIDDHRAGK 0,83

Table 6.4: Shows the results of the Pair Finded wsethe mass spectrum at the retention time 3(fronT Raw_007.
The table to the left shows the number of markéisgaund in the different categories of charge anthber of
markers. Example: For one marker and two charge theve been found 4 marker pairs.
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6.4.4 Light Isotope Missing in the Control Set

Looking for one unknown isotope in the mass spectati retention time 36.220. The Pair Finder
result can be found in table 6.5.

Retention Time36.220

N/z 1 2 3 4
1 0 1 0 0
2 0 0 0 0 Total of peaks in parent spectrum: 49
3 0 0 0 0 Total of parent peaks in possible pairs: 14
4 0 0 0 0 Total marker pairs: 1
MZLow-MZHigh Charge Markers TLI 2/1
913,47-917,48 2 1 6082 0,81
Control Set M/Z Charge Markers Sequence 2/1
916,98 2 1 VGINYQPPTVVPGGDLAK 0,92

Table 6.5: Shows the results of the Pair Finded usethe mass spectrum at the retention time 36220 Raw_007.
The table to the left shows the number of markésgaund in the different categories of charge anthber of
markers. Example: For one marker and two charge theve been found 1 marker pairs.

6.4.5 Both Isotopes in Control Set

Last single mass spectrum result for the Pair Firekddérom retention time 44.702 and is shown in
table 6.6.

Retention Time44.702
N/z 1 2 3 4
1 0 0 1 0
2 0 0 0 0 Total of peaks in parent spectrum: 49
3 0 0 0 0 Total of parent peaks in possible pairs: 31
4 0 0 0 0 Total marker pairs: 1
MZLow-MzZHigh Charge Markers TLI 2/1
868,39-871,07 3 1 20594 0,75
Control Set M/Z Charge Markers Sequence 2/1
870,74 3 1 DLYANTVLSGGTTMYPGIADRMQK 0,86
868,06 3 1 DLYANTVLSGGTTMYPGIADRMQK 0,86

Table 6.6: Shows the results of the Pair Finded usethe mass spectrum at the retention time 44ré02 Raw_007.
The table to the left shows the number of markéisgaund in the different categories of charge anthber of
markers. Example: For one marker and three charge have been found 1 marker pairs.

6.4.6 Interval of Mass Spectra with No Peaks in the Control Set

Table 6.7 are an interval from retention time 54.83® 52.456. This interval was chosen since the
control set had no pairs in this area.

Retention Time51.514-52.456

N/z 1 2 3 4
1 0 0 0 0
2 0 0 0 0 Number of MZ spectra: 9
3 0 0 0 0 Total of parent peaks in possible pairs: 131
4 0 0 0 0 Total marker pairs: 0

Table 6.7: Shows the results of the Pair Finded usethe mass spectra at the retention times 51t6 B2.456 from
Raw_007. The table to the left shows the numbenaxker pairs found in the different categoriestairge and number
of markers. Example: For one marker and two chtirgee have been found 0 marker pairs.
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6.4.7 Interval of Mass Spectra with Four Peaks in the Control Set

The interval from retention time 29.624 to 30.%6ntains the mass spectrum at retention time
30.077(Fig. 6.8) and was chosen to see how thikengair behaves over more than one mass
spectra. The results are shown in table 6.8.

Retention Time29.624-30-567

N/Z 1 2 3 4
1 0 15 10 4
2 0 0 0 0 Number of MZ spectra: 8
3 0 0 0 0 Total of parent peaks in possible pairs: 370
4 0 0 0 0 Total marker pairs: 8
MZLow-MZHigh Charge Markers TLI 2/1 Ret.Time Pair.No MS-Count
685,33-689,34 2 1 18798 0,71 29,62 3 1
455,68-459,67 2 1 26391 1,42 29,84 3 4
778,37-782,37 2 1 13908 0,84 30,08 2 2
825,35-829,37 2 1 67796 0,79 30,08 3 4
979,45-983,47 2 1 43596 0,72 30,08 3 4
653,29-655,97 3 1 131566 0,69 29,84 4 8
912,40-915,07 3 1 27255 0,65 30,31 4 2
490,22-492,23 4 1 33099 0,78 30,08 3 4

Table 6.8: Shows the results of the Pair Finded usethe mass spectra at the retention times 29t6230.567 from
Raw_007. The table to the left shows the numbenarker pairs found in the different categoriestuirge and number
of markers. Example: For one marker and two chrges have been found 15 marker pairs. The cosétdior these
are the same as for table 4.

6.4.8 Global Results

A simplified version of the global results are simowv table 6.9. Here the MZ/MZ mass spectra is
also included(this result is from an earlier vemsad the MassAnalyzer program).

Global

N/Z 1 2 3 4
1 10669 2765 2498 3169
2 12794 2115 1758 2868

3 10389 1856 2060 2683 Number of MZ spectra: 4328
i sopai r =3+ TP FP FN  TotList Tot Spec
Pai r 38 5728 7 45 5792
Singl e 26 0 15 41
isopair = 2 TP FP FN  TotList Tot Spec
Pai r 7 18313 38 45 18335
Singl e 15 0 26 41

Table 6.9: Global result for the Pair Finder runeolittle older version of the Pair Finder analysisthod. The allowed
error here is set to 0.06 instead of 0.05 somes fi@m the solution did not want to go with low&he threshold for the
peaks in AGPD was set to 5%. A note to this tabkat all TP, FP and FN is compared to the usata@cset.
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6.4.9 Discussion

The Pair Finder seems to do real well on findinggp@ven some that are not in the control set.
Although these are not necessarily real pairs. &tobked upon as a real pair both the strongest
peaks in an isopair, from the marker pair, needsetmvestigated by MS/MS.

Starting at table 6.2 the Pair Finder like the FDalso confused by noise, but only because the
AGPD produced a peak list with to much noise. Tk shows that the peak detection before the
Pair Finder is very important.

Table 6.4, 6.5 and 6.6 shows that the isopairkemmarker pair is of a peak compared to the
solution. There can be more than one reason fer Thiey all share one common ground which is:

The peaks in the isotopic envelope varies in streager the retention times the envelope
appears in. They usually start of weak and inciebséore decreasing again.

This means that early mass spectrum of an isogpielope might miss out on low intensity peaks,
since earlier used analysis methods might havevedib as noise. For marker pair this is doubly
true since there are two isotopic envelopes thatil®i¢o be considered. If one of them is missing a
peak an isopair wont be formed and that will mddeeRair Finder miss it. Usually the low intensity
peaks is in front or back of the isotopic envelope®nly fluctuation that shows this should be
considered as missed peaks.

In table 6.4, 6.5 and 6.6 all the marker pairs miss in the start, and compared to the solution the
rest of the isotopic envelopes fits if the misssapair was inserted into the marker pair.

The control set for table 6.3 and 6.5 shows onky @inthe light and heavy isotopes in the isopair.
The Pair Finder finds the missing isotopes and makmarker pair out of them.

Not surprisingly is that where both the isotopethefisopair shows in the control set it also was
found by the Pair Finder(Table 6.6).

In table 6.4 the control set have 4 peaks to bedan 3 pairs, all were found. These were also
found in table 6.8 where the interval containing $imgle mass spectrum used to produce table 6.4
were analysed.

There is no real surprise that some more markes pagre found by the Pair Finder, since as
mentioned before the usual method for MS/MS(whiehdontrol set is based upon) is to take out
some of the strongest peaks and analyse them. &kg spectrum at 26.562 contained one extra
marker pair(table 3). The mass spectrum at 30.0A%amed three extra marker pairs(Table 6.4).
These pairs also appears in the interval(table@ijaining this particular mass spectrum. This
interval also shows that two of these (455.68, @BPand (825.35, 829.37) have real potential to be
real ones since they appear in 4 of the 8 massragadhe interval. The last pair found in 30.077
only appeared in that mass spectrum. The inteiaa Imore to show of though, 2 more pairs on top
of the before mentioned was also found. One ofethesre at the start of the interval, but only in
one mass spectrum. This one could be investigdtsércby taking a look at the mass spectra
before the chosen interval and see if it appeansare than only one. The second one of these was
in the middle of the interval and only appearetiia mass spectra. This might be worth
investigating but not as a top priority, unless tmarker pair has a specific M/Z value or have an
intriguing 2/1.

The second chosen interval showed the same astitmicset, which is nothing found(Table 6.7)
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One thing to consider when looking at table 9 & this is only against the control set, which
means that many of the FP in this case will acguadl possible marker pairs that might need further
investigation with MS/MS. This the result showsttakthe pairs(Table 6.9) in the control set can
be found by adding the the numbers from the isspgaintaining two and three+. Also the numbers
under the false negative in this table shows tia¢ tompare to other ones true positive, which
means the 7 false negative for three+ isopairs shgmas the true positives for two isopairs.

What can be said about the potential marker peora this run is that they are based upon an
earlier incarnation of the Pair Finder analysishod{ which means it miss out on some of the
parameters to sort out unwanted marker pairs(6dew charge etc). Upgrading this in the test
method might reduce the numbers of found falsetipesi but it might also increase it since the
new version of the Pair Finder also have the eitaria of retention time difference which the old
one did not have. What is clear is that the Padl&irwill find all the marker pairs from the control
set as well as some extra. Both situation of codeggnds on the parameters set in the Pair Finder
and the analysis methods used before it.

The reason for using this early result is that thlegw all the pairs will be found, even with thewme
incarnation of the Pair Finder. The reason forusitg the new Pair Finder is that the Result
Structure has not been upgraded and the new vestitie Pair Finder does not integrate it.

Back to the huge number of potential marker palR$(Fhe experiment this collection of mass
spectra is taken from is a SILAC experiment on tiifterent cell cultures. As is known is that a

cell contains a lot of different active proteinsate and digesting these to peptides with abaat si
10 results in thousands of fragments. This meaaisiiese high numbers of potential marker pairs
are not just false positives(still control set) bt as the word says potential marker pairs. \Wnat
be said, even though many are potential markes paithat the Pair Finder method is very
sensitive to noise. If the mass spectra analysed@sy and this noise is not removed there might
happen on some occasions that some peaks are pgiokdnce, but one likes to think that pairing
up peaks on the marker distance first and therguhis to further pair them up on the isotopic
envelopes will remove most of this. Also as seewith the two deisotoping analysis methods, that
two isotopic envelopes can overlap completelyéfythave charge 1, 2, 4, 8 and so on. An easy
calculation shows this, 1/charge is the distan¢edrn two isotopes in an envelope. If the envelope
is big enough and the peaks are spread with dissanic0.25 an envelope for charge 4 will be found
as well as charge 2 and 1. The Pair Finder aldersinbm this in its current condition, since itefo
not try to deduce what of the isotopes are thet vgle. The reason this is mentioned is that these
are bound to have appeared among the potentialempalrs.

Deconvolution can help decrease the number of plesgairs for the Pair Finder by gathering the
same peptide with different charge under one pair.
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7 Java

Java is a free object oriented programing languagated by Sun Microsystems. The difference
between Java and other programing languages iddkatis a multi-platform language, through its
virtual machine, with a lot of pre-made classe< Thulti-platform part can be broken if classes are
written especially for one platform or hardwarel the classes delivered by Sun Microsystem are
multi-platform though.

7.1 Object Oriented Language

Object oriented programing uses classes to ddifigie dbjects. These classes contains variables and
references describing the object as well as metti@dsises or have an effect on the variables. The
program can then instantiate these classes dirasthpbjects or references in other objects. Each
class can instantiated more than once, so it istbésok upon a class as a template represertimg t
goal of the object in question. An example of @sleould be Animal. This class could describe
features like feeding habits, number of legs étmugh variables, and the methods could for
example calculate how many days an animal couéddiv a food source and such. An instance of
this class could be an elephant, dog, mouse dartifer specification of the animal is neededg lik
grouping them into distinct groups with their owehlavior inheritance can be used. Inheritance is
simply that the object(child) inherits the methaaisl variables from their mother class(also called
super class). An example could be a Dog classitiigefrom the Animal class. Now types like
spaniel and collie could be instantiated by the Dbgct. The good thing about inheritance is that
you get polymorphism, which means that you canaalinethods on the Dog object as if it was an
Animal object. A good example of this would be ek a list of Animal(s) with Dog objects in it.
This is possible since the Dog object inherits fiitva Animal object. Then you could iterate
through the list, for example sorting on numbelegk, and use all the object in the list as Animal
objects. That is what they are, even the dogsuaadhis to ask for number of legs. Other uses for
objects are as events, messages etc. The skylimthe

If one should compare object oriented programingrother language one could use C. In C you
have a data structure called struct which simpby gmthering of variables and/or pointers. Thisdat
structure inherently lacks the methods and the ebaecess changing objects have, but other than
that they are quite similar.[52]

7.2 Java Virtual Machine

To make a multi-platform programing language SueribBystem decided to go for a virtual
machine(JVM). This can be looked upon as a softwaaehine, emulation, on top of the real
machine. Before the code can be run on the JVMstth be compiled. Instead of compiling it to a
specific environment like windows, the compilerates what Sun has called bytecode. This
bytecode is then interpreted by the JVM which ‘camivates’ with the specific environment. This
literally rules out the need of compiling the cddedifferent environments, as long as the code
does not use any libraries/packages that requiseg@fic environment. Figure 7.1 shows a rough
sketch of the way from code to a running a program.
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Figure 7.1: Shows a sketch over the way from gade to running on a machine.

The JVM also does something called inlining, whielsically is a form to 'correct’' the code to
make it more effective. An example would be a ladpch goes for 2000 steps checking an array
for its length every run with no code inside theddhat could alter the length of the array. Then t
JVM would take out this length check and replaceitlh a variable before the loop, saving a lot of
checkup time every time the loop is started. Th®l Ao does garbage collection for the
programmer, unlike C where the programmer havetib kim-/herself. On top of this the JVM
also allows for thread synchronization.[53]

7.3 Inheritance in Java
Inheritance is implemented in three ways in Jawaugh:

» abstract class, a class that can not be instadsaatan object but can be used as a reference.
This class can contain half finished methods, whiate to be created by its children.

* interface, a class that can not be instantiatednoca have variables except final
static(variable is the same for each instansiaifdhe class and can not be changed) and
methods only contains the head/signature. Intesfaaa be looked upon as a contract the
implementing object needs to fulfill.

e ordinary class.

An object can only inherit from a class or an augtclass, while it can inherit as many interfaaes
it wants to.[52]

7.4 Data Structures in Java

Unlike many other languages Java comes with the typisal data structures already
implemented. To mention a few; array, vector, tigaph, map, tree etc.

One structure that is often used for data that gbsusize is the arraylist. This structure is adfst
objects backed up by an array, literally removimg dne weakness a list has over an array. This is
being able to get an element using an index dyrécstead of having to iterate over the list.
Although it also gets one weakness from the aaag,that is the resizing of an array when the list
goes over the capacity, and moving of elements iareay when an element is not put in at the end
of the list. These weaknesses is not so big sin@raylist contains references to objects and not
the objects themselves.
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One more data structure has to be mentioned, atdstthe multi dimensional arrays and how these
are implemented. In Java only the first dimensianehits elements neatly stored after each other in
the computer's memory. Any added dimension afefitht makes the extra dimensions added as
arrays containing arrays. Since array is an olajedava the second dimension actually adds
references to the arrays containing the elemeigts{iR2).

A
[Raj{c1]c2] calcales] el
B

Figure 7.2: Upper left shows a single dimensiaayarl ower left shows a 2D array in Java. To tightria
multidimensional array is shown.

7.5 Classes in Java

Classes in Java can both be static, meaning natelgan be created from them, or classes that
object can be created from. Java itself containstobthe classes a novice programmer and/or
even an advanced programmer would like to use.

7.5.1 Graphical Unit Interface in Java (GUI)

Java contains its own package of classes that belftka GUI. These are called awt, swing and the
newer Java beans. Java beans are actually ressdtviare components and are mentioned since
GUI components in themselves often are reusablengseontains classes for constructing tables,
lists, windows, areas to write texts, buttons etwt contains much of the same components, but as
heavy weight components(harder to put togethe®. SMing model is shown underneath(Fig. 7.3):

l Object ﬁ—| Componant]-‘\‘-—l Container ]
A

: JGompcnent,:
| Color || Font | ; S
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— | Bt e
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JTextField | JTextArea | AbstractButton | JMenuBar |
| _I__—_
| Jpane |
| '
JToggleButton | JButton | | JMenultem | _@'
Ly &

—— | JScrolibar |

' [ | E— e
|JChecanx !JRadioBunan—| } — JScrollPane
— I i JTable |
|JRadioE!uuonMenultem| JCheckBoxMenultem| fMenn | | 0 rree |

Figure 7.3: Shows a small selection of the claagrdim over the swing model. Where component arhigiest one
except for object, since all classes has a obgapaer parent. Classes with J in front of it ®vfrswing, while the rest
is awt.

74



This model's strength lies in that you can comltimegs. You start with a window, add a panel to it
containing a layout manager which helps you pladelee visual elements like buttons, lists and so
on. The good part though is that you can add angiaeel to one of the places in the layout
manager and this panel contains its own layout gemd his can continue forever. This results in a
flexible way to place components on the screenyaiid imagination is more or less the limit, when
looking away from screen space. Although screeoeptan be gained by using a scroller, which
can be added to any swing component, except win@ewsomponent called Frame).

List and tables uses their own data models to kaek of the data[52], although many like a
decoupling of data and GUI and therefore usesgstras their data model elements. Swing runs on
what sun has called the event dispatching threadhwdxecutes all drawing on the screen and
events.

7.5.2 Other Classes in Java

Other classes that needs to be mentioned is clssdselps with the input and output(lO) of a
program. The 1O classes in Java are linked togdthersing one class to open files for writing and
one for reading, and then use classes that eneapghis to do more advanced reading or writing,
like writing a String (character array) to the fdieonce. The same IO classes can also be used to
write/read to/from the console or read from theldaard. There exist 10 classes to read/write
binary, ASCI and Java objects. The last one isvatalled serialization and is meant as a smatrt
way to send objects over a network[52].
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8 Implementation

In this chapter some of the implementation of NtessAnalyzer(MAP) will be shown and
discussed. For starters there will be an ovengéthe program. Then continuing with an insight
into the program's packages, and last some ofléisses within these packages will be discussed
more closely.

8.1 Overview

The program can be looked upon as consisting ofp@vts, which are the GUI layer and the
program layer(Fig. 8.1). The left side of figurd 8hows miscellaneous packages, the middle
shows the main packages and the right shows tlity ptickages. The main difference is that the
utility packages should be stand alone packages.division into two layers makes it easy to
update the GUI without it having any effect on lnegram itself. At least when coupled to an
implementation where the data structures usederGidl has no real connection to the program
layer's data structures. The only connection betwee two layers are through the ‘'massanalyser’
package.

GUI Layer ‘

gui menuassembler
Program Layer
iohandler massanalyser

analysisutilities

testtools 3
massspectra analysemstemplate analysisresult

Figure 8.1: The program is divided into two laygnmygram and GUI. The packages within in each l&yatso
ordered, to the left misc packages resides, tonildele the main packages resides and to the fighttility packages
resides.
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8.2 GUI Layer

The graphical unit interface(GUI) is divided intea packages. The main package, called 'gui’,
contains all the user interfaces, while the utifigckage called 'menuassembler’, helps the program
to make a main menu in an easy way.

8.2.1 gui Package

A user needs to be able to interact(user interfaith)the data, and this package contains the
classes to do so. The two ways a user can interdtthe program is to make it display some of the
data and modify the data. Two ways to do this are:

- The data structures can be linked directly to thd G
- The data structure can be indirectly linked to@é

The main difference is that in directly linked dateuctures a change in the GUI will automatically
mean a change in the underlying data structureide Wie other one means the GUI has to call
certain methods in the underlying data structuferleehe change can occur. The latter one is
preferred since it lets the data structures imptlogram layer to be decoupled from the GUI, which
again result in it being easier to update/changeatll without any major programming. The
classes in this package indirectly links the datactures to the GUI by storing a reference to the
linking class called 'MassAnalyser' in the 'maskees’ package.

Figure 8.2 shows the class diagram for the 'gukage.

M aintincowe
2%

1

mainPanel B
B

i 1
1
MSListPanel ProjectFrame ChangeTemplatedindow ResultPanel
1 1 i A
TemplatePanel L=
B
Ei
1
Propemd®ind ow ,,J PropertyPanel 1 ChangeTemplatePanel
BN

Figure 8.2: Shows a class diagram over all thesela@ the 'gui’' package.
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All of the classes in this package follows a stadd&d set-up. The constructor calls an 'init'
method which places the elements and createsstieadirs(which are Java's answer to user
interaction). The listeners are classes that mmdbanges from the keyboard, pressing of buttons,
mouse movement etc. When the user modifies songethenclasses needs to update their own
display as well as sometimes other classes displag.are done through the 'renew' method these
classes contains.

The roles of the different classes is explainedtShonderneath:

The main window class takes the 'massanalyser’ fihenprogram layer as a parameter and
distributes this to the other underlying classes tieeds data from the program layer. It also
contains the main panel.

The main panel keeps tab on the other panels im#ie window as well as distributes these to
the 'menuassembler’ class in the GUI layer tolgeetements for the main menu.

The MSListPanel shows the collection of mass spemirrently ready for analysis by using a
table.

The ProjectFrame lets a user create new projedis@ad and save them.

The Template Panel shows the user the currenttasgulate as well as allowing them to access
the 'ChangeTemplateWindow' to change the analysteads and the parameters of these. It
also contains a direct linkage to the 'PropertyWudso the parameters of the selected analysis
method can be changed.

The ChangeTemplateWindow is a window for the 'ClediggnplatePanel.

The ResultPanel keeps a list(table) over the n@sstrs which there have been an analysis on
as well as ways to show these results.

The PropertyWindow is a window for the 'ChangeTeatgianel' when it is shown alone.
The PropertyPanel shows the properties of an asatysthod.

The ChangeTemplatePanel lets the user see whasmnalethods that are chosen as well as
change the parameters of the selected ones, wtaathanged in the 'PropertyPanel’(lower part
of the window).

8.2.2 menuassembler Package

Most programs have a main menu, either as a moase or as a bar menu. This package contains
a method for the latter. As seen in the class diagor the 'gui’ package(Fig. 8.2) there are many
panels that requires their own listeners(Java)létathe user interact with the program. For aumen
bar this means collecting a lot of information fraththe classes/panels including the name of the
menu items in question. Hard coding it into themmzanel is the easy way to go, but it makes the
main panel code bulky as well as hard to keep todi¢&r a programmer.

This package gives the responsibility to the clsfgpsmels in question to implement their own menu
items. A class diagram of the two classes in thiskpge is shown in figure 8.3. As can be seen
there are no links between them, except that tiemUMssembler's only method only works on
classes that implements the 'AutoMenyAssemblyrfiate.
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==interface== Menudssembler
Autohenusssemibly

getToFileMenud @ JMenu assembleMenuFromdPanel{menulist : Arraylisti @ IMenuBar
getTaviemhenud - dManu

getToEdithenud : JMenu
getTabewhanud @ Jenu
getTokewhenutlamed : Stting
renewPaneld wvaid

Figure 8.3: Shows a class diagram of the class#®imenuassembler' package.

This is how it works:

1. The classes/panels that wants an item in a nmetheimenu bar have to implement the
interface called 'AutoMenuAssembly'.

2. The class/panel that wants the menu has to ingriemlist over the panels that wants to be
part of the menu. Usually this is done anyway stheesunderlying panels needs to be linked
to somewhere.

3. When building the menu the class/panel callsrieehod in the 'MenuAssembler' class with
the panel list as an argument. Any class/paneldbes not implement the
'‘AutoMenyAssembly' interface gets ignored.

4. The menu bar can be displayed and used.

The 'MenuAssembler' allows the ordinary 'File',itkahd 'View' menus to be displayed, as well as
one custom made menu. It also checks if the custane menu has been created before and add
the new menu options to it if it is already there.

8.3 Program Layer

The program layer contains more classes than thdayer, and on top of that the classes are more
diverse. There are no class that are more cehtalthe other, but to solve the problem in this
thesis straightforward the class 'massSpectrumtp®@entzelPeakDetection’,
'‘MarkedMoleculeFinder' and one or two of the IGssks would be needed. The rest makes the
program more flexible. As mentioned in the overvibe program layer is divided into three
parts(figure 8.1). The main part consist of thessés that do the analytic work, the utility part
consist of the 10 functions as well as some outtagses, while the last part is for testing.

8.3.1 massanalyser Package

This package binds the other main classes togatheell as providing an interface to the GUI.
Figure 8.4 shows the class diagram of the onlysdlashe package.

A more in depth view of the class is in order. Thass contains a lot of different data structures:
- Experimental mass spectra list(ESL)

- The currently used template
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- A cloned template that are a deep copy of the numwerking template when the cloning was
asked for

- Result list(RL)

On top of all these structures it contains the §tuell the methods that allows flexibility in the
choice of analysis methods to be run on a list aésrspectra. These methods takes a single mass
spectrum, all mass spectra in the ESL or an indéxo mass spectra in the ESL and sends the mass
spectra/spectrum to the 'AnalyseTemplate’ clafiseiranalysetemplate’ package for processing.

The 'AnalyseTemplate' returns the results in tienfof a 'ResultList'(is in the 'analysisresult’
package), which again is stored in the RL.

On top of this it contains methods to load and shfferent parts of the program layer, like the
template, ESL and RL. It also contains a file gatiwhere the current project is saved, as well as
where the mass spectra in the ESL should be read fr

Massinalyser

serialVemionidlD - long

prajectHams  Sting

mEList : RawtdSList

template . AnalyzeTemplate

mEresubls : Resultlest

tempCloned Template ; Analyse Template
prajectPath | File

ormsphd SF ath : File

=={reate=> MassAnalysenprojeciName - Sinng)
=<greate== MassAnalysenfprojectMame - Siing projeciPath : File proxeMSPath ; File)
gelProjectamel) ;. Siing

selProjeciMarmelname | Slring) | void

IsSaved( - boolean

geiTempiate) - AnalvseTemaplate

sefTernplaieftfernplate - AnalyseTemplate) : AnayseTemplate
InadTemplateffile ' File) ; void

saveTermplate(ile | Filg)  woid

caveTomplatad - vold

ceiMSListh : RawSList

seiSListimEList: RawhSList - RawiSList
loadMELisifile File) : woid

savelSListile ; Filg)  void

saveMSList) - wold

produceResullF romTemplatednd eedlist - iniff)  vaid
produceAllRe sultFromTemplated : void

geiResultList) - Resullist

selResultlistimSResulls | Resulllist) | ResultList
loadResullsiile | File) . void

saveResulis(file © File) ;wid

saveResulis() - woid

newProjectipraject : File, pMS : Filemasslyrme - File) ; void
saveProject{file ; File) : woid

saveProject] void

loadPrajeciifile : Flle) : woid

clearProject() ; void

geiProject® athd ; File

geiProntSPath) - File

gefTemplatePath]  Filg

geiMSListPath : File

geiResultPath( : File

seiProject ath{projectPath - File) ; void

seiPromMS Path(progid SPath - File) ; void
gefTermpTemplated) : AnalyseTamplale
resetTempTemplateds etClonassTamalate - boolean) | void

Figure 8.4: Shows the class diagram of the onlgscia the 'massanalyser' package.
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8.3.2 massspectra Package

This package contains almost all of the data strastin MAP. The view of this package is that
every analysis method might requires its own typstrcture, which means that the main class of
all the data structures(shown in figure 8.5 toléf are the 'AbsMassSpectrum’ classes. Here
polymorphism is used again. The most needed mefioo@very mass spectrum is in the
'‘AbsMassSpectrum’ class, which is an abstract.cldssother classes inherits from this class but
have different purposes. The 'MassSpectrum' ctaggeimost used one, and consist of a list of
'MZI' values which is another class with polymowgphiin it(shown to the lower right of figure 8.5).
Another class is 'ResultMassSpectrum' which isstdme class as the 'MassSpectrum' but with the
added ability to contain an object('ResultHoldeterface) containing information(like max peak
intensity and so on) which usually would be wagtestore directly in the data structure since the
values would always be the same. The last onei$tloxyMassSpectrum' class which contains
some information about a mass spectrum but lacksldlte values for it, but these can be loaded
and unloaded at command. This last one is useav®memory when the mass spectrum does not
need to be loaded, usually at any time when arysisak not done.

RawhSList
Fi
1
AbsMassSpectrim
1
MassSpectrum FProsyhlassSpectrum MZl
£ Ny

ResulthassSpectrum MZCharge e I::_ L

17T Pk

==interfaces==
FesultHolder mMZllsotopelist

Figure 8.5: Shows a class diagram of the 'massspetdsses.

The other classes in this package is the 'RawMSkisth contains a list of 'ProxyMassSpectrum'
and a 'lOHandler' to load and save these massrap@cahote to make here is that this is the same
'IOHandler's bound to the individual 'ProxyMass3peu's . There is also a method to ensure they
stay this way. The reason for this implementatgthat all the mass spectra is saved in the same
folder but 'ProxyMassSpectrum' is a generalisatiging the proxy pattern[49]. Most of the method
in the class is to add, remove and so on from thgsmspectra list. There is one more thing to be
said about the 'RawMSList' though and it is thaisiés the interface called 'AnalyseList' in the
'‘AnalysisUtilities' package. This interface's mgoal is to make sure the class can easily make a
‘copy’ of the contents it wants to show in a Glllda
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The last part of the package, that was mentionedehs the 'mzi' sub package that contains the
data object for the 'MassSpectrum' class. Thisggekontains the class 'MZI' that the other classes
inherits from. This class is simply an object sgvine two variables M/Z and intensity. The classes
that inherits from this class stores more variabked for different analysis methods. A note hgre i
that the polymorphism gives you the variables staneghe super class 'MZI' so the most important
variables should be saved here. Although ther@@mroblem if they do not, since Java lets its
classes to be easily known through the commanigrinsof', and the programmer can check for the
right subclass before analysing a value. The sagsek are:

MZICharge which contains the extra variable charge
MZllsotopeList which contains a list of MZICharge

MZIMarkerPair which is used in the 'MarkedMoleculader' class, in the 'AnalyseAlgorithm’
package, contains a deep structure.

MZIPair that contains another 'MZI' value making tivo values be a pair. As well as a
variable for when they were found

The 'MZI' class and its subclasses all containdatt that put their data into a string. These are
inherited so that every class gets to write thatadvhen an object stored as an 'MZI' object isésk
for a printout of its data.

The 'MZIMarkerPair' needs a closer look(figure 8.6)

MZiMarkerPairs

geriaVersion WD ; long
pairs : Arraylist

retention Times | Awaylist
charge ; int

mariers : int

paifith hostHits @ int
mainPairindex ; int
aifowedErar - double

==greate== MZIMarkerPairs{mz : double irtensity : doublecharge © intmarkers ; int)
==rreate== MZlMarkerPairs{charge : inl,markers : int,mS : MassSpectrum)
getRealMass()  double

getTwolne | double

getTwoCne(index ; int) : double

getMZIFair(index ; ind) ; MZIPair

gethZIPair{index ; inf buckelindesx ; int) - MZIPair

getMZIPairs{index : int) | MassSpectrum

getMZIPairs() : MassSpectrum

gatCharge( - int

getvarkers( int

addPair{pair - MZIPzit) : void

checkPair(pair : MZIPairy . hoolean

checkPair(indey : int,pair . MZIPair) - boolaan

checkFardFairs(sIFL : intelPL : int,sITEVF ©intelTBVF © intioBeVaiidatedPairs | MassSpectrum) : boolean
addPairfindex ; int,pair ; MZIPain ; boolean

registerPairs{ms5 : MassSpectrum,charge ©intmarkers ; inf) T boolean
reconstructRetentionTimes( | void

registarPairimzPair . MZIMarkerP airs, charge | int,markers | inty . boolean
registarPair(rmzi - MZIP air) : boolean

getFirstZIFromBuckets( : MassSpectum

binamgSearch{ms | MassSpeactrum,key - doubleallowedError © double) | int
toF ormatString § . Siring

taString( ;| String

toFuliString( : Sfring

getMainMZIPair) | MEZIPair

getdMolsoFairs D int

gethostHits() @ int

Figure 8.6: Shows the class diagram of the 'MZIM@&fair' class.
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This class is used in the 'MarkedMoleculeFindealysis method in the 'AnalyseAlgorithm’
package. The structure itself contains a two dinoews list, where the second dimension contains
'‘MZIPair's(Fig. 8.7). The R1, C1 and C2 linkedttesithe same 'MZIPair' but found at different
retention times. The same goes for R2, R3 etc. #srspectrum generally has a lot of these
'‘MZIMarkerPairs' in it, making the final structuagthree dimensional one. The class also stores the
most abundant of the pairs as the main pair('Mditgl (M/Z, intensity) pair). It also contains
another two dimensional structure that containstrae objects as the previous array(meaning no
more memory is used to store them), but sortedhemetention times each of the isopairs were
found.

Figure 8.7: Two dimensional list, also shown inmtlea 7.4 figure 7.2 B. Here R? is the referencta¢olist of ‘MZIPair'
where every element in the list(referenced by andgfitains the same M/Z value but with differerieimsities and
retention time.

To be able to do all its chores it also needsdreghe charge and number of markers(see SILAC
chapter 4.1 for explanation) for this particulaZzMlarkerPairs'.

The interesting methods in this class is the metltibdt checks if a pair matches the ones already
stored in this particular structure. The 'CheckRaathods take different arguments but they end up
doing the same which is to check if a set of isigpsatisfy the criteria to be added to the lise Th
criteria is that there are at least two values matrthe ends of the current values or all of the
isopairs matches all the ones already in the strecand they matches the charge and number of
markers for this ‘MZIMarkerPairs'. The 'RegisterPdoes the same but also takes a 'MassSpectrum’
as an argument, meaning that it goes through thssmpectrum to see if every isopair in it

matches with this particular marker pair. The cheekhods only check if the set of isopairs

matches the stored ones and returns the booleae trak if this is true.

This class also have methods to calculate the itdtisity of the heavy isotope divided by the ltota
intensity of the light isotope(also called 2/1)céin also calculate the the real mass of the maim p

The last method that should be mentioned is thataés a modified binary search to search the pair
list. Here modified means that it searches on &lakthe primitive type double, in a sorted list.
uses a set interval around the wanted value totfiadight one. This is all good as long as the
values are not closer than the interval(which listree small) to each other.

8.3.3 analysemstemplate Package
This package contains two sub packages, which are:

‘analyseproperities' which contains generalizedrpater classes
‘analysealgorithms' which contains all the analygsethods
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This can be considered one of the most importackggges since it contains all the analysis
methods, and it is the most likely to be updated later stage by adding new analysis methods.

To set and get the parameters in the analysis m&tihahe ‘analysealgorithms' package the
package 'analyseproperties' implements a set @rgkedasses. The class diagram for
‘analyseproperties’ can be seen in figure 8.8.aAsbe seen in the figure an interface is the highes
class, 'AnalysisPropertyinterface’ in the hierarchyis interface act as a template that the rest of
the classes in the class tree have to follow. Ext im the tree is the abstract class 'AbsAnalysis-
Property' and it implements some of the methodb@interface as well as adds some constructors.
All the classes branching from this class implersenset of methods to be able to get their data out
as boolean, decimal, integer or String, as wedl agethod to convert a string into the class' stored
value. Figure 8.9 shows an expanded class diagiamof the ‘AnalysisPropertyinterface’ to the
left and the 'DecimalProperty’ to the right. As t@nseen from this figure the interface forces the
class to implement all the necessary methods ®Bpé#tameters to be set and used, while the class
itself adds the extra methods for it to be initidset properly. The class '‘DecimalProperty' has the
ability to set if the value should be rounded uplawn(in an object variable) when it is returned as
an integer with the method 'getinteger".

==interface==
AnalvsisProperyinterface

£
: AbsAnalysisProperty -= AnalysisProperyinterface

: =<realize==

AbsAnalsisFropnetty
iy

BooleanProperty § | DecimalProperty § | IntederFroperty
s

BooleanDoubleFroperty | |BooleanlntegerProperty

Figure 8.8: The class diagram for the 'analyseptigse package.

The two classes '‘BoleanDoubleProperty'(BDP) andl&mIntegerProperty'(BIP) is subclasses to
the 'BooleanProperty’ class. BDP adds a decim&hlarto be returned by the ‘getDouble’ method,
one decimal variable can be set for when BDP's waaiiable is true and one can be set for when it
is false. BIP does the same for the 'getintegethaoak The returned value for the super
class('‘BooleanProperty') for these two method9dos false and 1 for true.
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==interface==

DecimalProperty

AnalysisPropemyinterface serialversionID ; long

value : double
roundUP : boolean
hooleanTreshold : double

setConvertyaluelvalue : String) : void
getDecimal() : double
getinteger :int

getBoolean() : hoolean

==greate== DecimalPropedyiname
getString) : String pey

==greate== DecimalPropetyiname
==greate== DecimalPropertyiname : String toolTip :
==greate== DecimalPropertyiname : String toolTip :
==greate== DecimalPropertyiname : String toolTip :
==greate== DecimalPropertyiname : String toolTip :
==greate== DecimalProperyiname : String toolTip :
getBoolean( :hoolean

getDecimal( : double

getintegerd sint

setConvert¥alueivalue : String : void
convertaluedvalue ; String)  double

getvalue( : double

setvalueivalue : double) @ woid

isRoundUP{ : boolean

setRoundUP{roundJP : boolean) : void
getBooleanTreshold() : double

getString() ; String
getType) : char
toString) : String

. Stringvalua : double)
String,value : String)

setBooleanTreshold{booleanTreshold @ douhle) : void

Stringwalue ; double)

Stringwalue ; String)

String,up © boolean booleanTreshold © double)

Stringwalue ; double,up : boolean booleanTreshold © double)
Stringwalue ; String,up : boolean,booleanTreshold ; doukle)

Figure 8.9: The 'AnalysisPropertyinterface' tolgfeand the '‘DecimalProperty’ class to the right.

The next step is to use these parameter classles imnalysealgorihm' package, which is shown in
figure 8.10. In this figure the 'AbsAnalyseAlgomti{Fig. 8.11) clearly shows that it is paramount

to the analysis methods. This class has it solpgsarto implement methods to get and set the
parameters of the analysis method as well as pgaadhe unfinished classes that its children needs
to implement to work properly and to be able todoie results as text. The text results can be

recreated from the 'ResultList'.

AnalyseTemplate

)

MarkedMolFinderResultHolder

Analyseslgorithmcreation

AbsAnalysedigoritim

il

.I

B

AutoGentzelPegkDetection § || SimplePeakDetection

IntensityDelsatoping

MarkedMalFinder

GentzelPeakDetection fonoDelsotoping

BinanDeConvolution

Figure 8.10: The class diagram for the 'analyse#lgos' package, also
'‘ResultHolder" interface from the main package.
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Figure 8.10 also shows that the 'AbsAnalyseAlganitblass is tied to the 'AnalyseTemplate’ class.
This class contains methods to add, remove andrgdysis methods from a list of
'‘AbsAnalyseAlgorithm' objects that it holds. It @lsontains the methods that do the analysis on a
mass spectrum or a set of mass spectra. The lasiomed methods uses the polymorphism in the
'‘AbsAnalyseAlgorithm' to manage the analysis. Taksp uses the polymorphism in the mass
spectra themselves. The 'AnalyseAlgorithmCreatelps the class to create new analysis methods
to put in its list.

The bottom part of figure 8.10 shows all the cutlseimplemented analysis methods. These are
built on different algorithms which are shown irapler 5.7 and 5.8. For this thesis the two most
important classes among the analysis methods ardtitoGentzelPeakDetection' and the
'‘MarkedMolFinder'(fig 8.11). Both will get a mucloser look.

AbsAnalyseAlgoriam

serialversionUD : long
analyseAlgorithmName : String
internalProperies : AbsAnalysisPropery]]
externalProperties : AbzAnalysizProperty]]

=«create== AbsAnalyseAlgorithmialgarithmMame : String,external ; AbsAnalysisPropery]internal ; AhsAnalysisPropery)
gettnalyseAlgorithmiMamed : String

getinternalPropedies() : AbsAnalysisProperty]

getExternalProperties() : AbsAnalysisPropertyl

getinternalTyped : charll

getExternalType  char]

internalPropertiesAsStringd : String[]

externalPropertiesAsString () © String

getinternalPropertyMamel - String(]

getinternalPropertyiindex - int) . String

getExternalPropertyiamed) : String[]

getExternalPropertyiindes : inf) : String

setinternalProperies{parameters © String(l) : void

setinternalProperies(index ; int,parameter : String) ; void

setExternalPropedies{parameters : String[) : vaid

setExternalPropertiesiindex : intparameter : String) : void

produceTextResultims : MassSpectrum) : Stting

produceFinalTextResultd : String

toString() : String

makeSpectrummassSpectrum | MasaSpectrum, print : boolean) | MassSpecirum

copydigorithm) | AbsAnalysedigarithm

AutnGentzelPeakDetection MarkedmolFinder

seralversionUID : long serialVersionUID : long

3 firstRun : boolean
==create== AutoGentzelPeakDetection() pairlist | MassSpectum]]
makeSpectrum {mS : MassSpectrurn,print : boolean) : MassSpectrum specterto : int
getPYimzvalue : double) : double intensityTrashald : double
capyAlgarithmd - AbsAnalyseAlgarithm possiblePairs :int

table: TempTable

==create== MarkedMalFinderd

makeSpectrum (mS : MassSpectrum, print ; boolean) : MassSpectrum

onetlolass(msS MassSpectrurmnumber tintcharge Dintpeaks | hoolean[) : MassSpectrum
produceTexResultims  MassSpectrum) | String

produceFinalTextResult) ; String

getTestFinalResultsd : String

copyAlgorithma : AbsAnalyseAlgorithm

Figure 8.11: Shows the two classes 'AutoGentzelPeigction' and 'MarkedMolFinder' with their supkrss
'‘AbsAnalyseAlgorithm'. The rest of the classes thaerit from the super class is hidden to simptifg view.

The 'AutoGentzelPeakDetection' class contains atysis method for peak detection based on
Gentzel's peak detection algorithm[34]. As candmnghere are not many methods implemented
for this one, the 'getPW(x)' is to get the peaktividr the M/Z value x(chapter 3.4.3). The analysis
method itself is in the 'makeSpectrum' method. &halysis method exploits the fact that if the

86



threshold is not exceeded the area does not ndettaversed again. Just remove some peaks at
the front and add some at the end. The amountakspedded and removed depends on the new
calculated pw(x) for the current M/Z value lookéd3ince this analysis method does not add the
found peaks to secondary structures and searchdfteravards it can only find double overlaps,
not triples or higher(Fig. 8.12). If a peak is fdurn the other hand it sets the new search toadtart
the end of this peak. This means that any new péiikihe apex before this value will not be
found, or the peak M/Z for the peak apex for trealpmight be a little of.

Intensity
Intensity

M/Z M/Z

Figure 8.12: To the left there are two double agping peaks. The middle with the left one andntiddle with the
right one. To the right all the three peaks arelapping.

The 'MarkedMolFinder' implements the SILAC pairdar analysis method, but it can also be used
for any markers as long as the mass differencedstwhe marked peptides and the same unmarked
peptides is known. This class is the only clagsase use of the 'ResultMassSpectrum' in the
'massspectra’ package at this time. This clasa l@sof parameters and they are:

Pair threshold(percentage), the intensity thresfaithe most intense peak in the potential pair
Heavy/Light threshold(2/1), heavy isotope intensiityided by light isotope intensity

Marker weight, the molecular weight of the molecutarker. Can also be looked upon as the
mass difference between an unmarked peptide aratleethpeptide(if there is only one marker
in the marked pepetide)

Max marked residues, the maximum allowed numbenarkers for any pair
Min charge, the minimum allowed charge for any pair

Max charge, the maximum allowed charge for any pair

Isotopes required(2+), the threshold of isopaipsia needs to exceed

Max retention time difference, the largest retemtime difference between the two closest
pairs in a marker pair

Allowed error, is the decimal error allowed in @r@alysis method

As algorithm 7 in chapter 5.8 shows it is dividatbitwo parts. In the first part all the possibarg
up to the maximum charge(z) and number of markeesgfound by the use of a greedy algorithm.
Remember the difference between marked and unmasattties are:

nsm, . : -
—zwe'ght , Where meign: is the marker weight.

The greedy algorithm works on the principle that i§ to low for me it is also to low for you. Thi
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principle works for a list that is sorted and whtre z and m are kept constant during the search.
Figure 8.13 shows the principle in action.

In words this means:

1. Start with the first M/Z value in the mass spewetras the start M/Z(SMZ) and the second
one as the next M/Z(NMZ).

2. The difference between the SMZ and NMZ is checKatis lower than the equation above
NMZ is set to the next M/Z value proceeding ithe tmass spectrum.

3. Repeat step two until the difference between therequal or higher than the value from
the equation above.

1. Ifitis equal an isopair is added to a newss8pectrum’' and SMZ is set to the next M/Z
value proceeding it in the mass spectrum.

2. If on the other hand the difference is higlmemntonly SMZ is moved.

4. Go to step 2 until NMZ goes over the end of tlessnspectrum, since every difference
between SMZ and NMZ after this will always be lowiean the equation.

Too low values Too high values
1]12|3|4[5]|6]| 7] 1| 9 |18]27]|36]
1[2]3]4]5]6]7] 1] 9 |18|27]36]
1]12]3]4|5]6]7 1] 9[18]27]36

No pairs found Mo pairs found

Mixed values
0]4]8[12]16]20] [o0]4[s12]16]20] hit
0]4]8[12]16]20]hit!
10 |4]8]12]16]20]

|04 ]|8][12]16]20
(0,8),(8,16) and (12,20) found

Figure 8.13: Shows three runs of the greedy algorivhere the distances should be 8. Top left stiweswhere all the
values are to low. Top right shows one where allMalues are to high. The bottom one shows oneendiethe values

are mixed(usual occurrence) and the pairs (0,8)6]&nd (12,20) was found. The Black border sqisa8MZ(start M/

Z) while the grey squared is the NMZ(next M/Z).

The second step is to go through all the posssiglpairs and see if any of them satisfies the aiter
for being a marker pair, which are that at least twmore isopairs shares the same isotopic
envelope (set in the parameters, but minimum 2)thatdthe most intense peak in the pair is above
the threshold. The second step also to some exsestthe same principle as the greedy algorithm
above, but only as a way to end the algorithm e&viyat is the main greedy approach here is that
no pair from the possible pair list(PPL) can benore than one marker pair, as long as z and m is
kept constant. This holds true as long as theréffiee between two M/Z values is lower than the
allowed error, which in all practical cases holdget Example: a charge of 10, which is incredible
high, would give an isotopic difference of 0.1 whis quite high compared to any sensible allowed
error. This greedy implementation means that eisyair found to be in a marker pair is removed
from the PPL, decreasing the list by each iteration
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The process is shown in figurer 8.14. In words theans:

1. Start with the first M/Z value in the mass spewetras the start M/Z(SMZ) and the second
one as the next M/Z(NMZ). Remove the SMZ from thessmspectrum, but remember its
value.

2. The difference between the SMZ and NMZ is checKatlis lower than the currents charge
isotopic differences(1/2).

3. Repeat step two until the difference between therequal or higher than the value from
the equation above.

1. If the distance is higher check if the curresit of isopairs satisfy the criteria to be turned
into a marker pair. Do it if they do, else discdrdReset the current set of isopairs. Go to
step 1.

2. If the difference is equal then add the isofmthe current set of isopairs and remove it
from the PPL. This can be done since the distart@den two peaks need to be lower than
the allowed error to match up to the same posgihiie Move the SMZ to be in the same
position as the just removed possible pair. MoeeNIMZ to be in the position just after
SMZ.

4. Go to step 1 until NMZ goes over the end of ttessnspectrum. Check if SMZ is at the start
and NMZ is at the end of the possible pair listhls is so check 3.1 before ending the
algorithm, since this means that every differerfter dhis will be to low for an isopair to
form. If not check as in 3.1and go to step 1 uh#l list is empty.

Too low values Too high values
Initial: [0.1/0.2]0.30.4[0.5] Initial: [1[3][5] 7] 9]
0.1 10.20.3/0.4/0.5| 1 3|/5[7]9]
0.1 [0.2/0.3/0.405 9 empty

No pairs found Mo pairs found

Mixed values
Initial: (1 [ 2| 3[5[55[6 [10[12] [5] [55] 6 [10]12]
1] [2]3]5 556 [1012]1.2) [5] [55[6 J10[12]56)

2 35556 [10]12](1.2.3) e |12
{112'3} and {E.E‘} found

Figure 8.14: Shows three runs of the greedy algorivhere the distances should be 8. Top left stiweswhere all the
values are to low. Top right shows one where &lMalues are too high. The bottom one shows oneendiethe
values are mixed(usual occurrence) and the pai2s3)land (5,6) was found. The Black border sqia8MZ(start M/
Z) while the grey squared is the NMZ(next M/Z).

The marker pair list contains all the marker p&otend for the current z and m. The whole
procedure will be repeated until all the possildmbinations of z and m is searched.

For every mass spectrum checked the results widldoked to the global result list in the
'‘MarkedMolFinder' class. This is a two dimensioMdssSpectrum' list containing objects of the
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'MZIMarkerPairs' found in the 'massspectra’ pack¥dgeere the dimensions are the max z and m
values. To ease the strain of the program onlypéreof the global list that has the same chargke an
number of markers will be checked as explainethé"'MZIMarkerPairs' class description.

8.3.4 analysisresult Package

This package contains two classes that storee#udts produced by the ‘AnalyseTemplate’ class in
the 'analysetemplate’ package. The data strudtai¢ is stored in the 'MassAnalyser' class in the
'massnalyser’ package. Figure 8.15 shows an expahaks diagram of this package.

ResuliList

serialversionJID : lang
results : ArrayList

template S AnalyseTemplate
hame : String

<=create== ResultListiname : String template - AnalyseTemplate)
<=create== Resultlistitemplate : AnalyseTemplate)
getSpecificMSResultdindey - infy : Stringl]

SingleMSResult

getFinalTextResultd - Strinagl serialversionUID ; long
addResultListitheBigR | ResultList) : void results : ArrayList
getResulilistd . ArrayList arigin : ProxyMassSpectrum

addResulttnewResult - SingleMEResult) : void
addResultsiresultlist : ArrayList) - void
addResultshoCheckiresultlist : ArrayList)  void
addResult{prowMs : ProxyMassSpectrum, resultlist : ArrayList) @ vaid
sawveResult{singleFiles : hoolean) : vaid
getMame() : String

setName(name : String) : void

nefTemplatel) | AnalyseTemplate
getCriginbamedindex ; inty . String

toString() - String

removeSingleResultiindex : inty D vaid
getColumnDatad) : Vectar

getCaolumniarmesd : String]

==create== SingleMSResult{origin : ProxyMassSpectrum results @ Arraylist)
gefTextResultsitemplate : AnalyseTemplate) : String])

getMS0riging : ProsghassSpectrum

gethumberOfResults) @ int

Figure 8.15: Shows the class diagram of the twssels in the 'analysisResult' package.

The 'SingleMSResult' stores all the results asd8pectrum’ from the analysis methods for a
specific experimental mass spectrum(in ESL) whscteferenced to as a 'ProxyMassSpectrum'. An
example 'AnalyseTemplate' containing a method éakpdetection and one for deisotoping run on
four different mass spectrum. This would produag f8ingleMSResult' objects each linking to one
of the four mass spectra. These would also coatéist of two mass spectra containing the results
from each of the two analysis methods. The 'geRestlts' returns a String array containing the
results.

The 'ResultList’ on the other hand contains aoligr all the 'SingleMSResult's as well as the
'‘AnalyseTemplate' that produced these. This isisuee that the result can be recalled easilyst al
contains a method called 'getFinalTextResult' tbttrns the String representation, as an array, of
the global result for each analysis method in AmalyseTemplate' stored in this object. This class
also allows to remove, add and get a specific tegthin its list. It also implements the
'‘AnalyseListData’ from the 'analysisutilities' pagk allowing it easy access to a copy of its
data(used in the GUI to build a table).
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8.3.5 iohandler Package
This package has two sub packages:
- 'massspectra’ which contains methods to save addhass spectra.

- 'project’ which contains methods to save the 'Mas$/ser’ class in the 'massanalyser’ package
as well as the parts in this class, which are Bk, RL and 'AnalyseTemplate'.

Figure 8.16 shows the class diagram for both sckaguges.

The 'massspectra’ sub package contains a hierdrahfollows the bridge pattern[49]. This pattern
lets the program have many implementation of tineesgype of algorithm, based on the operative
system, user choices etc. This means that thegrogan easily exchange its current used
algorithm in runtime to another one if need beb&amble to do this the pattern contains a class the
program uses directly, a policy class that givesrthes when the different implementation should
be used and an interface that connects the algootasses together under one type.

The classes under the interface 'MSLoader' and &M&Sare the algorithm classes. The
'MSPolicyLoad' and 'MSPolicySave' are the poli@ssks, while the 'lOHandler' presents methods
to easily create instances of the implementatiassgs without calling them directly. In this
implementation the 'lOHandler' acts for both th&IMader' and 'MSSaver' bridge pattern.

o 1 1
‘project’ |0Hanu|er|<

ProjectCreator 1

fMSFolicyLoad MSFolicysave

ProjectHandler

==interface== ==interface==
MSLoader S5 aver

jl\ddrealizem jﬂrealizew
| o ey o e e e TR e e e, e ey P ket e e e 1

|
|
Asciloader FlainTextLoader FlainTexSaver MERawBinarSaver :
|
1

MSBinaryLoader

MSChjeciLoader MERawBinarLoader mME0hjectSaver MSBinarySaver

Figure 8.16: Shows the class diagram of the packalgandler'. The sub package 'project' is the¢iagses to the
upper left. The rest is from the sub package cattedsspectra'.

The classes inheriting the interface 'MSLoader' is:
- 'AsciLoader’, a class that loads mass spectrum fh@ program Databridge.

- 'MSObjectLoader, a class that loads a mass specaued by the serialization classes in Java.
This is literally an object dump.
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'MSBinaryLoader, a class that load a mass spedbasad on this program's own binary format.
The set-up for the format is as follow:

Original name;

Current name;

Two character code followed by the data in the "Myfle it codes for
'MSRawBIinaryLoader’, a class that loads the rawsrspsctrum themselves based on this
program's own format. The set-up for the formatsigollow:

Original name;
Current name;
The data for an 'MZI' object, meaning the pair (Mfensity) of the primitive type
double
'PlaingTextLoader’, a class that loads a massgpedist taken from within MassLynx.

The classes inheriting the interface ‘MSSaver' is:
'PlainTextSaver', a class that dumps the String fsdMassSpectrum's output method.
'MSObjectsaver’, a class that dumps the objecleta$ing the serialization classes of Java.

'MSRawBinarySaver', a class that saves the fonstatllin the '"MSLoader' class of the same
name.

'MSBinarySaver', a class that saves the formadist the ‘MSLoader' class of the same name.

8.3.6 analysisutilities Package

This package contains some small support clasgps:eR8.17 shows a class diagram of these. The
'‘AnalyseListTableModel' is a class that helps thH Geate a table. The interface 'AnalyseListData’
is used in conjunction with the previous class lakimg sure the class that wants to show some or
all of its data in a table(in the GUI) have waysitone the columns of the table as well as fill it

with data. The 'LineOutputFormater' is a class @mmg methods to format text output, like

making a table in a String by using a set sizdtertable elements and the room between the table
elements. The last class called ' TempTable' is inssdme of the analysis methods to store two
dimensional tables, currently only the primitivpdyinteger is allowed.

AnalyselistTablemodel LineQutputFormater TempTahle
i

=<=interface==
AnalyselistData

Figure 8.17: Shows the class diagram of the 'arsalfjities' package.
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8.3.7 testtools Package

This package contains classes to test the othesedaFigure 8.18 shows a class diagram for this
package. The 'MassAnalyserCreater' class was agedttthe GUI and its elements. The only thing
it does is to create a fully loaded 'MassAnalys&h a RL, ESL and 'AnalyseTemplate'.

MassAnalyserCraater ResultStructure
i
| |
Fairs Specintensity

Figure 8.18: Shows the class diagram of the 'telsttpackage.

The 'ResultSpecter' needs a deeper look into thdllghk class is used in conjunction with a
modified 'MarkedMolFinder' (only contains ways #nd data to this class). When an instance of
this class is created it takes a text file contajrthe 'solution’ to a 'MarkedMolFinder' run. This
'solution’ is stored into different lists of thener class called 'Pairs'. The pair inner classaingta
light and heavy isotope of the 'solution’ pair, tnemof charges, markers and what the name of the
marker is(example 'Lys'). There are three diffetestd:

Pairs in list, this list all the pairs contain @deé data that need to be known.
Pairs not in list, this list contains all the pairkere one of the isotopes are missing.

Unknown pairs, this list is empty at the start Wit in the end contain all the pairs found by the
'‘MarkedMolFinder' analysis method but not in tlduson' list. These can be false positives
(FP) which means that they are not really pairshey can be false negatives(FN) which means
they should be there but the 'solution’ did nok jicip(can be the case if the solution is based
upon another algorithm or is incomplete).

All these lists are two dimensional where the chagd number of markers are used to retrieve/set
the content in it. This effectively means thatthé pairs in the list are sorted on these two et
This implementation makes it easier on the progsamce it needs sorted lists to function properly,
and this leaves the program to sort on one date(dlZ) instead of three(M/Z, charge and

number of markers).

The 'Pairs’ inner class contains three lists withifihese three registers different amount of asp
in the marker pair. One list for no isopairs(mesingle pair), one for two marker pairs(means two
pairs) and one for three or more marker pairs. €lass have methods which tells what list a pair
should be assigned to. The main class('Result@telrfilso have a method that delegates it on to
the 'Pairs' class. The 'Pairs' class also contathads to calculate the real mass and the 2/héor t
own pair.

The 'Specintensity' is an inner class like 'Painst are used to save the intensity for every
occurrence the 'MarkedMolFinder' finds during a.faxample: a marker pair in the 'solution’ is
found three times by the 'MarkedMolFinder', siniteélee marker pairs have the same M/Z values it
Is redundant to save these. So instead each dfrde marker pairs save their intensities in one
'Specintensity’ object each, which is kept witla Pairs' itself. The 'Speclintensity' also corstain
the data for when the marker pair was found.
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The 'ResultStructure’ class itself contains aiahethods to register the pairs, not unlike the
'‘MZIMarkerPairs' class in the 'massspectra’ packélgese methods check if the the main peak of
the 'MZIMarkerPairs' matches an M/Z value with améhe solution, with the same charge and
number of markers. The possible results are:

If it does not match any it goes into the unknowirgin list.
If it matches perfectly it goes into the pairsist.|

If it matches the heavy or light isotopes to onéhefpairs in the pairs not in list. Then the
opposite peak is calculated and the new pair isnpotthe pairs in list. It also tags the new pair
as a false true pair since it was not in the fisinf the start.

All of these searches uses the same kind of madifieary search as the 'MZIMarkerrPairs' does.

When the whole 'MarkedMolFinder' analysis methoddse running the results within the
'ResultStructure’ can be displayed with all thernfation, only pairs in list, pairs in unknown list
with more then three iso pairs or as a simplifielwof how many of the 'solution’ pairs where
found.
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9 Conclusion

The Pair Finder analysis method works well on tlassrspectra it was tested on, it also found new
marker pairs that have a potential to be the sap@de but with different isotopes of Leucine.
What is also clear is that the preprocessing deh@® running the Pair Finder is very important,
since this can remove false positives among théitomes of potential marker pairs. At the moment
the analysis method produces a big list of poteptas to be examined by the user. This list can b
reduced drastically by adjusting the parametefd tbe mass spectra data. Also; adjusting the
parameters will result in fewer false positives agthe potential marker pairs.

What would really help to make the list more redealvould be to add a scoring scheme after the
Pair Finder method. This could take into account:

How many mass spectra in a row the marker pairappan
How many isopairs are in the marker pair

If any of the peptide/marker pair appears withedight charge
Other information produced by the Pair Finder.

The fact that the Pair Finder analysis method eanded with other labeled methods than SILAC,
lends it flexibility. The only criteria is that tHabel is visible in a single MS experiment.

The Pair Finder, like most analysis methods, lsaw#aknesses. Most of these should be easy to
catch by a researcher with some knowledge about MS.

The peak detection analysis methods performs waiétipugh the AGPD has a problem removing
noise from mass spectra when there no high pdagk.cin easily be rectified by adding a baseline
correction and noise reduction methods before #adk pletection.

The deisotoping methods do not try to discern betwaverlapping isotopic envelopes and list them
all. Most likely these should not be used exceptfmlysis methods that needs this kind of data.
Both analysis methods uses the same principlescamtbe made better by considering isotope
envelope templates to differ between the isotopiempes.

The deconvolution analysis method performs badigabse there are no good deisotoping method
to insert before it.

The program is flexible since the user can dedideotrder and what analysis methods to be used.
On the down side this might require the user tokknmre to get the right results. This can easily

be circumvented by loading a set of analysis methuith a preset order, which has been created by
another user.

Another good side of the program is that it is dsendly, and gives a good overview of the
experimental data and results. It also let the los&t and save all of the parts, like the experialen
data list, result list and the template contairtimganalysis methods.
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The downside to the program is that it needs tmnsotvert the mass spectra to the right data
format. This is mostly due to the fact that MasstLyas its own proprietary data format.

All over the program is easy to maintain at a lgtnt, like adding new analysis methods, new
GUI and so on.

9.1 Possible Future Upgrades

Most programs are not finished when they are dihveze are always room for improvement in
some way. This sub chapter will mention some otlioeights for improvement of this program.

Create a good baseline correction analysis method
Create a good noise reduction method

Upgrade the program to be able to show the reasltaore than just text. Graphs for mass
spectra and tables for insight into data structareswo ways to improve the readability of the
results.

Scoring Scheme for the Pair Finder. This can beenaadan analysis method and to be run just
after the Pair Finder method.

Be able to add new analysis methods to the engeafesult template, avoiding a complete rerun
of the already created results.

Add filter parameters to the analysis methods. &lpesameters would not modify the analysis
method itself, only the results shown.

Add a way to load the mass spectra as mzXML, am &ML format for mass spectrum.
Get the 'View' menu to work in the main menu bah GUI, or remove it.
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JVM:

(http://java.sun.com/products/hotspot/docs/whitepaper/Java HSpot WP v1.4 802 3.html)
Thread synchronization:
(http://java.sun.com/javase/technologies/hotspot/vmoptions.jsp)
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Appendix

Appendix A: Amino Acids with Side Chains and Characteristics
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Appendix B: Kyte and Doolittle Hydrophobicity Index
alr[n|oiclalele/nnL/kmE p|[s|T W v v
1.8-45 -35-36 25 -35-35-04-3.24538391928-1.6-08-07-09-13 42

The larger the number is, the more hydrophobiathao acid is.

Appendix C: Database Classification of Secondary Structures

The table and it's text is taken from referencg [18clearly shows that the four different progra
classify secondary structures differently(Table2)4.

Table 14.2 A comparison between CATH, SCOP and DaliDD at class level of 3 October 2002.
The numbers of different folds (topologies) inside different classes are shown. The numbers of
different architectures are also shown for CATH.

CATH SCOP DaliDD
Mainly o (5) 219 Alla 151 Alla 257
Mainly g (119) 133 Al 110 All g 69
a B (13) 245 o and B (a/b) 113 o/ ¥
Few §Ss (1) 77  « and B (a+b) 208  o-p meander 19
Multi-dom. {« and j) 34 Antipar. 8 28
Membr. and cell surf. 12  Ambiguous 208
Small 50 Unclassified 405
Coiled coil 4
Low resolution 8
Peptides 63
Designed proteins 17
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Appendix D: Fragmentation Profile in MS/MS

Meutral peptide of four residues

0 Rlz o Rr
” ||
i : H
H;N ] C : N o &
\(lj‘x/(\N/ u\C/,/;'/|\(|:u/ \N/ \(:_OH
| no L k]
B g i R, H 0
The six (main) backbone fragment ions (charge one)
0 R, . 5
NP won 1
b) \Cu,// N// ‘E\C }‘)‘ \{I_, \\N// 'u\\C_OH
| | ow | | >
R, Ot N
0 R, o . 5 &
H,N {'li H & :'w—N " I| {[
a) \C/ \T/ 5 x) |\{|~ﬂ/c \T/ “’\C OH
) = bl
| | o
HN\T/:\ (53 NH* H " ‘
i
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This figure shows the six main backbone fragmepésya neutral peptide when fragmented with
CID and have a charge of 1. Fragment type a, lcamdthe left and its complimentary on the

right(x, y and z).
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Appendix E: How to Use Databridge
Databridge is a small program bundled with MassLyihis program lets you convert other
formats into MassLynx format, as well as converfitgssLynx format into ASCI or NetCDF-.

To start Databridge go into the MassLynx progratddoon the start menu. Here the icon of the
program will be showed(it's a black exclamation krara yellow hexagon). This take you to the
selection screen, shown in figure A.1.

=fatayidee =13

—Source - Magzslynm- i~ Target = ASCI- [with header)

Dhirectory: Dhirectany:
[tk azzl ynsE awFiles 1D:'\.
Filenarne: Filenarne:

|
Drirechany...

Cloze | Corwert | Dptiu:uns...| Help

Figure A.1: The selection screen in Databridge.

On the left side(Source) of figure A.1 a 'Seleattdn is shown. Here you can select what file you
want to convert. The right side lets you chooserehe place and what the name of the converted
file should be. The 'Options' button lets you cleothe type the source file is, and what type the
target file should be. The 'Options' panel is shawingurer A.2.

. Ialalnidpe s LG Tions, 1
Source- i~ Target
o MassLynx - Masslons
£ LaB-BASE " MetCDF
" MetCDF o ASC
T ASCH Iv Include Header
" FPDF11
T OPUS
£ Stables 0542
™ LAB-BASE Libramy
™ Mazslong Libram 5 Masslivng
" JCAMP Libram (= EAME e
Ok I Cancel |

Figure A.2: Shows the format to be converted framafse) and the format converted to(farget).
The convert button starts the conversion of theg ihd will show a progression bar of how far it
has gotten.
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For the 'MassAnalyzer' program follow the recipeemeath:

Start Databridge

Press 'Options’ button

Choose MassLynx as source

Choose ASCI as target

Check 'include header' check box

Press 'OK' button

Press 'Select' button and choose the .raw fiieyitbu want to converting
Back in the select window, write the target name select directory it will be placed by
either typing it or press 'Directory' button

9. Press 'Convert'

10. Wait circa 10min for conversion.

ONOOR~WNE
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Appendix F: Control Set, GDS 300707 _THP1 -100_07

Sequence is the peptide sequence from Mascot, MiEkimass to charge ratio, Charge is the
chrage of the isotopic envelope of the peptide, itmations is what kinf of modification the
peptide have, Retention time is the first retentiore this peptide was found at and 2/1 is therati
between the heavy and light isotope.

Sequence M/Z Charge Modifications Retention time 21
DLYANTVLSGGTTMYPGIADRMQK 870,74 3 1Lys8 44,79 0,86
DLYANTVLSGGTTMYPGIADRMQK 868,06 3 1Lys8 44,73 0,86
EITALAPSTMK 581,27 2 26,59 0,86
EITALAPSTMK 585,28 2 1Lys8 26,62 0,86
AIADTGANVVVTGGK 690,87 2 1Lys8 22,61 0,83
AIADTGANVVVTGGK 686,86 2 22,58 0,83
NFINNPLAQADWAAK 840,91 2 1Lys8 46,78 0,91
NFINNPLAQADWAAK 836,89 2 46,85 0,91
NQVAMNPTNTVFDAK 825,37 2 30,24 0,85
NQVAMNPTNTVFDAK 829,37 2 1Lys8 30,35 0,85
DTNGSQFFITTVK 733,35 2 1Lys8 38,19 0,6
DTNGSQFFITTVK 729,34 2 38,25 0,6
SQIFSTASDNQPTVTIK 918,95 2 30,86 0,61
SQIFSTASDNQPTVTIK 922,95 2 1Lys8 30,89 0,61
ADLINNLGTIAK 625,83 2 1Lys8 37,22 0,85
ADLINNLGTIAK 621,82 2 37,28 0,85
EDVFVHQTAIK 647,82 2 1Lys8 23,79 0,86
EDVFVHQTAIK 643,8 2 23,76 0,86
HGFLEEFITPIVK 769,41 2 1Lys8 54,91 0,85
DVNAAIATIK 508,28 2 27,35 0,92
VGINYQPPTVVPGGDLAK 916,98 2 1Lys8 36,31 0,92
HGYIGEFEIIDDHRAGK 978,95 2 30,18 0,83
HGYIGEFEIIDDHRAGK 655,63 3 1Lys8 30,12 0,83
HGYIGEFEIIDDHRAGK 652,97 3 30,05 0,83
HGYIGEFEIIDDHRAGK 489,97 4 30,42 0,83
SEHPGLSIGDTAK 656,29 2 20,29 0,88
SEHPGLSIGDTAK 660,3 2 1Lys8 20,32 0,88
SEHPGLSIGDTAK 437,88 3 20,35 0,88
GEHPGLSIGDVAK 640,31 2 24,56 0,91
LHNMIVDLDNVVK 759,39 2 1Lys8 41,43 0,74
LHNMIVDLDNVVK 755,39 2 41,31 0,74
AVQQPDGLAVLGIFLK 838,97 2 1Lys8 65,61 0,84
AVQQPDGLAVLGIFLK 834,97 2 65,67 0,84
NGIHDLDNISFPK 735,36 2 35,42 0,79
NGIHDLDNISFPK 739,35 2 1Lys8 35,54 0,79
SDHPGISITDLSK 685,33 2 28,23 0,8
SDHPGISITDLSK 689,34 2 1Lys8 28,26 0,8
DHENIVIAK 523,78 2 1Lys8 18,26 0,85
DHENIVIAK 519,77 2 18,2 0,85
DSPSVWAAVPGK 607,29 2 31,42 0,95
DSPSVWAAVPGK 611,3 2 1Lys8 31,45 0,95
MFIGGLSWDTTK 682,33 2 1Lys8 47,85 0,64
AALTRDPQFQK 662,84 2 IN-ac 1Lys8 26,38 0,78
AALTRDPQFQK 658,83 2 1N-ac 26,35 0,78
HRDFVAEPMGEK 708,32 2 19,58 0,82
HRDFVAEPMGEK 712,33 2 1Lys8 19,61 0,82
HRDFVAEPMGEK 472,54 3 19,65 0,82

107



Sequence M/Z Charge Modifications Retention time 21

YQLDPTASISAK 647,32 2 27,59 0,82
YQLDPTASISAK 651,33 2 1Lys8 27,76 0,82
NPILWNVADVVIK 740,9 2 59,15 0,68
RKRELDVEEAHAASTEEK 700,01 3 15,15 0,97
RKRELDVEEAHAASTEEK 705,35 3 2Lys8 15,18 0,97
RKRELDVEEAHAASTEEK 525,26 4 15,21 0,97
RAGELTEDEVERVITIMQNPRQYK 721,6 4 1Lys8 49,94 0,75
RAGELTEDEVERVITIMQNPRQYK 719,6 4 50 0,75
TLHPDLGTDK 548,77 2 18,06 0,78
TLHPDLGTDK 552,77 2 1Lys8 18 0,78
HGGPKDEERHVGDLGNVTADK 749,69 3 2Lys8 17,76 0,88
HGGPKDEERHVGDLGNVTADK 744,34 3 17,73 0,88
HGGPKDEERHVGDLGNVTADK 558,51 4 17,79 0,88
HVTVIGGGLMGAGIAQVAAATGHTVVLVDC 903,97 4 67,01 0,88
HVTVIGGGLMGAGIAQVAAATGHTVVLVDC 905,98 4 1Lys8 67,04 0,88
HQNVQLPREGQEDQGLTK 1039,01 2 19,94 0,94
HQNVQLPREGQEDQGLTK 695,65 3 1Lys8 20,05 0,94
HQNVQLPREGQEDQGLTK 692,98 3 19,91 0,94
HQNVQLPREGQEDQGLTK 521,99 4 1Lys8 20,08 0,94
NGQDLGVAFK 524,75 2 26,65 0,91
EINNAHAILTDATK 755,88 2 25,2 0,86
EINNAHAILTDATK 759,89 2 1Lys8 25,24 0,86
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