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Then I thank my friends Alexandre Thöne, Elodie Vinandy, Alexandre Junger,
Emmanuel Rapp, and Yann Heintz, for motivating me to learn french and taking
me to a lot of exciting adventures throughout France and Europe.

Finally, I would also like to thank my parents Henny and Per Torheim for their
support. Also my daughter Marie Torheim for providing me with inspiration for
finishing my studies as quickly as possible.

Olav Torheim, Bergen, September 2010.

v



vi



Summary

This thesis focuses on the development of smart pixel readout architectures that
should ultimately be targeted for the Micro-Vertex Detector (MVD) of the CBM
(Compressed Baryonic Matter) experiment. The technical challenge of building a
pixel detector for this experiment is to design particle sensors capable of meeting at
the same time very strict requirements on both spatial resolution, time resolution
and radiation hardness.

The MVD is required to obtain data for the open charm physics programme
of CBM. For a collision rate of 106 collisions/second, it can be shown that the
required time resolution for the first MVD detector station, 5 cm away from the
target, is around 2μs, while the required spatial resolution becomes 5 μm (assuming
a material budget of 300μm Si). The detector has to withstand a non-ionizing
radiation of 2 · 1014neq/cm2 and the material budget is about 0.2-0.3 % of radiation
length.

While bump-bonded hybrid detectors meet the requirements on time resolution
and radiation hardness, they do not provide the required spatial resolution and
material budget. Detectors based on Monolithic Active Pixel Sensors (MAPS), on
the other side, have sufficiently high spatial resolution and low material budget, but
they do not meet the requirements on time resolution and radiation hardness. To
obtain a detector that has the superior spatial resolution and material budget of
MAPS while at the same time providing the fast readout rate and high radiation
tolerance of hybrid detectors, new technologies must therefore be explored.

Increasing time resolution also means increasing the amount of raw data to
transfer. With 2 μs frame readout time, and a typical pixel matrix size of 500,000
binary discriminated pixels, the raw data rate of each sensor becomes 250 Gbits/sec.
To keep the amount of serial data links from the sensors at an acceptable level
with respect to bonding and material budget, and to avoid overloading the data
acquisition system, it is also necessary to embed data reduction or data compression
functionalities within the sensor readout electronics.

Towards fulfilling the requirements of the needed intelligent pixel detectors, nu-
merous steps have been taken. At the IPHC laboratories of CNRS in Strasbourg,

vii



work has been done and is under progress to develop such detectors. The work
is done step by step, starting with the most primitive and low bandwidth CMOS
pixel sensors while making progress towards ever more complex and sophisticated
detectors, with techniques like zero suppression and 3D integration - all techniques
that will be explained in detail later in this thesis.

In the first generation of IPHC MAPS based pixel sensors, the individual pixels
were externally addressed and the pixel matrix was read out entirely [1]. This
means that even for detecting a few hits, the entire matrix had to be read out. In
fact, as the pixel signal is at the same order as natural process variations, the pixel
matrix had to be read twice and the hit signals extracted through offline correlated
double sampling. In the second generation of chips, the frame readout time was
reduced by embedding correlated double sampling and row-wise parallel readout,
called rolling shutter operation. However, without any kind of data compression,
such a reduction in the frame readout time comes at the expense of an ever increasing
data rate. My contribution to the development of the MIMOSA26 sensor and the
first 3D integrated detectors based on MAPS technology will be discussed in the
following:

Starting my work at IPHC in march 2008, the first steps had been taken towards
embedding data reduction micro circuits in the periphery of the active pixel ma-
trix. A prototype circuit, SUZE, interfacing two programmable pixel rows of 128
columns, had been designed, manufactured, and tested, proving the principle of zero
suppression. The next step, where I did my first contribution, was then to build
the zero suppression into an actual sensor, the MIMOSA26. As MIMOSA26 had
1152 columns, nine times more as those interfaced by SUZE, one had to completely
redesign core parts of SUZE for remaining at an operating frequency of 100 MHz.

MIMOSA26 was developed and manufactured for providing fast and sparsified
readout for the EUDET-JRA1 beam telescope [2]. Although being a large step for-
ward in terms of reduced frame readout time (100μs), the row-by-row processing of
the entire matrix becomes a bottleneck for further reduction in frame readout time.
With dual-sided readout and smaller feature size, the architectures based on MI-
MOSA26 are expected to provide frame readout times down to 25μs. However, at
some point it becomes difficult to decrease the frame readout time due to the inher-
ited architectural limitations. The next step towards improving the time resolution
of the monolithic active pixel detectors is therefore to develop a new architecture
that utilizes the new degrees of freedom offered by 3D integration.

With the first 3D detector prototypes developed at IPHC, two architectural
approaches were followed: The first one, targeted at the inner layers of the In-
ternational Linear Collider (ILC), was to power on all the pixels and provide the
analog pixels with a digital tier containing timestamp circuitry (950 μs

25 ≈ 30 μs time
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resolution) and to read out the timestamp information between the bunch train.
The analog pixels could then be turned off completely during the dead time to save
power. To provide this architecture with a faster data transmission using a mini-
mum of bonded wires, a readout control circuit with 8b10b serial transmission was
designed and implemented.

The other approach, required for continuous beam experiments like CBM, con-
tinues with rolling shutter operation, but the time for processing each row is reduced
by taking advantage of 3D technology to embed a discriminator into each pixel. As
the bottleneck of rolling shutter operation still is the fixed line processing time,
the next measure to reduce frame readout time is parallellization by splitting into
rolling shutter segments operated in parallel.

To arrive at a frame readout time as low as 2μs, required for CBM, and two
orders of magnitude lower than the so far achieved frame readout times, the re-
cently submitted 3D integrated rolling shutter architecture was chosen as a starting
point for continuing the 3D detector development in the direction necessary for
this experiment. Already interfacing a binary discriminated rolling shutter circuit
with excellent line processing time, an important part of this work would then be
to prevent the digital readout from lagging behind this improved rolling shutter
circuitry, and similar measures of parallellization were therefore proposed for the
digital zero-suppression circuitry.

Instead of keeping the zero-suppression circuitry in the periphery, where it has
to process lines one by one at the same speed as that of the rolling shutter, a new
and pixelized structure is proposed, where the zero suppression is distributed to
the individual pixels, and with the pixel rows extracting their hit information in
parallel. To combine the sequential rolling shutter operation of a submatrix with
a parallel search for hit patterns, each submatrix splits into two halves, where the
rolling shutter injects hits in one half while the zero suppression circuitry extracts
pattern information in the other half.

The proposed design has been verified through simulation. Compared to the
zero suppression circuitry of MIMOSA26, the proposed new readout is superior with
respect to scaling with a higher hit density, and it does not have the limitations of
a maximum number of hits to extract from each row, only a maximum number of
hits to extract from the entire matrix.

The thesis is organized into six chapters, with the last chapter containing a
summary and an outlook:

Chapter 1 starts with a general description of different solid state detectors
and their integration with electronics, like hybrid and monolithic, followed by a
description of the MAPS architectures and the strategy chosen to provide these
sensors with faster readout.
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Chapter 2 gives a discussion on the state of the art of readout architectures for
pixel detectors. It also gives a discussion on the readout electronics of the latest
MAPS-based sensors and their requirements, especially focusing on the concepts of
zero suppression and clusterisation.

Chapter 3 presents the MIMOSA26 pixel architecture, with its fast line pro-
cessing and sparsified readout. It also presents the work that has been done with
creating a test environment for verifying and validating the MIMOSA26 design prior
to submission, and it presents the future perspectives of adapting this architecture
to new experiments.

While chapter 3 presents the last achievements in 2D MAPS, chapter 4 in-
troduces the new techniques of 3D integration. Vertical 3D integration offers the
possibilities of using the best features from different processes, and to increase the
amount of logic per pixel for providing functionalities previously available only in
hybrid detectors. With 3D integration, it is also possible to split rolling-shutter
operated MAPS into smaller segments that are operated in parallel, thus avoiding
the rolling shutter from becoming a bottleneck for the time resolution.

The same chapter also introduces the three first 3D chips designed at IPHC. The
first two chips are 3-tier designs with data driven readout or rolling shutter operated
readout, respectively. The third chip, which is described in more detail, is a two-
tier prototype chip, targeted for ILC, which is implemented with time stamping and
delayed readout, and with an 8b10b readout interface for fast serial transmission.

In chapter 5, a conceptual design is presented for a 3D integrated detector that
meets the requirements of CBM. In the proposed design, the zero-suppression tech-
niques of the rolling-shutter based 2D MAPS is combined with the new features
of the first 3D integrated circuits. Rolling-shutter operation is still utilized to save
power, but the matrix is split into segments to meet the requirements of time res-
olution. The zero-suppression circuitry that was placed in the periphery of the 2D
matrices has been distributed into the pixels. By splitting each submatrix at the
digital tier into two halves that are read out at each their time interval, the sequen-
tial rolling-shutter operation of rows in the analog tier is combined with parallel
token-injection in the rows of the digital tier.

Through segmentation and parallellization, the performance of the readout elec-
tronics is raised to a level where it is possible to arrive at 2μs frame readout time
and thus meet the time resolution requirements of CBM.
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Chapter 1

Solid state pixel detectors for high

energy physics

High energy particle accelerators generate particle collisions at interaction rates up
to 40 MHz, with around 1000 new particles coming out from each collision (Large
Hadron Collider at CERN). As some of the rarest particles do not live more than
a picosecond or less, they have to be indirectly identified by reconstructing their
secondary vertices, indicated by the trajectories of their daughter particles. To be
able to separate the daughter particles of the decay vertex from the background
particles of the original collision vertex, it is necessary to detect these particles
as close to the interaction point as possible, and with the highest possible spatial
accuracy [3].

A pixel detector is composed of a planar two-dimensional array of particle sens-
ing elements, where each individual element is called a pixel. Future high-energy
projects, like the Compressed Baryonic Matter (CBM) experiment at FAIR and
the International Linear Collider (ILC), have led to lots of efforts being put into
developing solid state pixel detectors for particle trajectory reconstruction [4] [5]
[6].

With CBM and ILC, it is intended to use pixel detectors for providing detection
and identification of short lived hadrons, like for example D mesons. As such hadrons
decay into daughter particles like kaons and pions long before they even reach the
first detector element, they must be identified by reconstructing their decay vertices.

Although the daughter particles may travel through long distances during their
lifetime, every interaction with matter results in scattering and thus a deviation
from the original path. To be able to measure the original particle trajectories, the
pixel sensors must therefore be located in the innermost layer of the detector, and
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with a minimum of material budget for cooling and mechanical support 1. And due
to the very small radius of the innermost layer, these sensors must also be of very
high spatial resolution.

1.1 Operation principle of silicon detector

The silicon detector is a solid state crystal operated as a reverse biased p-n diode.
The p-n diode is created by implanting acceptors and donors in the material, like
boron and phosphorous. When the diode is reverse biased, only a small leakage
current flows through the depletion zone in the p-n junction, but if an ionising
particle traverses the sensor, it ionizes the medium and excites electrons from the
valence band to the conduction band. Electron-hole-paires are thus created at a
typical rate of 80 electron/hole pairs per micrometer, and electrons and holes are
swept to each their side by the electrical field of the p-n junction.

A block schematic of a general particle detection system is shown in Figure 1.1.
A reverse-biased photosensitive p-n diode detects charged particles as electron-hole
pairs are generated by ionizing particles inside the detector material. The generated
electrons drift in the electric field towards the positively biased n-electrode of the
detector. The total induced charge, Q, is integrated onto the feedback capacitor of
a charge sensitive amplifier, thus giving rise to a voltage step of amplitude Q/Cf at
the amplifier output.

Figure 1.1: Charge Sensitive Amplifier (CSA) with shaper. The detector sensing element is
modeled as a reverse biased p-n diode with a parasitic capacitance CD, while the shaper is modeled
as a low pass filter followed by a high pass filter (RC-CR).

1In detector development, material budget is a constraint on the detector thickness that is specified in
percentage of radiation length.
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The step signal from the charge sensitive amplifier is fed to a pulse shaping
amplifier. The main purpose of pulse shaping is to optimize the signal-to-noise ratio
(SNR) of the readout electronics and to provide a signal that is suitable for further
signal processing. The shaper is especially beneficial for reducing the contribution
of high and low frequency noise coming from the preamplifier and the detector. The
shaper can be represented as a series connection of N first order low pass filters and
M first order high pass filter.

Depending on the type of application, the stage following the pulse shaper could
be a discriminator for event detection or a peak detect and hold circuit for pulse
height measurement [7] - or a combination of both features, as in the n-XYTER
chip that was used for high rate imaging neutron detection [8].

It can be shown that for a typical detector setup with charge sensitive amplifier
and shaper, the equivalent noise charge increases more or less linearly with the de-
tector capacitance and the preamplifier input capacitance [7]. The smallest possible
detector capacitance and preamplifier input capacitance is therefore desired.

1.2 Types of silicon detectors

Although solid state detectors have been known for more than 50 years, it was first in
the beginning of the 1980s, with the search for short-lived particles in experimental
physics, that their particle tracking capabilities were investigated.

The introduction of planar technology gave first rise to the one-dimensional de-
vices, the strip detectors. The next devices in line were the two-dimensional planar
devices, like double-sided strip detectors, and charge coupled devices (CCD). An-
other essential step came with the development of hybrid devices, where pixelized
planar devices could be bump-bonded to pixelized readout ASICs [9], and the de-
velopment of monolithic devices, where sensor and readout electronics are on the
same device.

1.2.1 Sensors of high-resistivity processes

Microstrips

With the strip detector, narrow strips of electrodes are implanted in parallell on a
silicon substrate of high-purity bulk material. This configuration results in several
long and narrow p-n diodes with the same properties as a single diode. By simply
combining perpendicularly oriented strip detectors, or by implementing perpendic-
ularly oriented strips on the sensor backside, a point-like p-n diode appears at every
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strip intersection. In such case we get a two-dimensional position sensitive detector
[10].

The strips of the silicon strip sensors are normally wire-bonded to their readout
electronics. Example of such a sensor is the SCT microstrip sensor used in ATLAS
[11]. In the research and development phase of the ATLAS detector, different kinds
of options for strip detectors were prototyped and evaluated with respect to con-
straints like radiation hardness and manufacturability. Double-sided sensors were
prototyped, and also sensors with n+ electrodes in an n-type substrate, but they
were rejected at an early stage in favour of single-sided sensors with n+ electrodes
in a p-doped substrate (largely because of system difficulties with readout at high
voltage) [12].

Planar pixel sensors

The planar pixel sensor is a planar array of p-n or p-i-n diodes, whose electrodes are
coupled to their pixelized readout electronics through bump-bonding. Their accom-
panying readout chips bring separate logic to every pixel cell, and such detectors
are called hybrid detectors.

Compared to microstrip detectors, the segmentation of the electrodes reduces
the capacitance and the leakage current per channel, thus improving the SNR. An
example of such a sensor is the pixel sensor used in the innermost layer of the
ATLAS particle tracking system [13].

The pixel sensors used in ATLAS collect signals on n+-electrodes - the n-in-n
sensor, where the p-n junction is fabricated on the backside [14]. As the type of
silicon wafer inverts into p-type after irradiation, the n-in-n sensor becomes an n-
in-p sensor, where the p-n junction is moved to the front side. An advantage of the
n-in-p sensor is thus the possibility of continuing to operate the sensor in partial
depletion prior to irradiation. The charge collection efficiency is also enhanced by
collecting electrons in the n+-electrode, instead of holes in a p+-electrode, which are
more prone to trapping due to their lower mobility.

DEPFET

The detector concept of DEPFET (DEpleted P-channel Field Effect Transistor) was
developed in the late eighties [15]. The principle of DEPFET is to use an n+ doping
implant - and appropriate biasing of bulk, source, drain and a p+ rear electrode
- to establish a local potential minimum right underneath a p-channel field effect
transistor. While holes created in the bulk material are drifting towards the rear
electrode, electrons are collected in the local potential minimum underneath the
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channel. The potential minimum will act as an internal gate for the transistor, and
the electrons collected are thereby modulating the transistor current.

Due to small internal gate capacitance, absence of external connections to the
first amplification stage, and a fully depleted bulk, an excellent SNR can be obtained
with DEPFET devices. Pixel detectors based on DEPFET are to be installed in the
vertex detector of the BELLE-2 experiment [16] and are also among the candidates
for equipping the vertex detectors of ILC [17][18].

3D

In the late nineties, a new architecture for silicon detectors was proposed, called the
3D detector [19]. In this detector, the electrodes are penetrating through the entire
substrate. Since the width of the depletion region depends on the spacing between
the electrodes, and not any more on the wafer thickness, it is possible to obtain low
depletion voltage and fast charge collection times.

In heavily irradiated planar detectors, the increase of the depletion voltage and
the reduction of the charge carrier mean drift length due to trapping effects are a
major issue. In 3D detectors, a direct consequence of the low depletion voltage and
short distance between electrodes is an increase of the radiation tolerance [20].

Unlike other detectors, which have a substantial dead area along their edges, 3D
detectors have active edges, which are formed from electrodes in the third dimension,
perpendicular to the top and bottom surfaces, with full sensitivity to within a micron
of the physical border [21].

3D sensors with electrodes penetrating the entire substrate and with active edge
were successfully tested with the ATLAS pixel readout electronics. This technol-
ogy gives the possibility of constructing sensors with depletion voltages an order of
magnitude lower than the depletion voltages of their corresponding planar sensors,
and sensitivity to within a few μm of the physical edges. A drawback of 3D de-
tectors is, however, the rather long and complex fabrication process, as methods of
silicon micro-machining must be used. This could lead to the unfeasibility of mass
production of these detectors [20]. Another problem is that the 3D electrodes are
parallell to the particle tracks at normal incidence, and this leads to considerable
signal loss in the cases where particles pass through the inside of electrodes, reducing
the detection efficiency [22].

1.2.2 Sensors manufactured in low-resistivity processes

Since both detector and readout electronics can be based on silicon, it is in principle
possible to build sensor and electronics into the same wafer, with readout electronics
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on the surface and the bulk material as the sensitive volume. Without wire bonding
or bump bonding between sensor and electronics wafers, the total input capacitance
is strongly reduced, and in this way excellent noise figures obtained - while at the
same time avoiding the costly hybridization processes. And when no more limited
by the minimum dimensions needed for bump bonding (see for example [23] and
[24]), much smaller pixels can also be implemented.

However, while commercial CMOS processes for electronics need low resistiv-
ity substrates to fabricate small transistors, silicon detectors need high-resistivity
substrate for depleting their active volume. A monolithic pixel detector with non
standard CMOS on high-resistivity bulk material was successfully prototyped al-
ready in the early nineties [25], but no large scale detectors have been developed on
this approach, due to the use of nonstandard processing technologies.

If standard CMOS processes are to be used for manufacturing monolithic pixel
detectors, there are currently two different options. The first one is CMOS with
charge collection in the epitaxial layer2 (MAPS), and the second one is silicon on
insulator (SOI), where the support wafer underneath the isolating oxide serves as
detector layer for the amplification and readout electronics located on top.

The principle of using the epitaxial layer as active volume is the following:

Since the impurity level of the epi layer - and therefore also its resistivity - is
lower than the impurity level of the bulk material, alignment of the different fermi
levels in the two layers lead to a potential barrier being created at the boundary
between the epi and the bulk material. When electron-hole paires are generated by
impinging particles in the epitaxial layer, the generated holes will therefore quickly
disappear into the lower-potential substrate, while the generated electrons remain
within the higher-potential epitaxial volume.

In pixel detectors based on CCD, the epitaxial volume is patterned into potential
wells where the electrons are stored until being transferred out of the pixel matrix
with a three-phase clock. In pixel detectors based on MAPS, the electrons diffuse
thermally around until reaching the charge collecting diode of the pixel.

Charge coupled devices (CCD)

The operating principle of charge coupled devices is to create an array of gates where
potential wells for trapping electrons are formed underneath them. A basic CCD
cell is comprised of a photogate to provide the potential well and two isolation gates
to provide isolation to the neighbouring wells. When the content of the potential

2An epitaxial layer is a thin single crystal layer grown on top of an underlying crystal, with the latter
providing the desired lattice structure. A variety of methods can be used to provide the appropriate atoms
to the surface of the growing layer, like liquid-phase epitaxy or molecular beam epitaxy.
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wells is to be read out, a three-phase-clock is used to shift the potential wells from
one cell to another. With this behavior, the rows of accumulated charges may be
moved one by one to the periphery of the chip, where they are converted to voltages
by a sense amplifier.

The active area of a charge coupled device is in the epitaxial layer of the chip,
normally of around 20μm depth. Since most of the chip volume does not contribute
to the electrical signal, CCD circuits for particle trajectory detection can be thinned
down without losing signal to meet the requirements of material budget [26].

A main disadvantage of using CCD circuits in particle physics experiments is
their long readout times. The charge has to be shifted serially under one gate to the
next one, across the rows and columns of pixels, and due to the slow three phase
clock and the large number of rows, the readout time of the whole detector may
reach hundreds of milliseconds. For example, with the VXD3 CCD chips installed
in the SLD detector, the readout time was 200 ms [27]. However, as part of the
R&D for ILC, CCD prototype chips aiming at a time resolution as low as 50μs
have been developed. The prototypes have been based on two parallell approaches.
With the first approach, sequential readout has been replaced with column parallell
readout. With the second approach, each pixel cell is equipped with 20 different
charge storage elements, with each element collecting the charge deposited under
the pixel photogate at each their 50μs time interval - followed by delayed readout
between the 1 ms bunch trains [28].

Poor radiation hardness is another weak point of CCD devices, as charge trap-
ping occurs in numerous bulk transfers, resulting in the deterioriation of the charge
transfer efficiency. Even very small charge transfer inefficiency can lead to signifi-
cant losses and signal smearing, and the possible number of rows of a CCD matrix
is thus limited due to post-irradiation effects [29].

Monolithic Active Pixel Sensors (MAPS)

With monolithic active pixel sensors, the generated electrons released by an ionising
particle are kept in the epitaxial layer by potential wells at the boundary until they
reach an n-well collection diode by thermal diffusion. Due to the thin active volume,
with typical epitaxial depths from 10 to 20 μm, the total signal charge of MAPS is
very small ( < 1000e−) compared to fully depleted high-resistivity devices, and the
charge collection time is in the order of 100 ns due to the slow thermal diffusion
transport in the epi potential well. Development of very low noise electronics is
therefore required for this kind of detector.

The operating principle of a monolithic active pixel sensor (MAPS) is shown in
Figure 1.2. The n-well acts as charge collecting diode, while the p-wells contain
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the transistors required for preamplification. In cross section B, there is a positive
contact potential difference on each side that prevents the generated charge from
escaping the epi volume. In cross section B, the lightly doped p-epi sees two neg-
ative contact potentials, one on the bottom and another one on top. The negative
contact potentials are due to the much larger doping concentration of both the p++
substrate on bottom and the p-well on top. Electrons diffusing around in the p-epi
are therefore prevented from escaping the epi volume. In cross section A, the p-epi
sees a positive contact potential on top and a negative contact potential on bottom.
The positive contact potential is due to the p-n junction between the epi and the n-
well, and eletrons diffusing into this depletion region are swept across the electrical
field and collected by the n-well.

Figure 1.2: MAPS operation principle. A cross sectional view showing the charge diffusion
to the left, and with the corresponding potential distribution of the two cross sections A and B
shown to the right.

Figure 1.3 shows the response of a MAPS structure to X-ray photons from a
55Fe-source at energies of 5.9 keV. The MAPS structure is depleted only directly
under the n-well collection diode where full charge collection is obtained, and the
peak corresponds to photons absorbed in the small depleted region of the n-well.
However, the main part of the spectrum corresponds to the absorption of photons in
the undepleted part of the epitaxial layer, where the charge collection is incomplete
due to recombination of the diffusing electrons and holes [1].

In principle, it is also possible for electrons generated in the bulk to diffuse
to the boundary and become captured in the epitaxial potential, contributing to
the signal. But since the life time of charge carriers inside a heavily doped p++

substrate is so short, this contribution is in practice negligible, and the active volume
is thus limited to the epi layer. With an epi layer of thickness in the order of
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Figure 1.3: Distribution of collected charge for 5.9 keV photons [1].

10 μm one can expect to collect close to thousand electrons created by a minimum
ionising particle. However, a moderately doped substrate without epitaxial layer
has also been tried with excellent minimum ionizing particle tracking performance.
These results open a much larger choice of possible CMOS processes in the future,
which are important due to the observed tendencies of either removing or drastically
reducing the epi thickness in very deep submicron technologies. Still, the absence
of electrons reflected by the epitaxial/substrate barrier and the deeper origin of the
substrate electrons results in a wider and less peaked charge distribution of clusters.
With the MIMOSA-4, manufactured with 20 μm pitch in non-epitaxial process,
a single-point resolution of approximately 4μm was observed in the beam tests,
compared to approximately 1.5 μm for its epitaxial-manufactured counterparts [30].

Normal MAPS chips cannot utilise both the n- and p-types of transistors at the
same substrate, since competing n-wells required for p-type transistors would draw
charges away from the charge collecting diode. All parts of electronics that require
both kinds of transistors must therefore be replaced with structures that only utilise
n-type transistors - or they have to be moved to the periphery of the matrix. Pixel
cells that follow the traditional configuration with CSA, shaper, PDH and discrim-
inator are therefore difficult to implement. CSA and shaper are instead replaced
with a low gain amplifier and source follower, with the corresponding requirements
for low noise design.
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Figure 1.4 shows a block diagram of a basic MAPS pixel cell, each being com-
posed of three transistors - a self biasing diode 3, a source follower and a pass
transistor for connecting to pixel cell to the column line. As charge is collected
on the diode, a voltage corresponding to vq = q

Cdiode
, is generated, and with Cdiode

being the diode capacitance. All the amplification circuitry of the pixel cell can
be switched off during charge acquisition, with the purpose of saving power. This
circuitry is instead only switched on for the small period when the row of this pixel
is processed for readout.

Figure 1.4: Block schematic of a basic MAPS pixel cell.

The current passing through the self biasing forward diode is very low, and
hence, its 1/gm impedance4 seen from the charge collection electrode is very large.
A time constant in the order of seconds before returning to the DC operating point
is therefore obtained 5.

The amplitudes of the pixel signals are in the millivolt range, which is within
the voltage deviations caused by process variations. It is therefore necessary to in-
dividually correct the pixel signals for variations in offset through correlated double
sampling. With correlated double sampling, the pixel is sampled twice: First, the
pixel signal is sampled and stored onto a capacitor, then a global reference value
is sampled onboard the pixel cell and stored on another capacitor. The potential
difference between the two signals can then be A/D converted or discriminated.

At IPHC, the MIMOSA (Minimum Ionizing Particle MOS Active Pixel Sensor)
series of MAPS based pixel sensors have been developed for several years. Figure
1.5 shows a block diagram of a basic MIMOSA matrix, where a column shift register

3An alternative configuration is to replace the self-biasing diode with a switch that is used to reset the
pixel to a reference value after each read cycle.

4The transconductance of a transistor, gm, is its small-signal current amplification, diout

dvin
5Such a long time constant could in some cases be considered a source of possible pil-eup problems.

However, as the charge signal is within the order of millivolts, there has to be a very high number of hits
before the pile-up voltage exceeds the valid range
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and a row shift register is used to select individual pixels for readout. The logic for
controlling the readout is located in the peripheral area of the active pixel matrix.

Figure 1.5: Simplified block diagram of a single array of a MIMOSA circuit [31].

As a direct consequence of one of their basic operation principles, CMOS sensors
offer very high spatial resolution. Since the charges liberated when a minimum
ionizing particle traverses the epitaxial layers diffuse thermally and get distributed
over several pixels, the resulting charge sharing allows to reconstruct hit positions
with a spatial resolution much better than the binary resolution associated with the
pixel pitch (which is the pixel pitch divided by the square root of twelve).

Since only the epitaxial layer contributes to the charge collection, the pixel de-
tectors based on MAPS can similarly to CCD be thinned down to improve ma-
terial budget, without losing signal. Several MAPS-based MIMOSA chips, like
MIMOSA18[32] and MIMOSA26, have been thinned down to 50μm using commer-
cially available post-processing techniques. Such sensors are therefore particularly
suitable for low material budget operation in the vertex region of a detector.

Deep n-well MAPS

A drawback of using the MAPS detectors is the fact that only NMOS transistors can
be used in the active area of the pixel matrix. Deep n-well MAPS (DNW-MAPS),
which is another emerging MAPS-based technology, overcomes this problem by
using a buried n-type layer as the charge collection diode. If the deep n-well electrode
is made sufficiently large, smaller and shallower n-wells can be allowed in the vicinity
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of the larger and deeper charge collecting electrode with rather moderate, but still
significant, degradation of the charge collection efficiency.

The availability of both transistors inside each individual pixel cell enables in-
cluding more sophisticated functions inside the pixel cells, thus making the imple-
mentation of data sparsification and time stamping a viable solution. Examples of
such designs are the SDR0 prototype chip (25μm pitch) for the ILC vertex detector,
based on timestamping and delayed readout [33], and the APSEL3D and APSEL4D
prototype chips (50μm pitch) for the KEK Super B-Factory, based on data-driven,
continuous readout [34].

Although improving pixel functionality, the deep n-well designs lag behind in
terms of detection efficiency. Beam test results of APSEL4D show that the detection
efficiency saturates at around 92% [35], compared to detection efficiencies above
99.5% in standard MAPS chips (see for example [36]).

Depleted epitaxial MAPS

Due to demands from industry on improving the CMOS photo-detection perfor-
mance, processes with resistivity high enough to fully or partly deplete the epitaxial
layer have recently become available. The charge collection mechanism of MAPS
sensors implemented in this technology will then be drift instead of diffusion.

The fully or partly depleted epitaxial layer is available in the XFAB-0.6 process,
and a prototype chip in this process, MIMOSA25, has already demonstrated good
results. The benefits of having a depleted epitaxial layer is that the released electrons
will immediately drift towards their collecting electrode, instead of slowly diffusing
like they do in the standard MAPS chips. Dependent on the radius of the depletion
region around the charge collection diode, the charge collection time can be reduced
by an order of magnitude or more, improving the radiation tolerance.

With standard MAPS, the tolerable amount of non-ionizing radiation is around
1012 neq/cm2. MIMOSA25 (20 μm pitch and 15 μm deep epitaxial layer) has been
tested in beam with excellent results up to 3 · 1013 neq/cm2, which has been con-
sidered promising for extending the radiation tolerance up to 1014 neq/cm2 [37].

Since the electrons are directly drifting towards their nearest collection electrode,
instead of diffusing in the substrate, the cluster multiplicity of the hit signal becomes
much less than in standard MAPS diodes (clusters are further described in Chapter
2). This concentration of charge in fewer pixels (90% of collected charge in 3 pix-
els) increases the SNR, and makes it therefore possible to increase the discrimator
threshold to suppress noisy pixels (especially important after irradiation) without
significant loss in hit detection efficiency. Measurements from MIMOSA25 show
that the collected charge in the seed pixel is at least twice larger for the sensor with
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depleted layer than for an undepleted one, translating into an SNR of around 60
before irradiation (and remaining above 30 after being exposed to 3 · 1013neq/cm2).

While nondepleted MAPS typically have fake hit rates below 10−4 for detection
efficiencies above 99.5% [38], the doubled SNR of depleted MAPS a makes it possible
to increase the threshold and reduce the fake hits rates by orders of magnitude while
remaining at the same excellent detection efficiency.

SOI

Silicon On Insulator, SOI, is a process that has been used for many years in com-
mercial electronics production. One of the advantages of the process is its immunity
to latchup, as the individual transistors are isolated from each other, avoiding the
parasitic bipolar structures.

The idea of utilizing SOI in a detector is to use the support wafer under the
buried oxide as a fully depleted high-resistivity detector material. With this tech-
nique, the entire underlying substrate contributes to the charge collection, and one
can therefore obtain a much larger active volume than that of MAPS, where only
the thin epitaxial layer contributes to the charge collection (and with epitaxial thick-
nesses varying from process to process, like the 7 μm epitaxial depth of MIMOSA8,
fabricated in TSMC-0.25, compared to the 14-20 μm epitaxial depth of the later
chips fabricated in AMSC35 [39]).

SOI also gives the full freedom of implementing both PMOS and NMOS tran-
sistors above the buried oxide layer, with the entire support wafer functioning as a
fully sensitive detector without dead area.

SOI detectors are formed by connecting a top wafer of low resistivity and a
bottom wafer of high resistivity through a silicon oxide bond. Thus, a buried oxide
is formed between the wafers, and after bonding the top wafer is thinned to only a
few μm. Later, vias can be etched right through the buried oxide, and in this way
detector and readout electronics are connected together.

Although SOI has many advantages compared to MAPS, it also introduces dis-
advantages like the back gate effect of the underlying support wafer [40]. Due to
charge trapping in the buried oxide, which both affect the threshold voltage in the
transistors, the detectors based on SOI are also highly sensitive to ionizing radia-
tion. Analog designs in SOI technology are also difficult due to self-heating effects,
poor transistor matching and poor transistor bulk contact quality compared to bulk
counterparts [41].
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1.3 Pixel detectors for CBM

This work focuses on the development of sparsified readout architectures for MAPS-
based pixel sensors that ultimately should be targeted for the Micro Vertex Detector
(MVD) of the CBM (Compressed Baryonic Matter) experiment. The technical chal-
lenge of building pixel architectures for this experiment is to design architectures
capable of meeting at the same time very strict requirements on both spatial reso-
lution, time resolution and radiation hardness.

The CBM detector is composed of the Micro Vertex Detector (MVD), a Sili-
con Tracking System (STS), a Ring Imaging Cherenkov detector (RICH), replaced
with a Muon Chamber (MUCH) when performing muon measurements, a Tran-
sition Radiation Detector (TRD), a Time Of Flight spectrometer (TOF), and an
elecomagnetic calorimeter (ECAL) [42]. Figure 1.6 shows the detector setup.

Figure 1.6: CBM detector setup. Left: Configuration for electrons. Right: Configuration for
muon measurements [42].

At the energies obtained during the CBM experiment, charmed mesons are pro-
duced close to threshold. Consequently, the multiplicity of these particles is ex-
tremely small, with about 2 · 10−4 D0 mesons per central Au+Au collision at 25
AGeV. These signals must be measured via the decay into charged hadrons, and to
separate these daughter particles from a background of several hundreds of other
charged particles created in the primary collision, it is necessary to reconstruct the
displaced decay vertices with a spatial resolution of 50μm or better.

The heart of the CBM detector is the STS, composed of silicon strip detectors and
responsible for reconstructing the particle tracks. To refine the spatial resolution of
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the particle tracks to the level required for the secondary vertex reconstruction of
charmed mesons, the STS is preceded by two or three detector stations of MAPS-
based pixel detectors, which make up the Micro Vertex Detector (MVD).

1.3.1 Requirements

Time resolution, spatial resolution, radiation hardness, and material bud-
get

The MVD is required to collect data for the open charm physics programme of
CBM, and we intend to run the experiment at 106 collisions/second. For such a
collision rate, it can be shown that the required time resolution for the first MVD
detector station, 5 cm away from the target, is 2 μs, while the required spatial
resolution becomes 5 μm. The detector has to withstand a non-ionizing radiation
of 2 · 1014neq/cm2 and an ionizing radiation of approximately 34 MRad, and the
material budget of one detector station is just a few 0.1 % of the radiation length.

Currently there is no pixel detector that is able to meet all these requirements
at the same time. To obtain a detector that has the superior spatial resolution and
material budget of MAPS while at the same time providing the fast readout rate
and high radiation tolerance of hybrid detectors, new technologies must be explored.

Data flow

Increasing time resolution also means increasing amounts of raw data to transfer.
With 2 μs frame readout time, and a typical pixel matrix size of 500,000 binary-
output pixels, the raw data rate of each sensor becomes 250 Gbit/sec. With such
an enormous amount of data to read, it will, even with fast a differential series
transmission protocol, be difficult to bond the sufficient amount of wires to each
sensor. The large amount of wires will also make it difficult to meet the requirements
of material budget.

To keep the number of serial data links from the sensors at an acceptable level,
and to avoid overloading the data acquisition system, it is necessary to develop some
kind of online data reduction or data compression within the sensors.

1.3.2 Limitations and advantages of standard pixel architectures

Where bump-bonded hybrid detectors provide excellent time resolution and radi-
ation hardness, they do not provide the required spatial resolution and material
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budget6. MAPS based detectors, on the other side, have sufficient spatial resolution
and material budget, but they do not meet the requirements on time resolution and
radiation hardness7.

1.3.3 Proposed solutions

Technological

For MAPS pixels, high spatial resolution and fast readout are conflicting require-
ment, since high spatial resolution requires small pixels while a fast readout archi-
tecture requires more logic to fit into each pixel. And as we are limited to NMOS
transistors, the pixel functionalities must either be suboptimally implemented with
only one type of transistors, or the pixel signal must be routed to the periphery
for sequential or column parallell processing. However, 3D integration of electron-
ics is an emerging technology providing new degrees of freedom to overcome the
limitations in standard MAPS:

• Vertically integrating several wafers of pixelized chips, the detector part and
the readout electronics can be separated. The limitation of NMOS-only pix-
els therefore no more apply. And with proper partitioning, one can design
3D stacks where different functionalities are implemented in each their most
optimal technologies.

• As the available pixel area is multiplied with the number of stacked wafers,
3D integration allows pixelized readout architectures with progressively more
logic per pixel, and with features similar to the readout ASICs of hybrid pixel
detectors.

• Distributing the previously peripheral readout circuitry into the individual
pixels, the readout electronics can be put on top of the pixel matrix, instead of
being located in the periphery where it contributes to an inactive dead area.

And by replacing standard MAPS with depleted epitaxial MAPS, the charge
collection time may be reduced by an order of magnitude, strongly improving the
radiation hardness of the sensing element. The next step towards improving the time

6Like the ATLAS FE-I3 readout ASIC, with 25 ns timestamp resolution, and with modules proven to
withstand 1015neq/cm2, but with pixel pitch of 400μm x 50 μm and interfacing a planar sensor of 250μm
thickness, [43] [13]

7Like the MIMOSA26, that has pixel pitch of 18.4 μm and has been thinned down to 50μm, but with
time resolution of 100μs and a standard epitaxial substrate where charge collection efficiency is strongly
degraded after 5 · 1012neq/cm2 [44]
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resolution and radiation performance of monolithic pixel detectors could therefore
be to develop 3D integrated pixel detectors, with depleted epitaxial MAPS serving
as the sensor layer.

Architectural

In the first prototypes of the MAPS based pixel sensors, the MIMOSA chips, each
individual pixel was externally addressed individually and the pixel matrix read
out in its entirety [1]. This means that even for detecting a few hits, the entire
matrix had to be read out, pixel by pixel. Since then, there has been an evolution
in processing capabilities, where sequential processing of pixels has been replaced by
parallell processing at row level (rolling shutter operation), and embedded correlated
double sampling and data reduction microcircuits have been built into the sensor.

The parallell processing of rows means, however, that the frame readout time
is limited by the number of rows and the time to process each row. The frame
readout time can be reduced by reducing the number of rows that are processed by
the rolling shutter. However, as material budget limits the number of overlapping
sensor chips to two, the minimum height of the pixel matrix is equal to the height
of the readout electronics in the periphery, and it has been shown in [39] that the
minimum frame readout time achievable with standard MAPS is in the order of
10 μs.

The ultimate goal should therefore be to replace the sequential processing of
lines with an architecture where each pixel is able to detect that is has been hit and
initiate its own sparsified readout.

Even with sparsified readout, the amounts of data to transfer per sensor will
be on the order of gigabits per second, and fast serial transmission interfaces must
be developed. With differential signaling and 8b10b encoding, where both clock,
control and data are embedded into the same data stream, the data rate is in-
creased while at the same time the number of wires to bond is reduced. Fewer wires
facilitates bonding and gives lower material budget.

Means of development

Towards fulfilling the requirements of pixel detectors for CBM, different applica-
tions and experiments with less demanding requirements are targeted for the cur-
rent MAPS based sensor designs. The requirements for three such applications are
depicted in Table 1.1.

EUDET JRA-1 stands for a beam telescope developed as part of the EUDET
project for detector research and development towards the international linear col-
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lider [45]. While the STAR experiment (Solenoid Tracker at RHIC) is an experiment
built at the RHIC collider at Brookhaven with the purpose of studying the formation
and characteristics of the Quark-Gluon-Plasma (QGP), a state of matter assumed
to exist at sufficiently high energy densities [46].

The detector development is done step by step, starting with the most primitive
and low bandwidth CMOS pixel sensors while making progress towards ever more
complex and sophisticated detectors. The first step is to integrate data sparsification
and serialized readout in a standard MAPS pixel matrix. Such a readout ASIC
(MIMOSA26) was developed for the EUDET beam telescope. The second step
is to construct an architecture that takes advantage of 3D technology to provide
more intelligent pixels and to implement 8b10b encoding for fully taking advantage
of serialization. Such a readout ASIC was developed in a technology exploration
prototype for ILC.

The MIMOSA26 architecture was based on reading out the pixel matrix row
by row and performing zero suppression by encoding groups of neighbouring hit
pixels in each row. The parallell processing at row level, and the embedded zero
suppression, has lead to both smaller frame readout time and smaller amount of data
to read out per frame, ending at processing speed of 576 rows/100μs. By increasing
the clock frequency to 110 MHz, the frame readout time has been reduced further
down to 83 μs.

However, this architecture is hardly scalable with the time resolution require-
ments of CBM. If the 576 row wide chip was replaced with two 256 row wide
structures operating back to back, the readout time could be reduced to 42μs. And
by increasing the pixel pitch from 18.4 μm to 23.0 μm for the same fixed matrix
size, one intends to reach 35 μs. Then finally by changing process technology from
0.35 μm to 0.18 μm and by using elongated pixels at one side of a detector station,
one can come close to 10 μs frame readout time. But at some point, architectural

Table 1.1: Expected hit densities for the sensors of EUDET, STAR and inner layer of ILC.
For STAR, two different hit densities have been modeled, each leading to two different sets of
requirements.
Requirements EUDET JRA-1 STAR 200 STAR 500 ILC

Hits per chip per frame 100 200 500 300
Pixel columns 1152 1024 1024 1024
Pixel rows 576 1088 1088 256
Hits per row (line) 2 3 4 6
ADC bits 1 1 1 1
Frame readout time 100 μs 200 μs 200 μs 25 μs
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limitations make it too difficult to further reduce the frame readout time, and 3D
technologies must be utilized for taking the frame readout time to even smaller
values.

At IPHC, three different 3D architectures have so far been developed:
The first architecture resembles that of a strip detector, and therefore with a

usability limited to applications with low multiplicity - like a beam telescope. In
the second architecture, targeted for ILC, individual particles trigger the latching
of timestamp information in the individual pixels, and the timestamp information
is read out of the chip in the 199 ms dead time between the 1 ms bunch trains
of ILC. In the third architecture, a rolling shutter operated pixel matrix has been
3D integrated with the purpose of providing a binary discriminator inside every
pixel cell - instead of the shared column-level discrimators used in previous rolling
shutter chips. Removing the shared discriminator improves the performance and
may reduce the row processing time from 160 ns in MIMOSA26 down to 40-80 ns.
However, it requires a new kind of readout architecture to interface the pixelized
matrix of discriminator outputs.

For a high luminosity experiment like CBM, where continuous readout is required
as there is no dead time between bunch trains, neither the first nor the second
architecture are suitable. However, the third architecture, which results from a
cooperation between IRFU in Saclay and IPHC in Strasbourg, has become the
starting point for a conceptual design targeted at CBM.
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Chapter 2

Read out architectures for particle

trajectory detectors

In the previous chapter, different types of pixel detectors were presented. And it was
concluded that MAPS currently is the only kind of technology that is able to meet
the CBM and ILC requirements of both high spatial resolution and low material
budget - although technological and architectural improvements are necessary to
meet the requirements on time resolution and radiation hardness.

The frame readout time is the time required to electronically read out all the
samples of a pixel matrix. The readout rate requirements are ideally governed by
the physical interaction rate, usually the rate of hard collisions in the experiment.
However, in many detectors, like with the ILC, the intense beamstrahlung makes it
necessary to read out the accumulated charges at a much higher rate than the actual
interaction rate - otherwise, the interesting physics is drowned in all the background.
The same case applies for the CBM experiment, where heavy ions collide with a
target representing ≈ 1% interaction length, and where the largest hotspots are due
to delta electrons and not due to actual heavy ion collisions.

With CBM, a frame readout time of typically 2μs is desired for keeping the
occupancy at an acceptable level. Due to the reduced frame readout times required
for ILC and CBM, and the correspondingly increased raw data rates, it is necessary
to develop faster, sparsified readout architectures for MAPS.

In this chapter, we start by presenting clusterization as a way of modeling hits
due to particles, and how these clusters appear in a MAPS based pixel detector
with binary discrimination. Then different kinds of sparsified readout architectures
are presented and their compliance with MAPS is discussed.
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2.1 Physical model - clusters

The purpose of using pixel detectors in projects like ATLAS, ILC, and CBM, is to
measure the trajectory of minimum ionising particles coming out from the inter-
action point of the experiment. If the pixel detectors are built up layer by layer
around the interaction point, the tracks of the particles can be reconstructed by
making a fit of the different impacts in the pixel matrix where the particles have
passed. As the detector is supplied with a magnet to provide magnetic deflection of
the particles, it is even possible to obtain the momentum of the particles using this
approach.

As long as the charge collection electrodes are able to collect a number of elec-
trons that is significantly above the equivalent noise charge (ENC) of a pixel, a hit
may be detected. With MAPS sensors, the most probable value of the SNR for a
minimum ionising particle ranges from 15 to 30, depending on the pixel size. De-
tection efficiencies exceeding 99.5 percent have been demonstrated even in the case
of a pitch as large as 40μm [36].

With the simplest pixel architecture, a single bit is used to indicate if a pixel cell
has been hit. We may therefore model the pixel detector as a binary matrix where
each element in the matrix has a zero value if no particle has passed through it -
and a binary one value if a particle has passed through it.

In Figure 2.1, we see a particle passing diagonally through the substrate of a
planar pixel detector. For a planar and fully depleted silicon device, with an active
volume that typically could be 300μm thick, we could assume that the energy
deposited by the particle was roughly identical to the mean energy given by the
Bethe-Bloch formula, and that the number of generated electrons would correspond
roughly to one electron per 3.6 eV of deposited energy. We could also assume that
the induced charges would drift vertically in the electric field and become captured
by the pads located above.

The number of pixels affected by an impinging particle depends on the pitch of
the pixel cell. If the pads are small, one might assume that the charge of a particle
will spread on a number of neighbouring pixels - how many is dependent on the
pixel pitch. But even if the pads are relatively large, there will always be cases
where the charge of a particle is spread onto two neigbouring pixels.

We can therefore consider the binary matrix to be an ocean of zeroes, but with
with islands composed of neighbouring ones at the locations where there has been a
hit by a particle. These islands will be of varying size and they are called clusters.
In addition to the clusters, there will also be randomly distributed ones due to noisy
pixels.

With pixel sensors based on MAPS, the active volume consists of a maximally
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Figure 2.1: Particle passing through substrate of a planar pixel sensor. Side view to the
left, showing the particle passing below different pads, and top view to the right, showing the
clusterised manifestation in the pixel matrix. We also notice that one of the pixels in the cluster
is neigbour to all the other pixels in the clusters - the central pixel.

20 and typically 14μm thick epi layer, which is much smaller than the hundreds of
micrometers available in a fully depleted device. With such a thin layer, there is
not only a much lower amount of average energy deposited in the active volume,
but also the Landau variations in deposited energy become a much larger fraction
of the overall deposited energy. And with the active volume being undepleted, there
is no drift mechanism for passing the generated electrons towards their collecting
electrodes. Instead they are diffusing randomly underneath the pixel cells before
finally being collected on a diode. This transport mechanism does not only result
in reduced charge collection efficiency due to recombination, it also gives a spatial
smearing of the signal. For the same minimum ionizing particle passing through
a MAPS sensor, we therefore do not know if the result is a large cluster or sim-
ply a single hit pixel. This point becomes important later in this chapter, when
discussing data reduction techniques. Since all kinds of patterns must be taken
into consideration, only lossless data compression algorithms are suitable for MAPS
sensors.

The single point resolution of a purely binary matrix without any clusters is the
pixel pitch divided by the square root of twelve ( p√

12
) [3]. However, the single point

resolution may be improved even more if a hit results in a cluster - whose gravity
center may be computed with a weighted sum of the charges in the hit pixels [3].
The larger the number of bits that are used for quantifying the deposited charge in
a pixel, the larger becomes the spatial resolution - until finally being limited by the
SNR of the pixel.

For pixel detectors based on MAPS, simulations and experimental data show
that applications with 20μm pixel pitch and epitaxial depth of 12-16 μm give clus-
ters that are localized within 3x3 pads [1]. And test results for the 18.4 μm-pitch
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MIMOSA26 show that, thanks to the cluster shape of the signal, single point res-
olutions below 4 μm can be obtained for MAPS-based sensors with similar pixel
widths, even when the pixels do not have any other quantization of charge than
simple binary discrimination (see for example [47]).

Calculation of the gravitational centers of the hit pixels, called clusterisation, is a
technique that has already been utilised in previous high energy physics experiments.
When the different clusters belonging to a particle are identified, the vertex of the
particles is reconstructed by track fitting of its clusters. The computation of clusters
has traditionally been performed offline, but it is in principle also possible to perform
online. Online clusterisation is useful for two reasons:

• The data stream from the detector is reduced by suppressing all unaffected
pixels outside of a cluster (lossless encoding).

• Interesting data (clusters of hits due to particles) may be identified and en-
coded as tracks of particles while uninteresting data (randomly spread noisy
pixels) may be rejected and suppressed (lossy compression).

An example of online clusterisation could be the High Level Trigger (HLT) for the
ALICE experiment at LHC [48]. For the ALICE Time Projection Chamber, data
from the individual sensors (frontend cards) are collected by a readout control units
and transferred fiberoptically to readout receiver cards with a PCI interface. The
computers containing the readout receiver cards are part of a distributed computer
network called the high level trigger, which is to perform online track reconstruction
before the reconstructed tracks are sent to a storage medium. The first stage of the
track reconstruction is the cluster finding, which in the case of HLT is performed on
a dedicated FPGA inside the Readout Receiver cards - before the clusterised data
is DMA-transferred to the computer memories via the PCI interface.

For an experiment like CBM, which is also to be equipped with a High Level
Trigger [49], it may be necessary to implement online clusterisation inside the indi-
vidual sensors, with the purpose of reducing, to an acceptable level, the amount of
data handled by the data acquisition system. To be able to perform such clusteri-
sation, the electronics of the sensor must be capable of localizing and time tagging
the individual clusters before they are overlapped by clusters coming from new hits.

2.2 Readout and data sparsification architectures

The readout and data sparsification architectures for pixel detectors can be distin-
guished on whether they provide centralized readout or data-driven readout. With
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centralized readout, all the pixels in the matrix are being read out from the pe-
riphery of the pixel matrix and then eventually processed by a data sparsification
algorithm before being transmitted to the data acquisition system. While with data
driven readout, only the pixels containing hits are being read out, with the latter
requiring that the logic for initiating readout is distributed to the individual pixels.

2.2.1 Centralized readout with rolling shutter

The simplest way of reading a pixel matrix is to read the pixels one by one, from
the left to the right in every line. The first MAPS based MIMOSA chips were
implemented in this way 1.

To improve the readout speed, and hence the time resolution, the readout may
be parallellized by reading all the pixels in a row at the same time. This has been
the approach with the latest series of MAPS based MIMOSA chips, like MIMOSA22
and MIMOSA26, with the latter to be further described in Chapter 3.

The two approaches are illustrated in Figure 2.2.

Figure 2.2: a) Readout pixel by pixel (early MIMOSA chips). b) Readout line by line (MI-
MOSA26)

Principle of operation

With rolling shutter operation, each row, called line, is processed at a fixed time
interval. The lines are read from top to bottom, and then the process is repeated.
A sequencer activates the different lines one by one. The time to read all the lines
in a matrix gives the time resolution of the sensor.

1With the first MAPS based MIMOSA chips, each individual pixel was externally addressed and read
out using two shift registers, one for row addressing and another one for column addressing
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Figure 2.3: Block schematic of rolling shutter operated pixel matrix with data sparsification
circuitry in the periphery. The preamplifiers of each line is powered on and the pixel signal read
out at each their time slot. While the discriminators and the readout electronics in the periphery
are shared for all the lines and always being active.

Data sparsification algorithms

As the readout electronics of a rolling shutter operated sensor only sees the pixel
matrix line by line, a data sparsification algorithm also has to analyze the pixel
matrix line by line, or eventually implement a pipeline for analyzing the patterns
of hits in both dimensions.

Figure 2.4: Combinatorial search for states within the state encoder. A sliding window of four
pixels identifies groups of hits, called states.

For a one-dimensional line analysis, a combination of sparse scan and combinato-
rial state encoding has been utilized in MIMOSA26 to identify and encode patterns
of hits in a line. The sparse data scan (SDS) operates as a sliding window, pro-
cessing the individual line from left to right and presenting each pattern of hits
by providing the address of the leftmost pixel in a group and an encoding for the
number of succeeding hit pixels. Its asynchronous principle of operation is shown
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in Figure 2.4.
As the time for processing each line is fixed, the maximum number of hits to

extract from each line must also be fixed. And even if the average number of hits in
the matrix is low, the Poisson shaped distribution of hits may cause overflow situa-
tions where there are more hits in a line than the readout electronics is dimensioned
for handling. The data sparsification circuitry must therefore be dimensioned with
respect to the highest tolerated probability of missing a hit in a line.

Figure 2.3 shows a block diagram of a rolling shutter operated MAPS sensor,
with readout and data sparsification in the periphery.

2.2.2 Data driven and triggered readout with timestamping

An alternative to centralised processing is data driven distributed processing, where
each pixel cell independently detects that it has been hit and initiates readout. With
this approach, readout and sparsification are combined.

To improve the time resolution, each pixel cell may be supplied with a counter
that is running freely until a hit is detected. If the counter is synchronous to the
bunch crossing clock2 of the experiment, it is possible to assign every single cluster
to a specific bunch crossing.

An efficient and logically simple way to implement data-driven readout is to
implement a sparse scan token ring between the pixels in each column. The first
pixel that grabs the token is allowed to send data, passing the token on to another
pixel on the next clock cycle. The FE-I3 readout chip for the ATLAS pixel detectors
is an example of a design implementing such a structure [43]. The pixels in each
column share a token ring and a data bus, where the pixel holding the token places
its hit information on the data bus. The information placed on the data bus is in
the next turn stored in hit buffers at the chip periphery, and the readout of the
buffers is finally initiated by the ATLAS Level 1 Trigger. The hits with timestamps
corresponding to the triggered event are then read out and the rest are rejected.

The main problem with the token passing scheme is that the readout speed is
limited by the time the token needs to ripple down the entire row of channels. One
way to improve the timing is to implement some kind of fast look-ahead logic in
addition to the ripple logic. An example of such an implementation is the priority
look-ahead logic implemented for the ATLAS pixel front-end electronics. A fast
priority scan path is implemented by minimizing the delay in the critical data path.
The 160 pixels in a column are arranged in 10 banks. Each bank consists of 16 pixels
that come in three different types. The first two types of pixels consist of NAND

2In collider experiments, the particles that are to collide are organized into larger bunches of particles
- which are synchronised to arrive at the collision point at the same time.
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and NOR cells for rippling the priority during the sparse-scan. The pixels alternate
between the NAND and the NOR version to minimize the priority sparse-scan delay,
enhancing the readout speed. And at the end of each bank there is a third type of
pixel cell connected to a look-ahead path for a fast priority ripple [50].

Another example is the BUSY logic utilised by the FE-I3 readout chip for the
(both planar and 3D) ATLAS pixel sensors. To increase the speed, a column is
divided into ten 16-cell blocks, where one fast BUSY signal is calculated on the
block level, and the block-level BUSY OUT is the OR function of the block-level
BUSY IN and the cell-level BUSY OUT [43].

Compared to sequential line processing with a fixed frame readout time, the data
driven approach is especially efficient with respect to readout time if the percentage
of occupied pixels during a frame is low. Overlapping between hits is avoided by
immediately transferring hit information out of the matrix. To avoid the loss of
second hits while waiting for priority to read out, the individual hit pixels can also
contain buffers for eventual second hits - or at least an overflow bit to indicate that
such a hit has occurred.

Compared to continuous readout, triggered readout is an effective mean to reduce
the required bandwidth of the sensor readout circuitry - provided that the buffers
in the chip periphery are sufficiently deep to store the hit information of triggered
events arriving close to each others in time. Otherwise the buffers will in some cases
overflow and a dead time is in practice introduced.

2.2.3 Data driven and delayed readout with timestamping

A major weakness of sequential row processing is that it is impossible to distinguish
between overlapping clusters arriving within the same frame. However, if the indi-
vidual pixel cells had been provided with time tagging capabilities, they could be
distinguished by their time stamps.

While two overlapping clusters are indistinguishable with sequential processing,
they are easily distinguished by their time stamps. If the pixels cell are equipped
with an overflow bit to register secondary hits between the initiated readouts, the
time stamping of hits even makes it possible to fully reconstruct partly overlapping
clusters (Example: Cluster no. 1 with timestamp A has cluster no. 2 with times-
tamp B as its nearest neighbour. The pixels of cluster no. 1 that are close to cluster
no. 2 are also tagged for a second hit. We therefore know that these hits most likely
belong to cluster no. 2.).

A way to solve the problem could therefore be to make the resolution of the pixel
matrix high enough to make sure that the individual clusters only partly overlap.
And instead of continuous readout, the hits could simply accumulate until the entire
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bunch train had passed. Afterwards, the readout electronics would have the entire
dead time between the bunch trains to read out the content of the matrix. Examples
of experiments where such an approach is possible could be the ILC and CLIC, where
particle bunches are grouped in trains that are separated by a relatively long, beam
free, time interval.

An example of a sensor that simply accumulates the number of hits until the
content of each column is read out as one long shift register is the single-photon
counting Medipix chip [51] (55μm pixel pitch). Although the Medipix chip simply
counts the number of hits within a specified energy window without providing any
kind of timestamping, the concept could easily be expanded by providing times-
tamping registers in each pixel cell.

In the SDR0 prototype chip for ILC, implemented in DNW-MAPS with pixel
pitch of 25 μm, each pixel contains a discriminator and a 5-bit timestamp register,
with the timestamp values provided by a grey counter located in the chip periphery.
Each pixel also contains token passing circuitry for readout. During the bunch
train, the discriminator triggers the latching of timestamp values provided by the
grey counter. While between the bunch trains, the chip is operated in a delayed
readout mode where a token is passed through all the pixels, and where the pixels
containing hits grab the token and pass their timestamps to the chip periphery [52].

2.2.4 Architectures suitable for MAPS

Of the above mentioned architecture, centralised readout with sequential row pro-
cessing is so far the only architecture implemented in standard MAPS. While data
driven architectures with time stamping are the architectures of choice for hybrid
pixel detectors, MAPS does not have sufficient area per pixel cell, nor the availability
of PMOS transistors, to implement such a scheme.

If the entire matrix is to be scanned row by row, there will be a fixed integration
time for the entire image. And the occupancy3 of the pixel matrix will be a function
of particle flux, pixel multiplicity, and integration time. Reducing the integration
time is therefore a mean to reduce the occupancy of the sensor. For the ILC, the
maximum integration time is set to 25μs due to the beam background. For the
CBM, the desired time resolution is as low as a few microseconds, due to delta
electrons being knocked out of the target. As will be shown in Chapter 5, new tech-
nologies based on 3D integration have to be explored for meeting the requirements
for such a frame readout rate.

3The occupancy of the pixel matrix is the percentage of fired pixels in the matrix.
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2.3 Data reduction techniques

To successfully perform the particle trajectory reconstruction, most experiments
require that the occupancy of the pixel matrix is kept below a few percent. The
higher the flux of particles becomes, the shorter frame readout time is therefore
required.

Reducing the frame readout rate increases the raw data rate. But since the
high frame readout rate is performed to ensure a small fraction of hit pixels, the
amount of data to transfer could be greatly reduced in size by utilising some kind of
loss-free data compression where the unaffected parts of the matrix are suppressed
and only those parts of the matrix that contains hits are addressed and encoded.
In fact, if each hit pixel or group of hit pixels was uniquely encoded with its full
row and column address, the data rate of the sensors would only be dependent on
the particle flux and no more on the frame readout rate (in the idealized case when
noisy pixels and overlapping hits are ignored).

Two possible methods of hit encoding have been proposed for binary discrimi-
nated MAPS:

• One-dimensional state encoding, processing the image row by row while ad-
dressing and encoding small line segments of binary ones.

• Two-dimensional clusterization, processing the image by sliding over three
rows at a time and addressing and encoding clusters of hits.

2.3.1 State encoding

With state encoding, the discriminated pixel matrix is processed line by line with
the segments containing hit data being encoded and addressed. This is done by
creating small data packets, where each packet contains the column address of the
first hit pixel and the state encoding of the associated line segment. The concept is
further illustrated in Figure 2.5.

Such a circuit for identifying and encoding states has been developed in AMSC35
technology for MIMOSA26 (by X. Fang and A. Himmi). A block schematic of the
circuit is shown in Figure 2.6, with a corresponding timing waveform shown in
Figure 2.7, and the tasks of this circuit are to be described in more detail.

The state encoding circuitry is part of a pipelined datapath. For each new line
to be analyzed, the CKLATCH clock registers the pixel inputs of current line and
the encoded state outputs of previous line. The fixed line processing time is thus
equal to the period of CKLATCH (160 ns in MIMOSA26).
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Figure 2.5: State encoding of a regular cluster.

Figure 2.6: Block schematic of the state encoding circuitry [53].
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Figure 2.7: Timing waveform for the state encoding circuitry.
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After being latched into the input register, the binary discriminated pixels first
enter a combinatorial state encoder, going through the individual bits of a line to
identify every pixel that corresponds to the first bit in an encoded state. For each
pixel identified as the first pixel of a state, a validation signal is asserted, together
with the corresponding state encoding for every such pixel.

To one by one select the valid states, a sparse scan chain is used for sweeping a
token asynchronously through all the validation bits from left to right until being
blocked by the first pixel pointing to a valid state. The encoded state corresponding
to the identified validation bit is then selected. To optimize the speed of the token,
the scan path is implemented as a chain of intertwined NAND and NOR gates,
whose implementation details are to be further described in Chapter 3.

As seen from the waveform of Figure 2.7, the sparse scan chain is synchronous to
a pixel clock, called CKREADPIX, and for each rising edge of CKREADPIX, the
pixel cell blocking the token gives out an enable bit. The enable bit is in the next
turn used as input for encoding the corresponding pixel address and selecting the
corresponding set of encoded states. The state address and the code is then stored
into a register which is sensitive to another clock, called CKMEMLATCH (created
by delaying CKREADPIX with 5 ns), and then a RSTPIX signal is asserted for
propagating the token to the next pixel with valid state information.

On the next rising edge of CKREADPIX, the sparse scan chain proceeds with
identifying the next pixel that has stopped the token. There are six CKREADPIX
clock pulse during the processing one line, and up to six states can therefore be
identified. A status flag is asserted to indicate the number of state outputs that
contain valid states.

2.3.2 Clusterization

The clusterization algorithm analyzes the image in both horizontal and vertical
direction, and for each identified cluster, it gives out the address of its central pixel,
together with an encoding of the pattern of surrounding pixels.

Assuming that standard MAPS has a regular cluster size of dimensions 3x3,
it is sufficient to monitor three rows at the same time. A window of three rows,
sliding over the image, is implemented by feeding the discriminator outputs into a
three-stage pipeline and look for central pixels located in the second stage of the
pipeline.

In MAPS, it is assumed that a regular cluster is composed of a central pixel and
four crown pixels, as shown in Figure 2.8. To find out if a pixel is a central pixel
in a cluster, it is therefore necessary to examine the individual pixels together with
their two nearest neigbours - both vertically and horizontally. In theory, diagonal
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examination could also be needed to identify rare clusters, but experimental data
shows that the contribution from such clusters are small and that it has marginal
consequences to ignore the pixels in the corners of any complete or partial 3x3 clus-
ter. A simple function for finding central pixels of regular clusters could therefore be:

enij = en ci · en lj,

where en ci is a function that analyses pixels of the actual line, and en lj is a
similar function for pixels of the actual column.

Figure 2.8: Decomposition of a cluster [53].

As seen from the formula, a cluster is identified by analyzing lines and columns
separately, and combining the results.

The function for identifying a central pixel inside a line can be decomposed into

en ci = Pcoli · Pcoli−1 · Pcoli+1,

where Pcoli is the binary discriminated value of the pixel in column number i inside
the analysed line.

Similarly, the function for identifying a central pixel inside a column can be de-
composed into

en lj = Plinej · Plinei−j · Plinej+1.

where Plinei is the binary discriminated value of the pixel in line number i in-
side the analyzed column.
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As shown in [53], the final functional equation when irregular clusters and over-
lap between clusters are taken into consideration, finally proves to be:

enij = en ci · en lj + en lj · (en ci−1 · en lj−1) · (en ci+1 · en lj+1)

where en ci = Pcoli · (Pcoli−1 · (en ci−2) + Pcoli+1) · (en ci−1)

and en lj = Plinej · (Plinej−1 · (en lj−2) + Plinej+1) · (en lj−1).

A block schematic of a clusterization circuit, designed and implemented by X.
Fang, is shown in Figure 2.9 [53]. The outputs of the combinatorial cluster finder
are input to the same kind of sparse scan algorithm as used in the state encoding
case, with the sparse scan presenting the different central pixels one by one to the
address encoder and cluster code multiplexer. Using the same clocking scheme as
for the state encoding, up to six encoded clusters are extracted and fed to the next
stage in the pipeline.

Figure 2.9: Block schematic of the cluster finding and encoding circuitry [53].

It should be noted that the clusterisation circuit presented above is completely
loss-free. Even a single hit pixel with no neighbouring hit pixels is modeled as a
cluster.
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2.3.3 Compression efficiencies in standard MAPS with moderate

occupancies

If we assume a matrix of dimensions 1024x1024, 10 bits are required for column
addressing. Ignoring the row addressing, each cluster is therefore of 18 bits, and
each state of 12 bits. In addition to the hits due to particles, there are fake hits due
to the noisy pixels.

If we assume standard MAPS with a hit multiplicity of 5 (regular cluster), and
a noisy pixel fraction of 10−4 (worst case assumption, based on beam tests of MI-
MOSA26 [54], although pixel designs made in the same AMSC35B4 process can
be tuned to obtain fake hit rates below 10−5 [38]) then the compression efficiency
of state encoded zero suppression (3 states/hit and 1 state per noisy pixel) can be
written as:

Figure 2.10: Compression efficiencies of state encoding (dash-dotted line) and clusterization
(solid line) shown as functions of occupancy (ranging from zero to one percent). The occupancies
of EUDET-JRA1, STAR 500 and ILC are inserted with separate markers.

pixels/chip

hits/chip · 3 states/hit · 12 bits/state + pixels/chip · 10−4 fakes/pixel · 1 state/fake · 12 bits/state
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Substituting hits/chip with (occupancy · pixels/chip/5), and further manipu-
lating the expression, the compression efficiency is finally expressed as a simple
function of occupancy:

Compression efficiency =
1000

occupancy · 7200 + 1.2

For clusterization, one can make the similar calculations with one encoded clus-
ter for each particle hit and one for each noisy pixel, and arrive at the following
expression:

Compression efficiency =
1000

occupancy · 3600 + 1.8

Figure 2.10 shows the compression efficiencies plotted as functions of occupancy,
with markers pointing out the occupancies of EUDET JRA-1 (0.08%), STAR 500
(0.22%) and ILC (0.57%). One sees that for the occupancies of these experiments,
the compression efficiency is almost twice as good for clusterization as for state
encoding. But when the occupancy goes as low as to 0.002 percents, the fake
hits starts to dominate, and the compression efficiency satures at around 550 for
clusterization and around 830 for state encoding.

For a given particle flux, fake hit rate, and frame readout time, the data rate of
a zero-suppressed sensor with state encoding can be written as:

Data rate =
(frame readout time) · hits/chip/sec · 3 · 12 + noisy pixels/frame · 12

frame readout time

Keeping the experiment particle flux fixed, Figure 2.11 shows the data rates
plotted as functions of frame readout time for the EUDET JRA-1, STAR 500 and
ILC pixel designs. The figure confirms the observations of Figure 2.10. Within the
interval of moderate occupancies, a reduced frame readout time is compensated with
an improved compression efficiency, and the data rate is kept more or less constant.
But at some level the fake hits start to dominate and the data rate becomes once
again proportional with the frame readout rate.

However, test results of MIMOSA26 at frame readout times of 460μs
(≈ 90 noisy pixels per frame), 115 μs (≈ 40 noisy pixelsperframe) and 90 μs
(≈ 30 noisy pixels per frame) show that the fraction of noisy pixels is reduced
with the frame readout time [55]. The reasons of this dependency have not been
clarified, although it is a reasonable to assume that a higher frame readout rate
reduces the low frequency contribution to the rms noise (like for example the 1/f
noise). The expected amount of noisy pixels at even lower frame readout rates is
therefore not known (personal correspondance with M. Goffe).
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Figure 2.11: Data rates with state encoding shown as functions of frame readout time for the
fixed particle fluxes of EUDET-JRA1, STAR 500 and ILC.

Although the presented near-future designs are targeted for occupancies where
the contribution of fake hits to the data rate is small or negligible compared to
the contribution of particles, a strategy for suppressing fake hits can still become
important to reduce data rate in future designs with much smaller frame readout
times, and hence occupancies, than those of current pixel designs.

2.3.4 Compression efficiencies with respect to multiplicity and

matrix width

The efficiency of clusterization with respect to state encoding depends on the number
of bits in the column addresses and the multiplicity of the hits due to particles.

If the ratios between the number of words occupied by three states and those
of one encoded cluster are plotted as functions of the column address length, the
asymptotic values would be 6

8 for no addresses at all and 3 for an infinite address
length. For a reasonable number of column address bits like 10, the ratio is 2.

As long as one assumes a regular cluster of size 3x3 pixels, one will have three
encoded states for each encoded cluster, and clusterisation will therefore give a
significant data reduction compared to state encoding. However, with detector
technology that gives clusters of smaller size, like 2x2, there will only be one or two
encoded states for each encoded cluster.

If 10 bits are used for column addressing (1024 columns in the pixel matrix),
which give encoded states of 12 bits and encoded clusters of 18 bits, an average of
1.5 states per cluster will give exactly the same amount of data for both encodings.

While the sparse scan and state encoding circuitry has been implemented in
layout with a total height of 310μm, the sparse scan and cluster finder circuitry has
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been implemented in layout with a total height of 500μm. When implemented in
hardware, the clusterization algorithm for binary discrimination therefore results in
a slightly reduced active surface of the detector.

2.3.5 Comparison of clusterization and state encoding with gen-

eral compression techniques

Until the actual particle trajectories have been reconstructed by the high level trig-
ger of the data acquisition system, it is necessary to solely perform lossfree data
compression, as a single particle can result in anything from a single hit pixel a
large cluster.

According to general information theory, the loss-free compressibility of a data
stream is dependent on the entropy of its source. To evaluate if a compression
algorithm is optimal with respect to a given source of data, one should therefore
calculate the entropy of the source, and then compare the code rate of the com-
pressed code with the theoretical minimum value given by Shannon’s source coding
theorem [56].

For a quantitative analysis of the compression efficiency of clusterization and
state encoding in MAPS based pixel sensors, it would thus be necessary to start
with analyzing data from actual experiments, calculate their entropy, and compare
the code rates of the compressed data with the theoretical minimum value.

However, no such analysis has been performed on the data of MAPS based pixel
sensors. To give a judgement on the compression efficiency of clusterization, a
qualitative comparison was performed between clusterization and JPEG, with the
latter being a standard technique for compressing images.

An image compressed with JPEG is taken through the tree steps of Discrete
Cosine Transform (DCT), run length encoding (RLE) and Huffman encoding. The
entire comparison between clusterization, state encoding and JPEG is shown in
Appendix B, and the main conclusions are that:

• One cannot take advantage of the initial lossy step of DCT because all shapes
of clusters are expected and no lossy compression techniques are allowed.

• The next step of Run Length Encoding is practically speaking the same as
state encoding, with the latter being an improved implementation with the
expected shape of the pixel matrix taken into consideration. Clusterization
is even more efficient as it encodes into one addressed cluster what would
otherwise be three addressed states.
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• The last step of building a Huffman tree is efficient if some characters are
more frequent than others. As the localization of hits must be considered is
completely random, the addresses of the clusters are also completely random,
and the compression efficiency of building the Huffman tree is therefore small.
Building such a tree optimally also requires that the image is analyzed in its
entirety, instead of line by line, and such a feature would therefore require
more logic and larger memory.

It therefore turns out that the interesting RLE features of JPEG already are
available with state encoding and clusterization, with the other features either not
desirable (DCT) or requiring more logic and memory while only giving minor im-
provements in efficiency (Huffman encoding).

The best argument for utilising clusterisation is, however, that it is based directly
on a physical model, and the clusters extracted in the sensor readout electronics can
be used directly by a track fitter to reconstruct the particle trajectories. This would
not be possible if conventional, lossfree techniques were utilised. In such a case,
the image would first have to be decompressed, and then cluster finding, Hough
transform or some other kind of vertex reconstruction technique had to be run
afterwards. When clusterisation is used as method of data reduction, we have the
benefit of performing this first stage of data processing already at a sensor level,
thus reducing the computing load on the data acquisition system (if state encoding
is used, the data acquisition software has to combine the states into clusters before
performing the track fitting).

2.4 Segmentation of pixel matrix into sparse scan banks

2.4.1 Necessity of segmentation

With the state encoding circuitry previously described, two critical paths are iden-
tified:

• The path of the token going from the left to the right through the sparse scan
chain. For a line width of N pixels, the token must in the worst case propagate
through N/2 gates of NAND and N/2 gates of NOR.

• The path through the multiplexer that selects the states of the combinatorial
state encoder. For a line width of N pixels, an N-to-1 multiplexer is implied.

If the width of a line is doubled, it means that the scan path becomes twice as
long, and the multiplexer becomes twice as large.
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The delay through the scan path gives the minimally allowed period of the token
passing clock, while the hit density of the experiment gives the maximum number
of states to extract from a line, and thus the minimally required period of the token
passing clock. At some point, either with increasing hit density or with increasing
line width, the required clock frequency becomes higher than the maximally allowed
clock frequency, and it becomes necessary to split the circuitry into separate banks.

The outputs of the different segments must in the next stage be collected by a
multiplexer structure that is dimensioned for selecting as many states as have to be
taken into account for the entire line.

2.4.2 Calculating the width of the segments

With the state encoding circuitry previously described, up to six states are extracted
during the processing of one line. As long as a regular cluster of 3 x 3 dimensions
is assumed, there will be three encoded states for each hit, and the state encoder
is therefore capable of processing matrices with hit densities up to 2 hits per line
without missing hits.

Knowing the maximally allowed number of hits per segment, the maximally
tolerated segment width for a given hit density can be calculated.

The probability of having exactly N hits in a line segment is given by the Poisson
equation,

P (N, λ) =
λN · e−λ

N !
,

where λ is the average number of hits per line.

The average number of hits per line can be calculated as:

λ =
(hits/s/chip) · (frame readout time)

(sensor height/pixel pitch)
.

To set the maximum number of detectable hits per line, we need to know the
probability for a number of hits that is larger than N = NMAX . This probability
can be calculated by discrete summation of all the probabilities from N=0 to N =
NMAX :

P (N > NMAX) = P − P (N � NMAX) = 1 −
N=NMAX∑

N=0

λNe−λ

N !
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When dividing into segments, the probability of not missing a hit is equal to the
probability of not missing any hit in any segment. With N segments in a line, the
probability of missing a hit in a line therefore becomes:

P (missing hits in a line) = 1 − P (not missing hits in a line)

= 1 − (P (not missing hits in a segment)N)

= 1 − ((1 − P (missing hits in a segment))N)

One here sees that for an increasing number of segments, the probability of
missing hits within a segment must decrease if the probability of missing hits within
the entire line is to be kept constant.

Depending on the physics experiment, there will be different hit densities, and
therefore different requirements on the number of hits per line that have to be taken
into account.

To perform the segmentation, one therefore has to start with the average number
of hits per chip and divide by the number of rows to obtain the average number
of hits per line. The average number of hits per line then has to be divided by
the number of assumed segments, and the cumulative Poisson distribution function
must be used to find the probability of missing a hit within the segment. Having
the probability of missing a hit within a segment, the formula above can be used to
verify if the probability of missing hits within each segment is low enough to keep
the probability of missing hits within a line below the acceptable level.

As a design rule of thumb, a probability of 10−3 for missing a hit in one line
has been considered acceptable for the development of sensors in the MIMOSA line
of chips. With a probility of missing hits below 10−3, the fraction of lost hits is
below 0.1%, and therefore at the same order as the error in MIP detection efficiency
measurements (personal correspondance with Rita De Masi).

The same considerations apply for the clusterization circuitry, although the clus-
ter finder is capable of encoding every hit as one cluster, and therefore can process
matrices with densities up to six hits per line segment without missing hits.

2.5 Line address suppression and other data format-

ting issues

2.5.1 Line address suppression

To reconstruct the hit patterns of the pixel matrix, it is necessary to provide the
encoded states with both their row address and their column address.
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If the data is stored and transferred as 16-bit words, and if 10 address bits are
assumed for both line and column, then each state must be encoded with two words
(10 + 10 + 2 = 22 bits, fitting into two 16-bit words), and one hit therefore becomes
2 x 3 = 6 words.

However, if a data format was introduced where a 16-bit line address header
precedes all the column addressed states in the line, then the line addresses of the
states succeding the first state in the line can be suppressed. This line address
suppression would be efficient in terms of data reduction as soon as the number of
states in a line exceeds one. As will be shown in Chapter 3, a data format with
line address suppression has been introduced for the state encoding circuitry of
MIMOSA26.

2.5.2 Other data formatting issues

Inside the sensor readout electronics, memory width is not necessarily a problem,
as the designer has the freedom to compile memories of custom width. But if a
standard communication protocol is to be used for transferring the encoded states
to the external data acquisition system, it is normally desirable that the transferred
packages are multiples of 8. For example, with the 8b10b series transmission pro-
tocol that is to be further described in Chapter 4, the data is read as 8-bit words
before being expanded to 10 bits for providing an embedded clock in the series
transmission. If an encoded cluster is 18 bits wide (10 column address bits and 8
bits for encoding), it must therefore most likely be transmitted as 24 bits or 32 bits,
and hence, bandwidth is wasted.

An unconventional word width is also inconvenient with regard to storage on the
receiver side. As long as ASIC circuits are utilized, the ASIC designer has the full
freedom of utilising whatever memory width that is desired, but if the data is to be
stored in the memory of a data acquisition system based on industrial standards,
it has to comply with a standard memory size. If an 18-bit encoded cluster has
to be stored in the computer memory as a 32-bit word, while the corresponding
state encoded cluster can be stored as three 16-bit words, the reduction in memory
storage for encoded clusters compared to encoded states will only be 33 %, instead
of 50 % as otherwise could have been the case.

With each 18-bit cluster having to fit into a 32-bit word, there would still be
14 unused bits for each encoded cluster, and therefore in the end sufficient space
to not only store the column address, but also the entire line address. The line
address suppression used in state encoding would therefore be of little use with
clusterization, as it would in fact only increase the amount of data to transfer.

However, the overhead due to formatting into standard word sizes also gives the
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advantage of having ”‘reserved bits”’ that are useful for the scalability of the system,
for example if the column address range of the pixel matrix is to be expanded.

2.6 On-chip buffering and memory issues

If the pixel matrix is processed line by line, the extracted states will arrive at an
uneven, Poisson-distributed rate, ranging from nine states in the worst-case lines
to zero states in the best-case lines. To keep the number of transmission links at
a minimum, and with a data rate that minimizes the load on the data acquisition
system, it is therefore desired to provide some kind of buffering. The lowest number
of serial links, alternatively the lowest allowable bandwidth, is obtained when the
buffer is dimensioned in such a way that the number of words transferred during
one frame comes close to the average number of states identified during one frame,
including their line addresses.

If a FIFO is utilized as a buffer between the state selecting multiplexer and
the serial transmitter, it can according to queue theory be modeled as a queue of
type M/D/1 (Kendall’s notation), where the arrival of service requests is Poisson
distributed and the service rate is deterministic (see for example [57]). The size
of the FIFO is then to be modeled on the basis of desired service rate and the
tolerated probability of blocking the queue. In this way, it is thus possible to arrive
at an optimally dimensioned FIFO, where memory size is traded against reduced
bandwidth of the serial transmitter.

However, with the MIMOSA26 architecture, which is to be further described in
Chapter 3, another approach is followed. A ping-pong buffer was implemented,
where one half was being filled up with encoded states by the multiplexer while the
other half was being read by the serial transmitter, and the two halves switched at
the initiation of each frame.

With such an approach, both the two halves of the ping-pong memory have to
be dimensioned for the worst-case of hits per frame, and the lowest data rate of
the serial transmitter corresponds to using the entire time interval of one frame to
transfer the worst-case amount of encoded states.

The lowest possible data rate is then given as:

Minimum data rate =
Worst case amount of encoded data

(Frame readout time) · (Number of parallell links)

Although this approach means that the memory becomes over-dimensioned with
respect to the optimal size, and that the serial transmission data rate must corre-
spond with the worst-case amount of hits instead of being relaxed with respect to
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the average amount of hits, it also provides more robustness and scalability. Even
the most unthinkable scenarios where all the worst-case amounts of hits in one frame
arrive at its very end, and all the worst-case amounts of hits in the next frame arrive
at its very beginning, will be handled by this buffer without being overflowed.

If the hit density is large and uniform enough to give a minimum of one state in
each line, then the total number of words for an image would be the total number
of rows plus the maximally expected number of states per chip per frame. For hits
due to particles, the number of hits must be multiplied by three to take into account
that there are three states for each regular cluster. For hits due to noisy pixels, one
can assume one state per fired pixel:

Memory size = (Number of rows)+(hits/chip/frame)·3+pixels/chip·(fake hit rate)

For the MIMOSA26, that is targeted for EUDET JRA-1 and utilizing state
encoding, the average number of hits per chip is 100, which using the Poisson
distribution increases to 132 hits for obtaining a probability of missing hits below
10−3. Also assuming a fake hit rate of 10−4, the required memory size of the ping
pong buffer becomes:

Memory size = 576 + 132 · 3 + 576 · 1152 · 10−4 = 1038.

As will be further described in the next chapter, the ping pong buffer of MI-
MOSA26 is composed by 2 x 2 memory banks of 600 words, which according to the
calculations should be sufficient for EUDET JRA-1.

2.7 Conclusion

Based on the physical model of clusterized hit patterns in MAPS technology, and
assuming experiments with sufficiently low occupancies (< 1%), zero suppression
algorithms and circuits were developed to reduce sensor data rates with more than
an order of magnitude, and to reduce the load on the data acquisition by performing
the first steps of track reconstruction on-chip. In the next chapter, we will present
the MIMOSA26, which is the first sensor in the MIMOSA series of chips that embeds
such functionality.
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Chapter 3

MIMOSA26 - Sensor with data

sparsification

In the autumn of 2008, a new version of the MIMOSA series of chips, the MI-
MOSA26, was developed and submitted. The MIMOSA26 was designed to equip
the EUDET JRA-1 beam telescope [2], but with zero-suppression circuitry dimen-
sioned for the STAR experiment, where 200 hits per chip were originally assumed
(STAR 200), and with charactistics given in Table 1.1 of Chapter 1. EUDET JRA-1
is part of the research and development program towards the international linear
collider.

The MAPS technology limits the logic of the pixel cells both in terms of space and
in terms of transistors (only NMOS allowed), and this makes it difficult to implement
sparsified readout architectures similar to those of hybrid detectors. However, by
activating the in-pixel preamplifers row by row (rolling shutter), the pixel signals can
be fed line-wise to the periphery of the matrix for discrimination, data sparsification,
buffering, and serial transmission.

In the MIMOSA series of sensors, MIMOSA26 is the first readout architecture
to include sparsified readout and serialization. The data sparsification is based on
the state encoding algorithm described in Chapter 2.

The concept of utilising sparse scan for column-wise identification of hits has al-
ready been implemented in the bump bonded ATLAS pixel frontend [50]. However,
the combination of operating the matrix in a rolling shutter mode, performing line-
wise hit identification through a sparse scan algorithm, and to combine the sparse
scan with an addition stage of data sparsification through state encoding, is a new
feature that has never before been implemented.

The pixel matrix of MIMOSA26 consists of 1152 columns and 576 rows. All the
576 rows are multiplexed onto one single line of 1152 binary discrimators (one for
each column) and the discriminated output of each line is state encoded. A multi-
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plexer then selects the encoded states and stores them into an embedded memory.
A serializer reads the memory and transfers the data on an an LVDS link.

The pixel pitch of the MIMOSA26 is 18.4 μm, and with 576 rows, the total
height of the pixel matrix becomes approximately 10 mm. The peripheral readout
electronics, with discriminators, SDS, multiplexers, memory management and serial
transmission, has a total height of 2.5 mm. Of these 2.5 mm, 400 μm are due to the
discriminators and 310 μm are due to the zero suppression circuitry (sparse scan
with state encoding).

3.1 Achieved performances of MIMOSA series of pixel

detectors

3.1.1 Background

Up to now, more than 20 different MIMOSA sensors have been designed, fabricated
and tested, in 7 different manufacturing processes, with the AMS-0.35 opto process
proving to be the most satisfactory technology.

The first prototype chip to implement column-level discrimination was MIMOSA-
8. Fabricated in TSMC-0.25 μm techology, it featured 32 columns with 128 pixels
of pitch 25 μm. The columns were read out in parallell, with 24 columns equipped
with integrated discriminators and the remaining 8 columns delivering an analog
output signal used for test purposes. A pedestal subtraction was performed before
discriminating the signals with the help of correlated double sampling (CDS).

MIMOSA-8 showed good results, but as the TSMC-0.25 only had 7 micrometers
of epitaxial layer, compared to the 14 micrometers provided by the AMS-0.35 opto
process, it was expected that the pixel signal could be improved by reimplementing
the same architecture in AMS. With MIMOSA-16, the MIMOSA-8 was transferred
into AMS technology.

Following MIMOSA16, the next steps that had to be taken to obtain a sensor
targeted for experiments and applications like STAR and EUDET, was to reduce
the pixel pitch from 25 to 18.4 μm, optimize the diode sizes (large enough to give
sufficient charge collection efficiency and small enough to give sufficient gain). It
was also necessary to optimize the discriminators for a smaller pitch and to integrate
data compression logic and memories for data storage [58].
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3.1.2 The MIMOSA22 and SUZE prototypes

As a first step towards incorporating zero suppression into the MIMOSAs, two
prototype circuits were manufactured - one for the analog sensor and binary dis-
crimation part, called MIMOSA22, and another one for the digital part, called
SUZE (Suppression of Zeroes). The purpose of manufacturing two circuits was to
prove the principles of the analog and digital parts separately, and as a next step
to develop a new chip where the state encoding and the zero suppression were inte-
grated together with a real sensor. Both chips were designed and manufactured in
the AMSC35B4O1 opto process.

To identify the optimum pixel configuration, with respect to charge collection
efficiency, signal-to-noise-ratio, charge to voltage conversion, and post-irradiation
noise performance, the MIMOSA22 contained totally 17 different pixel configura-
tions. Results from both beam tests and laboratory tests showed that the optimum
pixel configuration was a combination of a radiation-hardened n-well, an enhanced
load to improve gain, and feedback to suppress post-irradiation fixed pattern noise.

The zero suppression micro circuit, SUZE, is based on the line-wise state encod-
ing principles described in Chapter 2. At the first input stage, there are two parallell
64-bit banks of sparse-scan with state encoding. Then, at the second stage, a mul-
tiplexer selects up to nine extracted states, which at a third stage are stored to
a memory until being read out. Although the SUZE circuitry only processes two
64-bit line segments, it is constructed to scale with a larger number of line seg-
ments. There is no sensor connected to the SUZE circuitry, and to provide the
full freedom of testing all kinds of line patterns, the SUZE prototype is designed
to swap between reading two independent registers that each have a length of 128
bits (two banks of 64 pixel inputs). The number of rows to process is determined
by a programmable register containing the maximum number of rows. There are
also four registers containing the start and stop addresses for two empty windows in
the matrix. In this way, the SUZE sees a virtual pixel matrix with programmable
content. The configuration registers and the registers containing the two test lines
are loaded through a JTAG slow control unit.

Following successfull SUZE tests in spring 2008, the next step was to integrate
the zero suppression circuitry together with an actual pixel matrix.

3.2 Architecture of MIMOSA26

The readout and data sparsification architecture of MIMOSA26 interfaces a pixel
matrix composed of 1152 columns and 576 rows. At the bottom of the pixel matrix,
peripheral space is allocated for succesively locating discriminators, sparse-scan with
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state encoding, a multiplexer structure for state selection, a memory management
unit with ping pong buffer and a serializer for data transmission. The readout
electronics is programmable through a JTAG interface.

Figure 3.1 shows a functional block diagram of the architecture.

Figure 3.1: Functional view of MIMOSA26.

The modules that are to be presented in further detail are:

• The pixel cells. Each pixel cell contains charge collection diode and a low-gain
preamplifier.

• The discriminators. The discriminators perform the single-bit A/D conver-
sion of the analog pixel signals. The threshold of the discriminators is pro-
grammable.

• The sequencer. The sequencer activates the lines in the pixel matrix one by
one, and it generates all the synchronization signals for the line processing.
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With all the synchronization signals being programmable, the sequencer offers
a great flexibility for use.

• The sparse scan with state encoding. It extracts the useful data from the
raw binary stream of the pixel line, mostly comprised of zeroes, by encoding
addressed states that identify and model the patterns of non-zero bits. The
SDS circuitry is split into 18 parallell segments, where each segment may
extract up to six states.

• The multiplexer. It examines the status of all the 18 segments, and selects up
to 9 states.

• The memory management. The memory management buffers the content of
the current frame while reading out the content of the previous frame. A
serializer reads the memories and formats it into two serial streams.

• The JTAG interface, which provides access to all the configuration registers
and the I/O pins of the chip.

• The scan chain. It provides access to the outputs of the individual stages in
the data processing pipeline and is implemented for debugging purposes. Since
the JTAG boundary scan interface is too slow (< 10 MHz) for reading out the
test results of each frame in real-time, the scain chain was implemented as a
custom chain that uses the fast LVDS serial link to transmit the sampled test
results.

3.2.1 Sensors part

Pixel cells

When a hit arrives, it results in a voltage step in the charge collecting node. When
the amplifier is turned on, the same voltage step is amplified and fed through a
capacitor to arrive at another node that is buffered by a source follower. The height
of the step signal is then sampled and compared with a reference value of the pixel.
A functional block diagram for a pixel cell and its interfaces is shown in Figure 3.2.

The sequencer controls the readout of the pixel cells in each row, and the timing
waveform is shown in Figure 3.3. The operation of the rows is pipelined to min-
imalize line processing time. While still processing the current row, the sequencer
already powers on the next row by asserting the appropriate bit in the PWR ON
signal array. It then selects the next row by asserting the appropriate bit of the
SEL ROW signal array, and the pixel signal is read by asserting the READ signal.
After reading the pixel signal, the source follower is reset to its operating point by
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Figure 3.2: Block diagram of pixel cell with interfaces

asserting the RST and CLAMP signals. The reference value is read by asserting
the CALIB signal, and the discriminator output is finally latched by asserting the
LATCH signal.

The correlated double sampling is performed to suppress the DC-offsets between
pixels (fixed pattern noise) and correlated noise sources like common mode [59].

Figure 3.3: Waveform for analog pixel cell readout.

Discriminators

The discriminator compares the differential double sampled signal with a differential
threshold voltage, and outputs a binary one if it exceeds the differential threshold.

Figure 3.4 shows its principle of operation, with VREF1 minus VREF2 being
the programmable differential threshold:

• In the READ phase, the sampled pixel signal is connected to the positive input
of the G0 amplifier with VREF1 connected to the negative input. At the same
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Figure 3.4: Discriminator and correlated double sampling operating principle.

time, the inputs of G1 are reset to its operating point by closing two switches
that establish a unit feedback loop. The differential input of G1 is capacitively
coupled to the differential output of G0. When the DC values of the amplifiers
have settled, all the switches are reopened, and it is time for the next phase,
the CALIB phase.

• In the CALIB phase, the sampled pixel reference level is connected to the
positive input of the G0 amplifier, with VREF2 connected to the negative
input. As a result, a differential voltage step appears at the G0 output. The
voltage step goes through the capacitors and enters the inputs of G1. The
differential signal is amplified by G1 and fed into a latch in the LATCH phase
that comes at the end of the CALIB phase.

By capacitively coupling the two first stages together, and by establishing a unit
feedback loop in the second stage to suppress the initial voltage step in the READ
phase, only the potential difference between the the pixel signal and its reference
value, after subtracting the differential threshold voltage, is fed to the next stage
at the CALIB phase. The major benefit of using this amplifier configuration is
therefore that it effectively removes the input offset voltage of the first-stage G0

preamplifier [60][61].
In case of large amounts of hot pixels in certain columns1, or malfunctioning

discriminators, each individual discriminator can be turned off by setting its corre-
sponding bit in a discriminator disable register.

Test structure for characterizing the discriminators

To obtain the characteristics of the discriminators, it is possible to disconnect them
from the pixel column and instead apply a differential test signal, given by the two

1Hot pixels are pixels so noisy that they always provide a signal above the threshold of the discriminator.
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test voltages VTST1 and VTST2. The VTST1 voltage is applied to the positive
discriminator input during the read phase, and the VTST2 voltage is applied during
the CALIB phase. Two 8-bit DACs, accessible through the BIAS GEN register,
control the magnitudes of the voltages.

3.2.2 Digital treatment part

Figure 3.5 shows a more detailed view of the MIMOSA26 readout chain and its
different stages. The organization of the electronics is similar to the general organi-
zation of a pipelined datapath, managed by a controller unit. The controller, called
the sequencer, generates all the clocks and control signals required for passing the
data stream from the pixel matrix until the serialized output2. While the JTAG
slow control unit provides all the registers necessary for configuring the sequencer
and loading optional test patterns.

The readout electronics can operate in two different modes:

• Normal mode, with the rows of the pixel matrix processed one by one. The se-
quencer successively selects the individual rows and the discriminators convert
selected rows into binary lines before feeding them into the zero suppression
circuitry.

• Test mode, where two line registers alternate to provide the readout electronics
with programmable test patterns 3. When operated in test mode, it is also
possible to sample the output of each stage in the datapath (SDS outputs or
multiplexer outputs). This feature is useful for debugging and identifying the
source of eventually detected malfunctions.

Sequencer

To synchronise the different stages of the datapath (both analog and digital), the
sequencer generates a number of different clocks and control signals. The most
important signals are:

• CKLATCH. The datapath is pipelined and this signal latches the outputs of
its different stages.

2The main purpose of using a set of different clocks, instead of keeping all of the design synchronous to
the system clock, is to reduce the dynamic power consumption. Saving power is necessary both to avoid
unnecessary cooling, which comes on the expense of the detector material budget, and to comply with the
overall power budget of the detector system.

3Since there are only two lines, this configuration does not give the possibility of simulating real clusters
which would require three lines of different content. However, since the state encoding is only performed
in one dimension, such tests should not be necessary neither.
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Figure 3.5: Data path with sequencer for the readout and sparsification circuitry. Timing
waveform for the control signals is shown in a) and the functional block schematic shown in b).
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• CKREADPIX. This signal gives out six pulses for each line. The SDS blocks
uses it to extract its six states and the multiplexer uses it to select its nine
states.

• READ and CALIB. These two signals are used to control the sampling of the
pixels in a row. They belong to the analog part of the datapath.

All the above mentioned signals have the same period of 16 system clock cycles.
To make their timing controllable from the outside world, they all map to each their
16-bit register inside the sequencer, where each bit corresponds to one specific time
interval in their period. See Figure 3.6.

Figure 3.6: The shape of the CKLATCH signal is controlled with a 16-bit signal where each
bit correspond to one small time interval in the signal period.

Sparse scan with state encoding

Figure 3.7: The 18 banks of sparse scan with state encoding.

18 separate banks of sparse scan with state encoding interface the outputs of
1152 discriminators. 64 discriminators provide inputs to each bank, and each bank
extracts six state outputs and a status flag to indicate the number of valid states.
Figure 3.7 shows a functional block diagram of their organization.
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Figure 3.8: Token blocking and token releasing by intertwined NAND/NOR cells in sparsified
scan path.

In each of the sparse scan banks, a token is propagated through a chain of
intertwined NAND and NOR gates, one gate for each pixel (by mixing NAND and
NOR, the propagation delay through the pixel cells is minimized). Each one of the
64 cells in the sparse scan chain are capable of blocking and releasing the token, as
shown in Figure 3.8.

Figure 3.9: Block schematics of NAND and NOR cells in the sparsified scan chain.

The operation principle of the NAND and NOR cells, responsible of blocking
and releasing the token, is the following:

For each of the pixel cells, two flip flops are used to control the token passing.
The first flip-flop is reset to zero value at the initiation of each line (RSTLINE),
and its negative output is AND’ed together with the state validation signal of the
column to provide a switch control signal that blocks the token from propagating to
the next cell. If there is a valid state, the blocked token is routed into the D input
of the second flip-flop, and then clocked into the flip-flop at the first rising edge of
CKREADPIX. The negative output of this flip-flop is then used as enable output
for the address generation and code selection, while the positive output is used as
clock input for the first flip-flop. As the second flip-flop is reset to logical one value
with the RSTPIX signal, a rising edge appears at the input of the first flip-flop, a
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logical one is loaded, and the result is that the waiting token is switched onto the
next pixel cell. Figure 3.9 shows the logic of the NAND and NOR cells.

Multiplexer for state selection

The 18 sparsification and state encoding banks are followed by a multiplexer that
for each line selects up to nine states. The multiplexer goes through the SDS status
flags from the left to the right to identify the banks containing valid states, and the
states of these banks are then read and presented to the next output stage.

To meet the timing requirements of 100 MHz operation with 18 banks, the
multiplexer splits into two parallell stages, each interfacing nine banks, with outputs
merged at a second stage. See Figure 3.10.

Figure 3.10: Multiplexer with two parallell paths merged in a second stage.

The number of valid states in each bank varies from zero to six. Since the number
of clock cycles during one line is limited, it is necessary to have a guaranteed number
of selected valid states for each clock cycle, as long as there are valid states left to
read. To always have the possibility of selecting three states per clock cycle, three
multiplexers point to each their bank, with bank addresses being their select signals.

The multiplexer scans the line from left to the right, starting by selecting the
three first banks containing valid states. Then it continues by reading out the valid
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states of the selected banks. For each time that all valid states are read out of
the first of the three selected banks, the multiplexer needs a reference on where
to restart the scan for valid banks. This generation of reference bank addresses is
implemented as a loop of tokens between two modules.

The first module in the token passing loop is an FSM that performs the two
following tasks: 1) It stores into registers the states of the banks currently selected
by the three multiplexers. 2) It uses the status information of currently selected
banks to request and propose new addresses each time the first selected bank is
emptied.

Figure 3.11: Functional block diagram of first stage multiplexer with token passing.

The second module is composed of logic that receives the proposed address tokens
for performing the final address generation. This module can either accept the two
proposed addresses if they point to banks with valid states, and obtain the third
address by scanning the status flags of the following banks until arriving at a bank
with non-zero status flag. Or it can scan the status flags, starting from the address
of first non-accepted token, to obtain new tokens.

Both the two modules are synchronous to the same CKREADPIX clock, and two
clock cycles are required for exchanging the tokens. An inverting flipflop provides
an active low enable for the FSM and an active high enable for the address token
selection logic.

For each clock cycle where the FSM is enabled, it is capable of storing three
states, and during the six CKREADPIX clock cycles of one line it is therefore
possible to select in total (6/2) x 3 = 9 states. Figure 3.11 shows a functional block
diagram of the structure.

For the address proposing FSM, the most straightforward case is when there is
only one valid state in the first selected bank, only one valid state in the second
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selected, and only one valid state in the third selected bank. In this case, three
totally new address tokens are needed on the next rising clock edge. For all the
other combinations, one or both the proposed new addresses have to overlap the
current second and third tokens.

Table 3.1 contains the truth table that was used to implement the final algorithm
of the FSM.

Table 3.1: The FSM generates two candidate new address tokens, based on (1) the number of
states left to read in the currently selected banks, and (2) the addresses of the second and third
selected banks. Modified address tokens are generated as long as there are fewer than four states
left to process in the first currently selected bank. Their validity is flagged with an enable signal.

First Second Third Enable Modified Modified
bank bank bank new token token 1 token 2
1 1 1 1 Third + 1 Third + 2
1 2 - 1 Third Third + 1
1 (≤ 3) - 1 Second Third

2 1 - 1 Third Third + 1
2 (≤ 2) - 1 Second Third

3 - - 1 Second Third

ELSE (≤ 4) - - 0 - -

Dimensioning of multiplexer and segmentation of SDS

Targeted for STAR 200, the average number of hits per line becomes 200 hits
576 lines = 0.35

hits/line. For a probability of missing hits that is less than 10−3, 3 hits per line must
be taken into account, corresponding to the nine states selected by the multiplexer.

Since the state encoding circuitry only has capability of selecting six states for
a line, this means that to meet the requirements, the matrix must be split into
segments. If the segment size is set to 64 pixels, it can be shown that the probability
of having two hits (six states) in the same line segment is on the order of 10−5, which
for 18 segments gives a total probability of missing hits that is below 10−3, and thus
acceptable. The 1152 columns are therefore divided into 18 banks of 64 columns.

Line data formatting

For each processed line, the multiplexer provides the next stage in the datapath
with a data packet containing a line header and up to nine encoded states with
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Figure 3.12: Data packet format for a processed line.

their column addresses. The 16-bit line header contains the number of states in the
line, the line address and an overflow bit, while the 16-bit states consist of the state
encoding and their column address. The full format of the data packet is shown in
Figure 3.12.

Memorization

Figure 3.13: Schematic block diagram of memory management.

The third stage in the datapath is the memory management, where the selected
states enter a ping pong memory, composed by 2 · 2 16-bit single-port RAMs. The
two pairs of 16-bit memories switch for each frame that is processed, with the content
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of the previous frame read out from one pair while the content of the current frame
is written to the other pair. The memory management also provides the interface
needed to read out the data stored in these memories, initiating the transmission
of the previous frame at the start of the next frame.

Figure 3.13 shows a functional block schematic of the memory management.

Figure 3.14: Odd/even swapping procedure.

Since the number of selected states varies from line to line, it is not possible,
without wasting memory space, to write a fixed amount of words per line to the
memories. Instead, the memory interface is able to write both odd and even number
of states to the memories, while at the same time keeping track of the total number
of states written.

To simplify the writing procedure, the first stage of the memory management
unit always initiates the writing procedure by writing in the exactly same order to
what it sees as the odd and even memories. While at the same time, it also signals
to the odd/even selection logic of the second stage if the data written to the odd and
even memories should be swapped or not. And finally, at a third stage, it selects
which one of the two memory pairs in the ping pong buffer that is to be written
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to. The data provided at the input of the memory management is therefore taken
through totally two stages of multiplexing before being latched into memory.

The swapping procedure of odd and even words is illustrated in Figure 3.14.

Serial output transmission

In the other end of the memory interface, the two 16-bit memories are read in par-
allell by a serializer. Basically, the serializer consists of a finite state machine that
controls the reading of the two 16-bit memories and the loading of two shift registers.
At each their respective state, the serializer loads header, data and trailer informa-
tion into the shift registers, and subsequently shifts the loaded data out on two
LVDS outputs. Figure 3.15 shows a block schematic of the serializer architecture.

Figure 3.15: Block diagram of serializer and output mux.

The serializer provides in total four external signals: two data signals, one clock
signal, and one synchronization strobe. With all four signals implemented as differ-
ential pairs, there are in total 2 x 4 = 8 wires for this interface.

The serializer initiates the transmission of each frame by asserting the synchro-
nization strobe while sending the headers, and then a framecounter word follows to
indicate the number of data words to be transferred. After transferring all the data
words, it ends the transmission by sending a trailer word.

The serializer can operate in four different modes - mode 0, mode 1, mode 2 and
mode 3:
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Figure 3.16: Initiation details of serial transfer. When the header of a new frame is sent, a
synchronization strobe (marker) is asserted for the first four clock periods of the transmission.

Figure 3.17: Data format of serialization in mode 0 and 1.

Figure 3.18: Data format of serialization in mode 2 and 3.
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• In mode 0 and mode 1, data goes out serially in two parallell LVDS streams,
one for each of the two 16-bit memories in the design. The difference between
mode 0 and mode 1 is that in mode 0, the LVDS stream is synchronous to a
100 MHz clock, while in mode 1, data are synchronous to a 50 MHz clock.

• In mode 2 and mode 3, data goes out serially in one data stream only, with the
content of the two memories being bundled together. All the data is transferred
through the first LVDS channel, with the second channel being silent. In the
receiving end, the single channel mode of transfer is automatically detected
by sensing that HEADER0 and not HEADER1 is the first header to arrive in
this second channel. The difference between mode 2 and mode 3 is once again
that a 100 MHz clock is used in the second mode and a 50 MHz clock in the
third mode.

With the serializer running in mode 0, which is the fastest one, there are in total
576x2 words transferred during one frame (full speed and both links utilized), while
a serial transfer with mode 3 can maximally transfer 576/2 = 288 words (half speed
and only one link utilized).

Figure 3.16 shows the initiation of a frame in detail. In Figure 3.17, the data
format of mode 0 and mode 1 is illustrated. The data format of mode 2 and mode
3 is shown in Figure 3.18.

Communication interface - JTAG

The JTAG slow control unit provides an interface to the outer world for configura-
tion and test. All the configuration registers of the sequencer go through the JTAG
interface, and the same applies to the register containing the disable bits for the
discriminators and the two line registers that provide inputs to the SDS circuitry
when operated in test mode.

JTAG was originally a standard for testing integrated circuits (formalized by
IEEE as 1149.1 Standard Test Access Port and Boundary-Scan Architecture), but
has also become a standard for programming and configuration of integrated circuits,
like microcontrollers and FPGAs. It is a relatively complex communication standard
compared to I2C, and compared to newer standards like SPI, it is also a relative
slow standard. However, speed is not critical in our application - since the slow
control is only used for configuring the circuit prior to normal system operation.

The most important JTAG registers used to control the behavior of the chip are
further described in Appendix C.
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Scan test chains for discriminators, SDS, and multiplexer outputs

A custom scan chain was inserted for being able to examine the different stages in
the datapath and identify possible design failures after the chip has returned from
manufacture.

For a selected line, the inputs of a given stage in the pipeline are latched into
registers and then the content of these registers are then serially shifted out. Which
stage to be shift out is controlled using configuration switches. See Figure 3.19.

Figure 3.19: Conceptual view of scan test system.

Using the configuration switches, one selects: 1) Which stage in the datapath to
test. This can either be the 1152 discrimator outputs, the outputs of the two first
SDS banks, or the outputs of the multiplexer. 2) At which line to perform the test.
The line to test is either set manually in a configuration register or the line selection
is automatized by incrementing the line number for each frame.

A separate configuration register contains all the signals used for controlling the
tests:

• EN SCAN. When this bit is set to one, the scan tests are enabled. Otherwise,
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the chip runs in normal operation.

• SCANLINE. This register selects which line to check. As soon as we have
come to the specified line, the content to be analyzed is sampled and shifted
out of the chip.

• EN AUTO SCAN. When this bit is set, the line to be scanned is automatically
incremented for each frame that is processed (starting at zero and ending
at 576). This feature is implemented for automatically scanning through all
the lines in the matrix and thereby check if the discriminators are operating
correctly for every row.

• ENTESTDATADISC. This switch is used for either selecting the shift register
containing the 1152 sampled discriminator outputs or the outputs of the two
first SDS banks (states and status flags).

• TEST AFTER MUX. This switch is used for either selecting the outputs of
the state selecting mulitplexer or selecting the outputs that are already selected
by ENTESTDATADISC.

After being registered in the scan chain, the sampled data is bit by bit shifted out
of the chip through the LVDS link. Figure 3.20 shows the format of the transferred
scan data.

Figure 3.20: Data format for the three different scan tests.

Memory test structures

An optional memory test can be performed in the seven first frames of chip op-
eration. A fixed set of patterns are written into the pingpong memories on the
first frame and then read back on the next frame. The data words read back from
memory are XOR’ed together with the originally written words, and the bits in the
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result strings are OR’ed together and routed out to a test pad. The test procedure
is described in detail in Appendix D.

3.3 Simulation

For the ASIC development flow, a simulation environment that can provide ex-
hausting testing with all the relevant input combinations is required. It is therefore
important to build up an environment of different stimuli and test benches for the
modules that make up the ASIC design. There is need for both separate functional
tests of all the individual modules and integration tests of the entire system.

When designing VHDL code for hardware, one has to always think carefully
about what kind of structures are implied. And normally, only a subset of the
VHDL programming language features are utilised - but when designing a testing
environment, one also has the full freedom of an ordinary software programmer
to create whatever structure is the most convenient. And this is also where the
many powerful features of the VHDL programming language, like file handling and
polymorphism, come to their right. Writing behavioral algorithms for the testing
environment and comparing the outputs of the design with the expected output
generated by the test environment is an efficient way to verify the design - since
some design failures are hard to uncover before the entire concept is tested.

Within the framework of the MIMOSA26 development, we performed a study
concentrated on developing an environment that validates the implemented design
against an executable high-level specification. The relevance of the high-level model
was verified by first providing input patterns that were assumed relevant for the
physical experiment and then successfully reconstructing these patterns by reversing
the algorithm of the high-level model.

3.3.1 Simulation environment

The general simulation setup is shown in Figure 3.21. The principle is that the
algorithms of the design are implemented twice. First, they are implemented in the
simulation environment as high level descriptions of the design, and then they are
implemented in the design as state machines. The high level description could be
considered to be an executable list of requirements for the design, and if we run the
two algorithms in parallell, they should produce the same output. The design is
thus validated against the simulation model.

Instead of running the design and the executable specification in parallell, an
alternative approach could be to run the design in serial with another module that
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Figure 3.21: General design verification setup.

implemented a reverse algorithm for the signal processing performed in the design,
to confirm that the output of the reverse algorithm was equal to the input of the
design - and thus confirm that no information is lost. Such an approach is only
possible if the processing of data is completely loss-free, and this is not the case
in our design where overflows (more than six states in a bank or more than nine
states on a line) are simply ignored after flagging an overflow bit. However, such
a simulation is still useful to verify that the simulation model and the design is
relevant for the most realistic input patterns.

Two simulation environments are developed. In the first simulation, the data-
path of the design is tested directly with different kinds of stimuli. In the second
simulation, the entire design is stimulated from the outside through the JTAG in-
terface. While the first setup gives the opportunity of performing a much more
thoroughly test of all the core parts of the design, the second setup is necessary for
testing the design as a black box.

In both simulation scenarios, most of the variable parameters that we feed into
the simulation is given through text files that are read by the surrounding test
bench entities. This is done with the purpose of speeding up the simulation process.
Instead of recompiling the test bench for every small test parameter that is changed,
we simply edit the text files and reinvoke the simulator.

3.3.2 Checking the datapath

In Figure 3.22, we can see that the digital datapath, containing sparse scan with
state encoding, multiplexer and memory management with serialization, is tested
in a standalone test bench environment with inputs given by a stimuli module that
reads data from a text file. The purpose of this setup is to validate every single
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stage of the datapath.

Figure 3.22: Standalone datapath verification setup.

In our test setup, we check in parallell that all the extracted 6 x 18 states are
correct, that the nine selected states are correct, and finally that the content on
the memories, that are read out through the LVDS links, are also similar to the
high-level algorithmic result.

With such a setup, the datapath is simulated standalone with all the required
inputs fed from the simulation environment. And with algorithms which at the
highest possible level read the inputs, calculate the outputs and compare the results
with the outputs produced by the design. In this way, our design datapath is
validated at an algorithmic level. As long as the high-level algorithm meets the
functional requirements, so must the design also do. Each output stage in the
datapath is read and compared against the outputs of the corresponding simulation
model, and a flag is asserted to indicate if the results are equal or not.

3.3.3 Checking the entire design

In Figure 3.23, the entire chip is simulated and all stimuli enters from the outside
world via the JTAG interface.

In fact, at the top level of the simulation, the testbench is split into two separate
blocks, one being the implemented design and another module, called STIM CORE DIGITAL,
containing all other functions that make up the simulation environment. See Fig-
ure 3.24.

The modules that constitute the simulation environment around the imple-
mented design are illustrated in Figure 3.25. They are the following:

• STIMHARDCLOCKS gives out the 100MHz clock of the simulation.
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Figure 3.23: Verification setup for entire design with JTAG.

Figure 3.24: Top level of test bench for entire design with JTAG. STIM CORE DIGITAL gives
all the stimuli and captures all the responses of the design.
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• STIMJTAGDRIVER. A module written in Verilog that implements the JTAG
protocol. It is used for receiving registers in parallell and feeding these registers
into the design through JTAG.

• STIMTOKEN. The simulation setup has an extensive use of text files to com-
municate between the different modules, and if different users are to run the
simulation at the same time, there is need to use different set of text files, one
for each user. Each user must therefore have his own instantiation of the test
setup, and the token is used to distinguish between the different users.

• STIMREGISTERSCFG. Reads all the simulation configuration parameters
from a text file. What kind of text file that is to be read depends on the
user token that is connected. The different parameters are read from a text
file and delivered to the rest of the design as output signals. The signals that
represents JTAG mapped signals are long chains of many differents internal
registers. To keep overview of these individual registers, they are internally
separated into each their alias.

• STIMSYNCDESIGN. Acts like a supervisor or synchronizer for the stimuli
modules and keeps track on where we are in the simulation progress.

• STIMSEQ. Commands the design to start operating after receiving confirma-
tion from the JTAG driver that all the configuration registers are loaded.

• STIMGENPATTERN FULL MATRIX. Writes a new pixel matrix to a text
file for each new frame.

• STIMGENPATTERN 2 LINES. Generates two lines of hit patterns and feeds
them into STIMJTAGDRIVER. It also generates a matrix file with the two-
line patterns.

• STIMSIMULIMAGE. Reads the text files containing the pixel matrices to
provide the design with discriminator outputs for the current frame. It also
gives out the processed data of the previous frame.

• STIMRESULTMEMORY. Compares received serial data from the design with
processed data from simulation model.

• PATTERN RECONSTRUCTOR. Reconstructs an image based on received
serial data.

With this setup, it is possible to make a full simulation where the chip is powered
on, programmed via JTAG, and then left on its own for running with the loaded
parameters.
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Figure 3.25: Content of stimuli module (STIM CORE DIGITAL).

73



To make the interfaces of the JTAG driver as simple as possible, the STIMJTAG-
DRIVER is only fed with five registers (sequencer register, control register, header-
and trailer register, and two 1152 bits wide line pattern registers). The five register
signals, arriving from STIMREGISTERSCFG, are split into a number of different
aliases, and the content of each alias is set by line by line reading a configuration
text file. The simulation can be run in two different modes: s

• Normal mode, with the design and the simulation model processing line by line
the content of a virtual matrix, generated by STIMGENPATTERN FULL MATRIX.

• Two-line test mode, with the design being loaded through JTAG with a two-
line pattern.

To be able to test the design in two-line mode with different kinds of two-line
patterns, the simulation has been split into simulation cycles.

A simulation cycle starts with the loading of parameters through JTAG. When
the JTAG registers are loaded and the design is ready, the design is commanded to
start processing data. The data processing then continues for a number of frames
specified in the simulation configuration file. When the specified number of frames is
reached, the circuit is reset and the loading of parameters through JTAG restarts,
but this time with new content in the two line registers. Figure 3.26 shows its
principle of operation.

Figure 3.26: Simulation cycle for two-line pattern.

To be able to compare the outputs of the design and the simulation model, the
two-line pattern is also written to a text file as a virtual matrix processed by the
simulation model.

3.3.4 Input patterns

Due to all the possible configurations of MIMOSA26, there is an overwhelming
amount of different combinations to test. A complete back-annotated timing simu-
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lation of all the different configuration options is therefore impractical to do (since
it will take too long simulation time).

However, it is normally not necessary to perform a full test of all the different
combinations if a reasonable test strategy is developed (like in the case of testing
manufacturing problems, where almost all manufacture faults will manifest them-
selves at individual nodes as single-stuck-at-one or single-stuck-at-zero errors). A
strategy was developed to create a set of test that would identify as many potential
failures as possible.

With all the different test being run with successfull result, the chip is ready for
submission.

Unitary tests for all functions

The failures that we would like to uncover were the following:

• Problems with the state encoding of discrimated inputs. For example with
clusters overlapping between banks.

• Problems with the selection of states from the individual banks. For example
with one state in bank zero and another state in bank nine, activating the
critical path in the state selecting multiplexer.

• Problems with the memory management and the serializer. Does it work in
all the four different modes?

• Problems with the scan test circuitry.

An assumption was made that whatever combination of states that were selected
by the multiplexer, this would not affect the behavior of the serial transmission
circuitry (since it simply reads and transfers the states that are stored in memory,
without further data processing). The different configurations of the serializer could
therefore be tested with a fixed set of discrimator inputs. Similarly, it could also
be assumed that the scan test circuitry would function in the same way, regardless
of input patterns (as it is simply a scan chain inserted between the pipeline stages
to capture whatever content that should be there), and that this circuitry therefore
could be tested with a small set of test inputs.

Three types of tests were therefore done for the digital circuitry:

• Testing of the SDS, MUX and memory management for different combinations
of discriminator inputs.

• Testing of the serializer for all the different serialization configurations.
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• Testing of the scan test circuitry.

A variety of different pattern generating algorithms were developed:

• Patterns that activate the critical paths of the design, especially for the SDS.
The signals processed by the SDS have to go all the way through a daisy-chain,
much in the same way as a ripple carry adder. A way to active this path is
therefore to have one bit in the lower end of each bank and another bit in the
upper end of each bank, while leaving the rest of the bits blank.

• Patterns that test the overlapping between banks for all different combinations
of states and for all degrees of overlaps.

• Patterns that test if the memory management is working properly for all num-
bers of states per line and for all total number of states per frame. For this
test, the pattern generator started with one and only one hit pixel in the first
line of the image, then increasing the number of hits with one for every new
frame until nine hits were reached (all the hits were separated by 64 columns
and thus located as separate states in each their bank). When nine hits were
reached in a line, then the same procedure was repeated in the next line, thus
slowly filling up the memories word by word for every new frame.

In addition to these automatically generated patterns, there were also three
different two-line patterns that were handcrafted for activating as many failures as
possible:

• A pattern that actives the critical path of one bank from one end to the other,
while at the same time verifying the overlapping between the two halves of the
matrix (as the state selecting mux is split into two parallell paths). See Figure
D.1 in Appendix D.

• A pattern that tests out the different types of states while at the same time
causing an overflow in the left half of the matrix (Bank 0-8). See Figure D.2
in Appendix D.

• A pattern that tests out the different types of states while at the same time
causing an overflow in the right half of the matrix (Bank 9-17). See Figure
D.3 in Appendix D.

To test the SDS, MUX and memory management for different discrimator inputs,
there were done a number of simulations where the programmable pattern generator
of the virtual matrix was run with all the different combinations. This included an
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automatic test where ten frames were run successively for each kind of pattern
generation algorithm.

To test the serializer, the test setup was changed from running with virtual
matrix to running with the two-line pattern. Four simulations were done, one for
each configuration of the serializer.

To test the scan circuitry, ten different simulations were done with the two-
line setup to verify all the different configurations of the scan test circuity (three
discrimator tests, three SDS tests, three MUX tests and one automatic discriminator
test. It was necessary to make three tests for each scan configuration to test the
boundary conditions of line addresses 0 and 575 in addition to a randomly chosen
line).

Randomly distributed clusters and pseudo-random images

To provide statistical robustness, three more types of input patterns were developed:

• Pseudo-random. All the rows of the matrix are filled up with LFSR pseudo-
random content to test all different combinations of states.

• Masked pseudo-random. Only selected columns are filled up with pseudo-
random content, since we do not want more than nine states per line (which
lead to overflow). Different kinds of masks were applied. In one case, all pixels
except the first and last in every bank were masked out. In another case, a
window was diagonally scrolling back and forth in the image - or placed at
different random locations for every new frame. The size of the window was
increasing for every new frame.

• Randomly placed clusters distributed throughout the matrix. This is a more
realistic pattern distribution. The locations of the central pixels in the clusters
are determined by using random x and y coordinates. Different kinds of cluster
shapes have been tried out. The number of clusters could either be specified
by the user or it could increase incrementally from one frame to the next one.

The tests should ideally have been run for some days to obtain a complete
verification of the chip. But due to the long simulation time and the short time
schedule before submission, each of the three types of test was only run for a few
hundreds of frames. However, and as we will see later in this chapter, similar pseudo-
random tests were performed as part of the hardware test after the chip returned
from submission, with a much larger amount of frames, and these tests showed no
signs of failures.
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3.3.5 Pattern reconstruction

The method of providing simulation model and implemented circuit with the same
set of inputs, and then compare their output, is sufficient to ensure that our design
corresponds to the simulated high-level description of the design (provided that
a realistic and sufficiently large set of input patterns have been given). During
development, the simulation model can then be viewed as an executable specification
of the design. However, it is also necessary to have a strategy to verify that the
simulation model actually meets the specifications of the chip.

One way for further verification of the simulation model could be to make a full
reconstruction of the pixel matrix, based on the data that is provided by the design,
and that is already shown to be equal with the output of the high-level behavioral
description.

However, it is only possible to perform automatic verification by comparing the
original and the reconstructed matrix in the cases of few and sparsely distributed
hits, with no more than:

• 6 states per bank, to avoid SDS overflow.

• 9 states per line, to avoid multiplexer overflow.

• 576 states per matrix (assuming state in every line and therefore also one word
as line address header for each line), to be able to transfer all data stored in
memory during one frame.

Automatic verification of the reconstructed pattern is therefore only possible
when there is no line whose number of states exceeds nine and where the total
number of states on the entire matrix can be kept within two memories of size 576
x 2 bytes. However, this is, on the other hand, exactly what would be the most
realistic model of what is expected from the physical experiment, provided that the
assumptions made for dimensioning the chip are correct.

By simulating with input patterns realistic for the experiment, and reconstruct-
ing the pixel matrix, one can thus verify if the simulation is based on a meaningful
model. A test bench module for storing the deserialized design data, decoding the
states, and reconstructing the pixel matrix, was therefore implemented. This pat-
tern reconstructor was tested with a number of different input patterns. What was
observed was what could be expected:

• The pattern reconstructor reconstructs states from the right to the left in the
matrix, and reconstructs correctly all states, including state nine. If there is
an overflow on the line, the nine first states are reconstructed from the right
to the left, with the rest of the line left blank.
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Figure 3.27: Reconstructed pixel matrix shown as a function of actual pixel matrix content.

• Dependent on the average number of states in a line, there will also be a
maximum number of lines stored in design before the memory is full, with the
maximum number of line addresses and encoded states being 576 x 2. If a
uniform distribution of states is assumed, with each line requiring a separate
line address header, the maximum average of states per line in a correctly
reconstructed image becomes one.

Figure 3.27 shows three different cases, with only one giving a fully reconstructed
matrix.

After successfully simulated with layout in 100 MHz, and passing all the design
rule checks, the design was submitted for manufacture.

3.3.6 Pertinency and weaknesses of simulation

To verify that the design correctly acquires the expected hit information, the design
should be tested with input patterns that correspond to the experiment for which
the design is targeted. The pattern reconstructor should then be used to reconstruct
the image and it should be verified that the only times the hits are missed are when
there is overflow, and with a fraction of overflows that corresponds to the accepted
probability of missing hits.

The following simulations should therefore have been run:
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• Input patterns providing randomly distributed clusters.

• Number of clusters per image varied around the expected number of hits per
chip for the given experiment (200 for STAR).

• Physically realistic distribution in cluster shapes, similar to experimental data
from beam tests of previous chips.

• For statistical robustness, one needs thousands of frames, and with automati-
cally checking that the only mismatches of the reconstructed patterns are due
to overflows.

However, this list of ideal requirements also highlights the weaknesses of the
simulation:

• The number of clusters per frame was either fixed or incrementing for every
frame, instead of being Poisson distributed around the expectation value.

• The shape of the clusters were in most of the cases purely a regular cluster
with multiplicity of 5, instead of being calibrated against experimental data.

• The mismatch comparison of the reconstructed patterns were performed man-
ually, instead of implementing an automatized algorithm for this task, allowing
to check a much larger amount of images.

• Only a few hundred images with cluster shaped data were simulated.

The main reason for the lacking features and the small amounts of frames simu-
lated was the tight time schedule before the submission of the chip. While perform-
ing beam tests or laboratory tests in real-time, a frame readout time of 200μs gives
5000 images in just one second. A similar simulation of the 5000 frames would take
several days.

3.4 Hardware tests

3.4.1 Test environment

To test the readout and data sparsification electronics of MIMOSA26, an autom-
atized test environment was constructed, with features similar to the simulation
environment of MIMOSA26:

• A logic analyser provides stimuli to the design through the JTAG custom
interface, and captures its output when running. A C++ test program with
graphical interface, running on the logic analyzer, controls the tests.
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Figure 3.28: Test setup of MIMOSA26 readout electronics.

• The test program runs in repeating cycles, with each cycle starting with feeding
stimuli into MIMOSA26 through the JTAG interface, and then continuing with
capturing the outputs of the running system for a specified amount of frames.

• Parallell to the stimuli generation and response capture, the test program
also builds a virtual matrix based on the generated stimuli, followed by data
processing algorithms that should produce results similar to the captured MI-
MOSA26 outputs.

The read out responses from MIMOSA26 and the internally generated result
could therefore be automatically compared, and a text file with a result report was
automatically generated for each frame that was read out. The report contains full
information on any detected mismatches between data received from MIMOSA26
and data expected by the test program. The test setup for MIMOSA26 is shown in
Figure 3.28.

3.4.2 Performed tests

For the performed tests, one can distinguish between two different types - the qual-
itative tests and the quantitative tests. In the qualitative tests, the testing pro-
gram reads data from a directory of files, where each file contains a separate set
of manually constructed test patterns - one test pattern for each of the two lines,
and eventually one or two windows of empty data. With the quantitative tests,
the testing software is no longer based on reading from files. Instead, the testing
program generates a pseudo-random test pattern, feeds this test pattern into the
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design through JTAG and runs one or several frames before the next pseudo-random
pattern is loaded and tested out.

According to test theory, even moderate amounts of pseudo-random test vectors
are capable of activating a very large amount of potential faults in digital designs
(see for example [62]). The optimum test strategy is therefore to test the design by
providing input vectors that test the individual functions of the design, and then to
use a large quantity of pseudo-random patterns for activating faults not covered in
the systematic functionality tests.

A number of systematic tests, quite similar to the simulation tests already per-
formed, were done to the MIMOSA26 chip after returning from the foundry. The
systematic functionality tests performed were the following:

• Column address encoding. A single state was subsequently moved from one
column to the other to extract the correct column address from all the the
different 1152 lines.

• State encoding. The column address encoding test was re-run ten times, rang-
ing from zero to ten states in all column positions of the 18 banks.

• Line address encoding. To verify all the 576 line addresses, three test were
performed. In the first test, the chip was loaded with two lines, where each
line contained one state. In the two other cases, the first line was loaded with
two states while the other line was empty. These two test were each done 1152
times, one for each column.

• Encoding of the shape of states. The column address test was re-run four
times, with the consecutive pixels in a state ranging from one to four. This
test also verified the continuity between the banks for all the different types
of states.

• Overflow detection. Random inputs were provided to the two lines, which in
most cases contained more than nine states and therefore should result in an
overflow bit being set.

• Serial transmission. Dual-channel and single channel transfers were tested on
both 100 MHz and 50 MHz transmission rate.

To provide statistical robustness, two different kinds of tests were also performed:

• Three different patterns, created to activate the critical path through the banks
and to verify the overlapping between banks, and to verify that the system
correctly overflows, were each tested seven million times;

82



• 10.000 different pseudo-random patterns were loaded and tested, with each
pattern run in 199 consecutive frames.

All these tests were run at 80 MHz operation frequency (in room temperature
and with supply voltage of 3.3V). In addition, pseudo-random tests were run with
operating frequency ranging from 10 MHz to 115 MHz.

3.5 Architectural improvements with respect to SUZE

To scale with the increase from 128 bits (2 SDS banks) to 1152 bits (18 SDS banks),
the original SUZE implementation had to go through some major architectural
changes, although its general concepts are still preserved.

The timing critical part of the chip is the sparse scan algorithm and the token
generation circuitry of the multiplexer. However, while the SDS chain of the indi-
vidual banks remains the same, the number of banks that the multiplexer has to
go through during one clock period increases from 2 to 18. Such an increase means
that the time of the multiplexer for going through each SDS status flag shrinks from
160 ns

2 = 80 ns to 160 ns
18 = 8.8 ns.

To meet the timing requirements when the number of banks were increased from
2 to 18, we performed a full redesign of the multiplexer, with the following two
major improvements compared to its original structure:

• To reduce the critical combinatorial delay of the multiplexer, the multiplexer
structure splits into two parallell paths, each interfacing 9 banks, and with
outputs merged at a second stage.

• The clocking scheme of the token passing was changed to make all the multi-
plexer modules synchronous to the same CKREADPIX clock. Such a reorga-
nization implied that the number of address tokens had to be increased from
2 in SUZE to 3 in MIMOSA26.

Thanks to these improvements, the clock frequency could remain at 100 MHz,
and in the same process technology, even after increasing the number of columns
from 128 (SUZE) to 1152 (MIMOSA26).

In addition to improving timing, we improved the output data flow by replacing
the 32-bit parallell data bus of SUZE with two differential serial interfaces. While
parallell buses quickly meet limitations of clock frequencies due to the many signals
to interface, differential serial transmission interface can achieve much higher clock
frequencies, and they also have much fewer wires, improving material budget.
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The serial interface of MIMOSA26 is composed of four signals, two differential
data lines, one differential clock line, and one differential strobe line - in total 8
wires. In terms of wires and in terms of achievable frequencies, it is therefore not
a fully optimal serial interface, but is the first step towards a serial interface with
embedded clock and control.

The splitting into stages and the improved clocking scheme is to be described in
further detail:

3.5.1 Parallelization of operations

The state selection multiplexer is composed of two independent instances of the
same circuit, whose output results are merged at a second stage. In the first stage,
two multiplexer structures, extracting states from each their half of the matrix, are
both merging 6 times 9 states into 9 states.

The second stage of the multiplexer, merging the two first parallell stages, is
principally another large multiplexer, where the valid states in the upper half of the
matrix are combined with the valid states of the lower half, as long as the number
of states in the lower half has not already exceeded nine. Its concept is simple: For
each of the nine outputs, a multiplexer is implemented. If the number of identified
states in the first module, x, is equal to or greater than n, output number n is
assigned the nth output of the first module. Otherwise, if x is less than n, output
number n is assigned the (n-x)th output of the second module.

To obtain correct addresses for the states in the merged states, the states in the
first stage have been assigned bank addresses in the range of 18 to 10, which for the
case of the states in the upper half are all being subtracted with nine in the last
stage.

With such an implementation, output one would be driven by a multiplexer
containing output one from the first module and output one from the second module.
While output number nine would be driven by a multiplexer containing output
number nine from the first module and all the nine outputs of the second module.

3.5.2 Improved clocking scheme

With SUZE, two address tokens were generated by the multiplexer selection logic
at the rising edge of CKREADPIX, and the candidate next tokens were generated
by FSM at the falling edge of CKREADPIX. Although this implementation made
it possible to generate new tokens at every rising edge of CKREADPIX, it imposes
a timing requirement of only 10 ns in the critical path through the multiplexer
selection logic.
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With the increasing combinatorial delay in the multiplexer selection logic, due
to the increasing number of status flags that had to be examined, such a clocking
scheme was no longer applicable.

We therefore made the decision to make all the logic sensitive to the rising edge
of CKREADPIX, with the multiplexer selection logic providing the address tokens
in the first rising edge and the FSM sampling the results and providing candidate
next tokens on the next rising edge. An inverting flip flop is used to signal to the
two different modules which one is to respond, and with this new scheme it therefore
takes two clock cycles instead of one to identify and store a set of selected states.
To meet the requirement of identifying nine states on six CKREADPIX cycles, the
number of processed states per clock cycle was increased from two to three.

The new clocking scheme improves timing and reduces the problem of clock skew
(since a negatively triggered flip-flip in most standard cell libraries synthesizes to
a positively triggered flip-flip driven by an inverted clock). A comparison between
the new and the old clocking scheme is shown in Figure 3.29.

Figure 3.29: a) Token passing handshake of SUZE multiplexer. b) Token passing handshake of
MIMOSA26 multiplexer.

85



3.6 Conclusion

3.6.1 Achieved performances

MIMOSA26 is the first pixel detector with a large-scale matrix (1152 columns x 576
lines), embedded data sparsification, and fast serial transmission. The test results
for the digital part shows that the chip is functioning up to an operating frequency
of 115 MHz.

The simulation environment being developed together with MIMOSA26 has pro-
vided a reference for validating future upgrades of the architecture.

3.6.2 Perspectives of improved timing

Before submitting the ASIC, back annotated timing simulation demonstrated an
operating frequency of 100 MHz (worst-case temperature, voltage, and process cor-
ner), sufficient for the frame readout time requirements of the EUDET telescope.
However, the analysis shows the most timing critical parts of the design and how
to improve future versions of the design.

In general, timing can be improved either by changing to a process technology
with smaller feature sizes or by improving the architecture. Whatever technology
chosen, the architecture should be optimally designed by identifying its critical
paths.

In MIMOSA26, three critical paths appear, one in each of the three stages of the
pipeline:

• In the sparse scan algorithm, the asynchronous scan of state validation bits
arriving from the combinatorial state encoder represents a critical path, with
the worst case being one single validation bit on the left side of a 64-bit bank
and another single validation bit on the right side. With this scenario, the
SDS has only 10 ns (from the assertion of RSTPIX until the rising edge of
CKREADPIX) to scan through the entire 64-bit chain of enable bits. Reducing
the number of columns per bank improves the SDS timing performance, but
for a fixed number of columns per line, a reduction in columns per bank gives
a similar increase in banks per line. And increasing number of banks per line
increases the critical delay through the state selecting multiplexer of the next
stage.

• In the MUX, the scan for non-zero status flags in the individual banks, per-
formed by the multiplexer selection logic, gives a critical path. The worst case
is with valid states only in the lower bank and in the upper bank. To meet the
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100 MHz requirement, the tasks of the multiplexer are therefore parallellised
by splitting it into two branches - one for the nine upper SDS banks and an-
other one for the lower nine SDS banks - with a third module collecting and
merging their outputs.

• In the memory management module, the address incrementation of the memo-
ries gives a critical path. Since parallellization solves the acute timing problems
in the multiplexer, the memory management becomes the part of the design
that first stops functioning correctly when the clock frequency is increased.

Optimization of memory interface

The instantiated memories are synchronous to the rising edge of the chip select (CS)
signal. However, if we take a closer look at Figure 3.30, we find the signal driving the
address input of the memory being sensitive to the falling edge of CKREADPIX 4,
the signal driving the data input (the state information) being sensitive to the rising
edge of the system clock, and finally the CS input being sensitive to the falling edge
of the system clock. The memory is therefore interfaced by three signals arriving
from three different clock domains.

As seen from the waveform, the time between the transition of the address signal
and the rising edge of CS is nominally 10 ns. However, it is in practice hard to
control the timing of signals being sensitive to a falling edge (since the falling edge
is synthesized to become the rising edge of an inverted clock), and simulation with
back-annotated delay shows that there is less than 10 ns from the transition of the
address signal until the rising edge of the CS signal.

A closer look into the logic of the memory management also shows that the
data signal presented to the memory is in fact first selected at the rising edge of
CKREADPIX, and then delayed with 5 ns by being sampled at the rising edge of
the system clock.

However, all information necessary for calculating the addresses and providing
the correct states has been available in stable registers since the rising edge of
CKLATCH. To improve margins, it is therefore tempting to clear up the clocking
scheme and remove all use of falling clock edges, in the same way as already done
with the multiplexer.

By making the address generation and data selection sensitive to the rising edge
of CKREADPIX, and the CS signal sensitive to the rising edge of the system clock,
the timing margins for the address generation increase from 10 ns to 15 ns, and the

4With the CKREADPIX of the memory interface, unlike the rest of the design, being delayed with 5
ns and thus sensitive to the falling edge of the system clock.
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Figure 3.30: Timing waveform for addressing and writing data to odd and even memories.
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register for providing 5 ns data delay is avoided completely.
The proposed changes have been written in VHDL and simulated with a large

variety of different patterns, all with the same successfull results. The new mem-
ory interface is therefore to be used in new versions of MIMOSA chips with zero
suppression, like the Ultimate-1 chip that is scheduled for submission in Autumn
2010.

Optimization of sparse scan

The speed of the sparse scan chain can be improved by implementing priority look-
ahead logic for the propagating token, in the same way as was done for the ATLAS
pixels [50]. In the ATLAS pixels, the lines of pixels are organized into smaller blocks,
and at the end of each block, there is also a look-ahead path for bypassing empty
block.

Figure 3.31: Block schematic of improved NAND/NOR cells in sparse scan chain.

Look-ahead techniques are commonly used in adders to improve the speed of
signals that have to pass through many elements, like those of the carry generation
logic. Instead of having to ripple through large chunks of elements containing zeroes,
the elements are organized into larger blocks where logic is implemented to ”look
ahead” and bypass the empty blocks. With the ATLAS pixels, there is a look-ahead
path for each 16th pixel. For the MIMOSA26, however, there is no look-ahead path
at all, only one long chain of NAND and NOR gates, and the token has to ripple
through all the pixels in each bank. To implement look-ahead logic in the sparse
scan chain is therefore one measure that could be taken to improve speed.

The analysis of the pixel elements of the sparse scan also shows that their im-
plementation is suboptimal with respect to logic utilization and timing. Since the
token is released from one cell by the RSTPIX signal, and then latched into the logic
of the next cell by the CKREADPIX signal, the time for the token to fly through
the pixels is limited to 10 ns.
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By preserving the NAND/NOR sparse scan chain, but rewriting the logic of their
cells, it is possible to make the token propagation logic take advantage of all the 20
ns period of CKREADPIX, doubling the timing margins of this critical part of the
chip. Its principle of operation is the following:

Figure 3.32: Timing diagram of improved NAND/NOR cells in sparse scan chain.

For each of the pixel cells, there is only one flip flop, at the start of each line reset
to zero with RSTLINE. Its negative output (logical one) is AND’ed together with
the state validation signal to provide a switch control signal that block the token
from propagating to the next pixel cell, and the enable output is generated by once
again AND’ing the switch signal together with the token signal. The token signal
also acts as enable for a multiplexer providing inputs to the flip-flop, and when it
arrives, it switches the multiplexer from pointing to a logical zero to pointing to a
logical one. When the CKREADPIX clock arrives, the logical one is loaded into the
flip-flop, with the result that the switch control signal routes the token to the next
pixel cell while the enable signal is deasserted. See Figure 3.31.

The new implementation simplifies the logic, reduces the number of flip-flops per
cell from two to one, and reduces the number of clocks from two to one. With the
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enable signal staying asserting during one whole clock period, it is also possible to
make the registers in the next stage sensitive to the same clock, thus also removing
the need for the CKMEMLATCH clock. In total three different clocks are therefore
replaced with one clock, and the timing margins are made twice as good. Figure 3.32
shows the new timing diagram.

The new cells have been successfully simulated both behaviourally and at gate
level, and they are candidates for implementation in future versions of the design.

3.7 Perspectives for STAR and CBM

Following the successfull tests of the MIMOSA26 chip, three designs are planned
as a continuation of this architecture. The two first ones are the Ultimate-1 and
Ultimate-2 chips, which will equip the STAR vertex detector. The third one is a
double-sided readout chip, MIMOSIS-1, which is to be installed in the MVD vertex
detector of CBM. All these chips will be realised in the AMSC35 process.

For ILC, it has been proposed to rewrite the memory management to store
40 frames during the 1 ms long bunch train and perform readout in the 199 ms
long dead time. For the outer layers of ILC, it is also intended to redesign the
MIMOSA26/Ultimate architecture to interface column-level ADC circuits instead
of column-level discriminators. These issues are further discussed in Appendix E.

3.7.1 STAR: Twice as large matrix and higher data transmission

rate (Ultimate-1, Ultimate-2)

Ultimate-1 will be a remanufacture of MIMOSA26, with the size of the pixel matrix
increased to 1024x1088 and the memories increased from 2x600 words to 2x2048 words
(memory increased to store all the hits of STAR 500).

With Ultimate-1, the frequency of the system clock increases from 100 MHz to
160 MHz or 200 MHz. The system clock is divided by two to process the lines in
the matrix at 200 ns or 160 ns, while the serial data transmission runs at the full
system clock frequency. With twice as high matrix, and twice as many words serial
transmitted per line, the amount of data transferred per frame therefore becomes
four times as large as for MIMOSA26.

If necessary, there will also be a second version, the Ultimate-2. A PLL for
multiplying up a slower external clock to 160 MHz is to be implemented in this
chip. For the digital part of Ultimate-2, it is planned to replace the current NRZ
encoded serial transmission with an 8b10b encoded serial transmitter.
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Both the PLL and the 8b10b encoding circuitry has already been successfully
implemented as optional features of MIMOSA26.

3.7.2 CBM: Twice as high frame readout rate (MIMOSIS-1)

Figure 3.33: MIMOSIS-1. Double-sided readout chip. Two matrices, each of dimensions
256x1152, are read out from each their side [63].

The double-sided readout chip is an attempt to meet the very tight frame readout
requirements of the CBM MVD by reducing the number of rows from 576 to 256, and
then arrange two such structures back to back so the two chips in total comprise
a matrix of 512 rows [63]. The concept is illustrated in Figure 3.33. With this
approach, the frame readout rate is expected to come down to 40μs. If this chip
is manufactured in a faster 0.18 um technology, the frame readout time is expected
to be reduced even further, down to 25μs - which in fact meets the frame readout
rate requirements for ILC, but still is at least twice as much as the required frame
readout time for CBM.

92



Chapter 4

3D ASICs for pixel detectors

The technique of 3D integration is a combination of three different techniques ma-
ture enough to be combined for forming several wafers into one monolithic circuit:

• Stacking. Silicon wafers of same or different processes are stacked on top of
each others and bonded mechanically and electrically.

• Through Silicon Vias (TSV). Silicon vias are etched through the entire silicon
to provide electrical connections between more than two wafers.

• Thinning. The required diameter of the TSVs is proportional to their length,
and the wafers are thinned to obtain vias that consume as little silicon surface
as possible.

The current tendency of CMOS scaling is that interconnect delay becomes dom-
inating with respect to transistor delay. At 0.18 μm, the interconnect delay of
aluminium wires surrounded by SiO2 is more than twice as large as the gate delay.
At 0.13 μm, the wire delay exceeds the gate delay even for copper wires surrounded
by low-K dielectrics. This tendency is critical, as it means that going to smaller
dimensions no longer guarantees any improvement in performance.

3D integration, where modules can be stacked on top of each others instead
of being spread out on the same die, minimizes the interconnect lengths and may
therefore become crucial for continued scaling performance of sub-micron CMOS
technology [64].

Applications of particular interest to industry includes small form factor and
high capacity memories for portable devices like mobile phones. Memories with low
activity - and hence, low power dissipation - are ideal 3D integrated applications
[65] [66]. Another example is stacking of memory and processor on top of each other
in order to bridge the processor-memory performance gap [67] [68].
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For high energy physics, 3D integration provides opportunities of designing de-
tectors where the pixel cell is composed as a 3D stack with separate detector tier1,
analog signal conditioning and processing tier, and one or more digital tiers for stor-
age and readout. Each function can be manufactured in the most optimal process,
and with the increasing amount of logic per pixel, fast readout architectures with
data sparsification can be developed.

4.1 Motivation for 3D integration in high energy physics

4.1.1 Requirements of future pixel detectors

Important requirements for pixel detectors in future high energy experiments are
(1) high time resolution, (2) high spatial resolution, (3) high radiation tolerance,
and (4) low material budget (the specific requirements for CBM were presented in
Chapter 1).

Without architectural or technological improvements, it becomes difficult to ob-
tain simultaneous improvement in both spatial resolution and time resolution, since
these requirements are conflicting. While higher time resolution requires more logic
per pixel to provide an architecture with faster readout, a higher spatial resolution
imposes a smaller area to implement the increased amount of logic, and also a larger
quantity of pixels to read out during a shorter time interval.

4.1.2 Technological features offered by 3D integration

3D integration is a technique that has the potential of overcoming many of the
limitations of traditional pixel architectures like hybrid and MAPS.

Compared to hybrid detectors, which traditionally have had pixel pitches an
order of magnitude above those of MAPS (like the 250μm of FE-I3 compared to
the 18.4 μm of MIMOSA26), 3D integration provides the following improvements:

• A larger interconnect density can be obtained, and therefore also a smaller pixel
pitch, as the electrical connections between wafers are provided by thin TSVs
and contacts of the top metal layers (like for example a bonding pitch below
2.4 μm in Chartered-Tezzaron technology [69]), instead of the traditionally
large solder bumps of hybrid architectures. Traditional industrial processes
are not able to provide bonding pitches below 100μm [24].

1The word tier is used instead of layer in 3D integration terminology
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• While bump bonding is limited to providing a face to face connection between
two wafers, 3D integration with its through silicon vias makes it possible to
attach even a third or a fourth wafer to the stack. Utilizing several tiers, the
pixel pitch can be reduced to the desired level while the amount of logic per
pixel is kept constant.

Compared to MAPS, which traditionally has frame readout times orders of mag-
nitude larger than those of hybrid detectors (like the 100μs of MIMOSA26 compared
to the 25 ns of FE-I3), 3D integration gives the following improvements:

• For a detector tier that remains standard MAPS and thus limited to NMOS
transistors, one or several pixelized wafers can be stacked on top of it to provide
the pixel cell with functionality that requires both types of transistors.

• For the same pixel pitch, the available area per pixel becomes proportional
to the number of wafers in the 3D stack. By stacking the logic of the pixel
cells into different tiers, it is possible, even for pixels of pitches similar to
those of MAPS (< 20 μm), to design intelligent pixels with features similar
to the readout architectures of current coarse-grained pixel detectors (like the
bumb-bonded FE-I3 readout chip for ATLAS).

3D integrated detectors enable stacking multiple sensor and electronics wafers
on top of each others and selecting the optimum technology for each layer. With
3D integration, it is possible for example to have a bottom wafer containing the
sensor, then another layer of analog electronics, and then a digital layer containing
the data sparsification circuitry etc [70].

By placing analog and digital electronics on each their tiers, one minimizes
crosstalk between analog and digital signals, since there is no common substrate,
and also several metal layers for shielding the two tiers to each other (with the 6
metal layers in Chartered-0.13, a face-to-face bonding in Chartered-Tezzaron pro-
cess gives 12 metal layers of separation). As there are currently no good analog
models, and hence no good analog circuit solutions, for feature sizes below 100 nm,
the separation of analog and digital also gives the possibility of utilising a purely
digital process for the digital part, with feature sizes below 60 nm [71].

3D integration also gives the possibility of improving material budget, since 3D
detectors with the readout electronics put on top of the pixel matrix do not need
overlapping sensors to cover inactive area.
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4.1.3 3D integrated architectures for providing fast, intelligent

small-pitch pixels

For detectors based on rolling-shutter operated MAPS, high time resolution and
high spatial resolution are conflicting requirements, since the frame readout time is
proportional to the height of the pixel matrix. However, small-pitch pixel architec-
tures based on 3D integration open the perspectives of improving both features at
same time:

• With a pixelized readout structure on top of the detector tier, one can im-
plement data driven architectures where the individual pixels autonomously
detect their hits, and with their own logic for immediately reporting the hits
to the readout circuitry - for example by using timestamp circuitry and token
passing.

• Alternatively, one can split the rolling shutter circuitry of MAPS into as many
segments as required for a given time resolution - as the 3D integration tech-
nology allows placing the zero suppression circuitry on top of each of the
segmented rolling shutters.

The world’s first 3D integrated pixel detector, a three-tier demonstrator proto-
type for ILC with a 64 x 64 pixel array, was designed at Fermilab and manufactured
in a 0.18 μm SOI multi-project run at MIT Lincoln Labs [73]. The pixel pitch was
20 μm. The design contains the following features:

• Bottom analog electronics tier with integrator and discriminator.

• Intermediate digital electronics tier with 5-bit time stamping.

• Top digital electronics tier with sparsified readout.

In this first prototype there is no separate sensor included - instead the test
injection charges are coupled capacitively to the preamplifiers.

In Figure 4.1, a simplified block diagram of a pixel cell is shown. The chip
is operated in an acquisition mode where it acquires hits, and a sparsified delayed
readout mode where the timestamps of the hit pixels are read out. When a hit
arrives during acquisition mode, the pixel cell stores two samples and a timestamp
value, and the hit latch in the sparsification circuitry is also set. During the sparsi-
fied delayed readout, the pixel cell will then capture a token that is passing through
the pixel row, and time stamp and analog values are passed to the end of the pixel
column before the token is released by the pixel cell.
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Figure 4.1: Functional block schematic of a pixel cell in the 3-tier Fermilab demonstrator chip
[72].
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Although the time stamping and sparse readout is performed inside the indi-
vidual pixel cell, the hit address encoding is still performed by readout electronics
located in the perimeter of the pixel array.

As the first demonstrator chip was found to be functionally correct, two later
versions have been designed with the purpose of improving yield, increasing the
time resolution and to scale with a larger pixel matrix, with the last version being
implemented in a 2-tier Tezzaron-Chartered 0.13 μm CMOS process [74].

4.2 Types of 3D integration techniques

Currently, there are different lines of 3D integration, where some technologies have
grown more mature than others. The different techniques can be distinguished
on their mounting, bonding, and TSV creation. The various techniques will be
described in more detail.

Face up mounting or face down mounting

With face up mounting, the wafer to be integrated is first mounted on a handling
wafer and thinned from its backside before being mounted on the wafer stack. While
with face down, the wafer to be integrated is mounted directly with its front side
on the wafer stack, and the thinning of the backside is performed after the wafer is
mounted at the stack.

If the bottom wafer of the 3D stack is left unthinned to provide mechanical
support for the rest of the 3D stack, it has to be mounted face up to interface with
the next wafer. If the second wafer is mounted face down, the bonding between the
two wafers is called face to face bonding - otherwise it is called face to back. While
face to face represents the simplest way of integrating two wafers, not needing any
through silicon vias (TSV), face to back is necessary for the third and following
wafers.

Adhesive bonding, oxide bonding, eutectic bonding, thermocompression
bonding, or Direct Bond Interconnect

With adhesive bonding or oxide bonding, mechanical bonds with excellent properties
for handling and further processing are created. However, no electrical bonds are
established, and the electrical connections have to be created afterwards by thinning
the top wafer and etching through silicon vias down to the metal layers of the bottom
wafer.
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With processes using CuSn eutectic bonding or Cu thermocompression bonding,
the electrical and mechanical bonds are created simultaneosly. The mechanical bond
strength of such bonding is dependent on the percentage of surface used for bonding,
with most applications having a typical fill factor of 75 %. The large amount of
metal can for some applications cause large parasitics capacitance [75], and may for
HEP applications also represent a material budget problem [76].

An alternative to eutectic bonding or thermocompression bonding is the Direct
Bond Interconnect, DBI. With DBI, oxide bonds between devices form an immediate
bond, but after these bonds have reached sufficient strength, the devices are heated
to form metallic thermocompression bonds. With this process, only a minimum
of metal needed for the electrical connections is provided, and an extremely low
percentage of the radiation length X0 can be obtained [75]. DBI can be utilized in
both face to face and back to back configurations, and it can replace bump bonding
in a face to face configuration [75].

FEOL vias, BEOL vias, first vias, or last vias

Back End Of Line2 vias and Front End Of Line3 vias are created as part of the
wafer processing. While BEOL vias extend all the way through both the silicon
and the metal layers, the FEOL vias should be considered the most convenient ones
from a designer point of view, as the metal layers above the through silicon via are
not occupied by the through via. FEOL vias can also be made thinner than BEOL
vias, as they have shorter length and therefore also shorter diameter for the same
aspect ratio.

First vias and last vias are vias that are created as part of the 3D integration
process. With first vias, the TSVs are created after the wafer processing, but before
mechanically and electrically bonding to the 3D stack. While with last vias, the
TSVs are etched through the top wafer and the bonding layer after two wafers have
been mechanically bonded together.

The longer the through-vias become, the wider they also have to be to maintain
the aspect ratios required by the design rules. For all 3D technology with TSVs
it is therefore necessary to thin the wafers before etching vias through the wafer.
Alternatively, one first creates a blind via from the front side and then thins away
enough silicon from the back side to open the via. For detectors this thinning also
gives the advantage of improving material budget. Through vias typically have
aspect ratio of 8 to 1, and especially for pixel designs it is important that vias
occupy as small area is possible (otherwise they would limit the pixel size).

2These are the processing steps performed from the first metal layer up to the passivation layer.
3These are the processing steps performed up to the first metal layer.
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4.3 3D integration suppliers

Currently, there are numerous providers of 3D integration. An overview of different
vendors and the techniques they utilize can be found in [64]. In the following comes
a short presentation only of the vendors relevant for the 3D integrated pixel detector
projects that are referred to in this chapter:

MIT Lincoln Labs

At MIT Lincoln Labs, SOI wafers are connected face to face on the first layer and
face to back on the next layers. The wafers are mechanically bonded together using
conventional oxide bonding techniques. For each layer that is processed, the handle
SOI wafer on top the top layer is thinned completely away, down to the buried
oxide, and the inter layer vias are etched through the oxide to make the electrical
connections (via last). These vias are about 1.2 μm in diameter.

Ziptronix

At Ziptronix, the already described DBI technique is used to make the electrical
connections. Contrary to MIT Lincoln Labs, the electrical connections are formed
during bonding, and no through silicon vias are required as long as the 3D stack
only consists of two wafers. If TSVs are needed, it is recommended to obtain the
wafers from the Chartered-0.13 process.

Normally, more than 95 percent of the bond between two wafers will be silicon
and not metal when using the DBI bonding technique of Ziptronix, and bonding
pitches less than 1 μm are achievable. A wafer bonded to a 3D stack using DBI can
be thinned down to 10 μm [77].

Fraunhofer IZM

Fraunhofer IZM-Munich provides bonding between wafers using a technique called
Solid-Liquid-Interdiffusion, SLID. SLID is a technique where metals with high melt-
ing point, i.e. Cu, and low melting point, i.e. Sn, are brough together under high
pressure and a temperature of around 300 ◦C (before soldering, the tin has been
electroplated onto the copper contacts that are to be brought together). As the
liquid Sn diffuses into the still solid Cu, a Copper-Tin intermetallic compound,
Cu3Sn, is created. This intermetallic is stable, and although formed at a relatively
low temperature, it has a melting point of 600 ◦C.

The via formation of Fraunhofer IZM-Munich is via first, as the vias are first
etched 12 μm into the silicon before the silicon is thinned at a handle wafer and
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then bonded to the 3D stack [78].

Tezzaron

With Tezzaron, the wafers are connected face to face on the first layer and face to
back on the next layers. The bonding is performed with Cu-Cu thermocompression,
of which one of the advantages is its low mass. As the wafers are mounted face down
and with the through silicon vias created before bonding, the rest of the silicon must
therefore be thinned away after bonding to expose the TSV on the next layer.

Most wafers used by Tezzaron are manufactured by the Chartered-0.13 process.
The Chartered process provides through silicon vias, branded as ”supercontacts”,
formed after FEOL and before BEOL processing. The supercontacts are typically
made of tungsten (as this is the metal typically used at this stage of processing).

The through-silicon vias have a length of around 6μm (1 μm through the silicon
oxide of the first metal layer and 5μm into the silicon substrate), and since they are
made of tungsten, they also tolerate a higher aspect ratio than similar vias made of
copper [64] [79]. Similar to the TSVs of MIT LL, the supercontacts are normally
around 1.2 μm in diameter. The inter wafer bonds are nominally on a pitch of 4μm.

Tezzaron also provides its own post-processing TSVs (first vias), branded as ”‘su-
pervias”’. The supervias are made of copper. These vias must span the entire metal
stack before extending further 5 μm into the silicon, and to maintain a conservative
aspect ratio, they have a diameter of 4μm.

Both the FEOL and BEOL techniques offered by Tezzaron have their advantages
and disadvantages. Although the supervias have a much larger diameter, which may
constrain the density of the interconnects, the copper vias have lower resistivity than
the tungsten vias - and larger heat conductivity. For signals, the higher resistivity
of tungsten is of no significance, but the resistance might become an issue for the
power distribution. Figure 4.2 shows a Tezzaron two-tier stack (with BEOL TSV)
being ready to be bounded with a third tier. Three-tier stacks with wafers thinned
down to 5.5 μm have been demonstrated [69].

4.4 From hybrid detectors to 3D

Hybrid pixel detectors are bonded to their sensors using bump-bonding. With
traditional bump diameters of 100μm or more, the size of the bumps alone could
be considered a limitation on the minimum pixel size of such detectors. Bump-
bonding has also been limited to face-to-face connections between two wafers. For
these reasons, steps have been taken to move current hybrid architectures into 3D.
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Figure 4.2: Illustration of a Tezzaron two-tier stack which is about to be bounded with a third
tier [79].

And the FE-I3 readout ASIC, that is bump-bonded to the ATLAS planar detectors,
is step by step being adopted to 3D integration.

However, also in the field of bump bonding, there has been an ongoing develop-
ment, and currently bumps with diameters of 10 μm or less are available. Still, the
mechanical strength of such bonding is not at the same level of the metal-fusion pro-
cesses used in 3D integration, and this makes thinning and stacking of several wafers
difficult [71]. But a combination of micro bump bonding and adhesive injection in
the voids between the bumps has recently been demonstrated, with the adhesive
providing sufficient mechanical strength to build wafer stacks with up to 40 wafers
interconnected through TSV’s. Micro bump bonding combined with adhesives and
TSV’s is therefore also becoming a 3D integration technology [80].

While the original FE-I3 readout chip was designed in a 0.25 μm process [43], a
redesign called FE-I4 was performed in 0.13 μm process to reduce the pixel size and
to increase the overall active area of the chip [81]. At the same time, the already
existing FE-I3 architecture is used to explore the utilization of SLID bonding and
TSV formation offered by Fraunhofer IZM-Munchen. As a first step, the bump-
bonding is replaced by SLID bonding, while as a second step, the readout chip is
thinned down to 50 μm and through silicon vias are created to provide the readout
ASIC and the underlying sensor with signals that previously have been provided in
an inactive cantilever area of the readout chip [82].

Then finally, there is another 2-tier chip, FE-C4, submitted to Chartered/Tez-
zaron, where the analog and digital part of the pixel cell electronics is put on each
their tier. Partitioning analog and digital reduces both noise and pixel size. The
2-tier chip will be bonded to the detector using the SLID technology developed at
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Figure 4.3: Development flow for the ATLAS 3D pixels [83].

Fraunhofer IZM-Munich [83]. See also Figure 4.3.

While the original pixel size of FE-I3 was reduced from 400 μm x 250 μm to
250 μm x 130 μm by going to the smaller technology used in FE-I4, the pixel size
was reduced even further, down to 125 μm x 50 μm, when going to the 2-tier 3D
integrated FE-C4 readout chip. However, these dimensions are still considerably
larger than the small dimensions available in MAPS technology.

4.5 From MAPS to 3D - Internal IPHC prototypes

In late 2008, a consortium composed of a large number of institutions was formed
to take part in the first 3D multi project run targeted at applications for high
energy physics. The consortium purchased an order with Tezzaron to manufac-
ture vertically integrated circuits using the Chartered 130 nm low power process,
CHRT013LP. The circuits have two tiers fabricated with a single set of masks, with
the two tiers being bonded together using Cu-Cu thermocompression [84].

The multi project run contained more than 15 circuit designs and dedicated
test circuits that were submitted in ten major sub reticules. Two designs were for
ATLAS pixel upgrades, another design explores a new trigger concept for the CMS
upgrade, while other designs explore pixel designs for the ILC, and various MAPS
designs. As seen from Figure 4.4, the integration is done on a wafer to wafer level,
with one wafer run being used to manufacture the chips needed for integration.

The IPHC contribution to the multi-project run consisted of three designs, one
2-tier design and two other designs that after successful Tezzaron/Chartered inte-
gration will attach to a third wafer, serving as detector tier, and thus make up a
3-tier design. The three-tier designs are thinned to arrive at a 3D stack of 50μm
height [86].

The 2-Tier chip uses the deep n-well Chartered-0.13 process for all the layers
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Figure 4.4: Organisation of the first HEP Multiproject Wafer [85].

while the 3-tier designs use Chartered for the two top tiers and XFAB 0.6 high-
resitivity epitaxial process (XC06) for a the sensor tier. As the 2-tier chip is face-to-
face bonded, without any through silicon vias, only the 3-tier chips are 3D integrated
circuits in the true sense of this technology.

The idea is to make the different tiers interchangeable, so that the tiers providing
the best results can be combined in future chips. With such an approach, different
kind of readout tiers may be assembled together with the same type of detector
tier. For example, a low noise photon counting application on three tiers, or a low
material budget particle trajectory detector on two tiers.

For the digital circuitry, the standard cell library of Artisan Components, which
originally was developed for the ARM microprocessor family, are utilised.

With the 3-tier designs, a fully depleted epitaxial substrate with first stage am-
plifier on the same wafer, is capacitively coupled to the 3D readout electronics on
top. While the detector tier is manufactured in the XFAB-0.6 high resistivity pro-
cess, the two electronics tiers are manufactured in Chartered-0.13 technology. The
size of the pixel matrix is 245 x 245 pixels, and the pixel pitch is 20μm, which gives
a total active area of 5 mm x 5 mm.

While the two Chartered wafers are bonded together by Tezzaron, the bonding
between the XFAB wafer and the Chartered wafers is performed by Ziptronix.

4.5.1 3-tier architecture: Strip-like

The pixel cell of the XFAB-0.6 detector tier contains a self-biased charge collection
diode connected to a source follower. The output of the source follower is then
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Figure 4.5: Functional block schematic of a three tier design with shaperless frontend [71].

capacitively coupled to the input of a shaperless charge amplification stage (single
stage, high gain, folded cascode based amplifier, with constant current feedback)
which is located on the second tier. The output of the shaperless frontend is in the
next turn connected to a discriminator whose ouput finally connects to the digital
readout electronics on a third tier. See Figure 4.5.

For the third tier, a pixel architecture called the STriPSeT (Self Triggering Pixel
Strip-like Tracker) has been implemented. With this architecture, a structure similar
to that of a strip detector has been implemented. For every column, and for every
row, an active low signal is being propagated from the left to the right, and from
the top to the bottom, of the chip. For each pixel, the internal hit signal is ANDed
together with the incoming hit signal and propagated to the next pixel cell.

In the periphery of the matrix, a fast trigger generator and two shift registers
for row and column address identification are implemented. The content of the two
shift registers are shifted out of the chip immediately after a trigger signal has been
generated. And to mask out noisy pixel, there is also a long shift register chain
(JTAG) going through all the pixels [87].

During the time of readout, while the content of the two shift registers is trans-
ferred out of the chip, there will be a dead time, whose length is dependent on the
operating frequency (for a readout clock of 160 MHz, the array readout time should
be approximately 2μs). Due to the strip-like nature of the architecture, there may
also be ambiguities with the localisation in the case of several particles hitting at
the same time. However, for experiments with low hit density, like for example a
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Figure 4.6: Functional block schematic of the 3D integrated rolling shutter architecture. Each
pixel has its separate discriminator, implemented at the second tier using a high-gain amplifier
composed of four cascaded low-gain amplifiers.

telescope, such an architecture is sufficient for its purpose.

4.5.2 3-tier architecture: Rolling shutter with discriminator in

every pixel

One of the major benefits of rolling shutter operation is the low power consump-
tion, as only one row of pixels switches on at each their time. However, a major
performance limitation of the current rolling shutter designs is the sharing of the
same discriminator between all the pixels in a column.

By embedding a discriminator into every pixel, the line processing speed can be
greatly improved compared to the shared column discrimator that is implemented in
previous MAPS-based rolling shutter chips. A 3D integrated rolling shutter design,
where each pixel contains its own discriminator, was therefore designed by Yavuz
Degerli at IRFU [88]. A block schematic of the design is showed in Figure 4.6.

Correlated double sampling is still performed, but the speed is greatly improved
since it it is no longer necessary to route the signals far away from the pixels to
reach a shared discriminator. In this new design, an in-pixel high gain amplifier at
the second tier is using four cascaded low gain amplifiers with offset compensation
to obtain sufficient amplification (Atotal = A4

v ≈ 256) [88].
For 50 ns line processing, it is expected that the power consumption will become

100 μW/pixel. This estimation can be compared with 500μW/pixel for the 200 ns
processing in MIMOSA26 [71]. The design was implemented with a 20μm pixel
pitch and a 32x256 pixel array. To read out the data contained in the second-tier
latches, there is a third tier with memory and readout logic.

It should be mentioned that two versions of the rolling shutter chip have been
made, one two-tier and one three-tier. For the two-tier chip, one uses standard
MAPS where the discriminator circuitry is embedded into the sensor pixel cells,
and for the purpose of using the same discriminator in both the 2-tier and the 3-tier
versions, the discriminator and latch circuitry has been implemented as NMOS only.
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4.5.3 2-tier architecture: Timestamping and delayed readout

Because a deep n-well process is used for the first tier, it is possible to use both p-
and n-type transistors for the preamplifier. Instead of the simple low gain amplifiers
used in previous MIMOSA chips, it is therefore in principle possible to implement
an architecture with a full charge sensitive amplifier with shaper configuration 4.

Due to the small size of the pixel cells, there was no room for a full shaper.
Instead of implementing a shaper, the time constant for the charge sensitive amplifier
was therefore set low enough to make the amplifier output become a quickly decaying
pulse that could be connected to a discriminator.

Preliminary requirements and constraints

The design constraints of the 2-tier IPHC 3D chip are the requirements for the ILC
innermost layer. With ILC, the colliding bunches of particles organize into bunch
trains where a series of bunches follow consecutively, before a quiet period between
the bunch trains. During this quiet period, the inactive detectors have time to
cool and the data acquisition system collecting detector data has all the dead time
available to receive and process data.

The length of the ILC bunch train is one millisecond, with the bunch trains
arriving at a period of 200 ms, each containing 2820 bunches. Due to the periodic
shape of the bunch train, an appropriate solution for a pixel detector is to provide
each pixel with separate discriminator and time stamp logic, accumulate all the
hits during the 1 ms acquisition phase, and perform delayed readout in the 199 ms
between the bunch trains. If the hits are binary discriminated and stored with time
stamp in the digital tier, the analog tier can be completely powered off during the
199 ns dead time, with the purpose of reducing power consumption.

The concept of operating the detector in a timestamped acquisition mode dur-
ing the bunch train, and a delayed readout mode between the bunch trains, has
already been proposed and implemented in DNW-MAPS with the SDR0 prototype
(described in Chapter 2) and in 3D integrated technology with the Fermilab demon-
strator chip for ILC (previously described in this chapter). As we will see later in
this chapter, the IPHC prototype simplifies the readout mode by replacing the spar-
sified token-based readout of the two other chips with a scan-chain readout of all the
timestamp flip-flops. This implementation simplifies the logic and makes it possible
to arrive at the small pixel area of 12μm x 24 μm, compared to the 25 μm x 25 μm

4Although being available, the process step of implanting a deep n-well was omitted in this first 3D wafer
run, and the implemented sensor is therefore expected to have a reduced detection efficiency. However, as
the purpose of the first prototype was to test functionality, and not to optimize performance, a reduced
detection efficiency was considered acceptable.

107



and 20 μm x 20 μm areas of SDR0 prototype and the Fermilab demonstrator chip.
It also enhances the hit detection by adding a second hit flag to the timestamp flip
flops.

Architectural concept and prototyping strategy

A 3-tier application, containing a detector tier, an analog electronics tier, and a
digital electronics tier, is targeted as the final application for the ILC innermost
layers. To meet the spatial and time resolution requirements, the pixel pitch is set
to 12 μm5 and the number of timestamp bits for the 1 ms bunch train is set to 76.

However, to make the first prototype fit into a two-tier Tezzaron/Chartered
wafer run, the analog electronics splits into two parts that are implemented in each
their half of a 12μm x 24 μm element. The first part contains the charge collecting
diode and a common source preamplifier with diode load, while the second signal
processing part contains a shaper and a discriminator. The idea is that these two
parts can be implemented in each their tier in the final design.

Using two pixel cells for the analog part also gives twice as much space for
implementing the digital part of the pixel. However, even with twice as much
space, the layout results showed that there was not enough space for more than 5
timestamp flip-flops, and the timestamp circuitry at the digital tier was therefore
implemented with a resolution of five bits, corresponding to 1000 μs

32 = 31.25 μs.
As the first prototype is primarily designed for validating the functionality of the

architecture, and not for optimizing its performance, the compromises in pixel pitch
and timestamp bits are considered acceptable. The perspective for the next version
of the architecture is then to use a smaller feature size process for the digital part
to arrive at the sufficient number of timestamp bits in a pixel cell of 12μm pitch.
Figure 4.7 illustrates the prototyping strategy.

Modes of operation

Figure 4.8 shows the external interfaces of the two-tier design, together with the
waveform of a normal readout sequence.

As indicated in the figure, the pixel cell may be configured in two different modes:

• Acquisition mode. The particle signal coming from the discriminator of tier 1
triggers storage of the per-column distributed timestamp value. If the particle

5For a spatial resolution of 2-3 μm, but also for keeping the amount of second hits at an acceptable
level and third hits at a negligible level, as almost all pixel will be hit at least once during the 1 ms bunch
train [89].

6For a time resolution considerably better than the minimally required 25 us during the 1 ms bunch
train
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Figure 4.7: Prototyping strategy for ILC 3D chip.

Figure 4.8: a) External interfaces of digital tier. b) Readout sequence of digital tier.
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Figure 4.9: Functional block schematic of column pair with gray counter.

signal fires twice, an overflow bit is also set to indicate this second hit without
changing the already obtained time information from the first hit.

• Readout mode. The five flipflops in the pixel cells are chained together into
serial registers that can be shuffled out of the pixel matrix.

Organisation of the pixel column

For the readout of the 2-tier chip, the timestamp flip-flops are operated as one
long shift register. During data acquisition, the flip-flops may be loaded with time
stamp information (5 bits, plus 1 overflow bit for detecting a second hit), while
during readout, the content of the flip-flops is shifted out of the chip.

Each pixel row has its own Gray counter whose value is distributed to all the
pixels in a row. The purpose of using a gray counter is to make sure that only one
bit is changing at the same time, since there is no synchronisation between the hit
signal coming from the discriminator and the distributed counter. When a hit signal
is fired from the analog tier, the gray counted timestamp is stored in the pixel cell.
Figure 4.9 shows a functional block diagram of a column pair and its respective
gray counter.

Due to area limitations, it is not possible to distribute a balanced clock tree out
to all the pixels in the matrix. Instead the clock has to traverse through all the
columns from the right to the left, while the data in the shift register goes as a
long snake in the other direction, from the left to the right. With this approach, we
make sure that data arriving from a previous column is always safely sampled by
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Figure 4.10: Functional block schematic of the organisation of columns and their clock distri-
bution.

Figure 4.11: Functional block schematic of the analog pixel cell.

the current column before it is once again changed by the previous column.

Figure 4.10 shows a functional block diagram of the organisation of columns
and their clock distribution.

Functionality of pixel cells

The analog content of the first-tier pixel cell is shown in more detail in Figure
4.11. At the first stage, charge is collected by the charge collecting diode, and then
the generated voltage is preamplified by a common source amplifier with diode load
(similar to previous MIMOSA chips). The output of this first preamplification stage
is therefore a slowly decaying voltage step.

The next stage in the analog chain is a differentiator with programmable time
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Figure 4.12: Functional block schematic of the digital pixel cell.

constant. The differentiator converts the step function into a pulse that is input to
a discriminator.

At the third stage, the discriminator is capacitively coupled to the output of
the differentiator. The differentiator input is floating, but can be reset to a stable
operating point with a reset pulse. After the reset pulse is deasserted, the threshold
value of the discriminator can be adjusted by capacitively injecting an adjustment
voltage into the floating input.

The reason of choosing a low-gain NMOS preamplifier with diode load in the first
stage, instead of a higher gain amplifier with PMOS load, is to provide a detector
and preamplifier part that complies with standard MAPS. In a future configuration,
it could for example be an option to use only standard CMOS instead of a process
with deep n-well, and thus only utilise NMOS on the first tier while still using both
types of transistors on the second analog tier.

The differentiator implemented in the second stage is not optimal for noise.
However, the reason for not implementing a full semi-gaussian shaper is the lack of
area.

The digital content of the second-tier pixel cell is shown in more detail in Fig-
ure 4.12. When the active low particle signal arrives from the analog tier, then the
current time stamp value is latched into five flipflops. As seen from the schematic,
the particle signal serves as a clock for the upper flip flop, called the second hit flip
flop, as long as the circuit is not operated in readout mode.

The timestamp flip flops of the pixel cell are all initialised to zero values, and
their outputs are NORed together and fed back to the input of the second hit flip
flop. The first time a particle fires, the NORed output of the empty flipflops will be
a logical one, and a logical one is therefore latched into the second hit flip flop. It
continues through a multiplexer controlled by the read signal and enters the clock
inputs of the timestamp flipflop. The current timestamp value is then latched into
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the timestamp flip flops.

The next time there is a hit, the NORed output of the timestamp flipflops will be
zero. The second hit will therefore result in setting the second hit flip flop back to
zero value - but without once again triggering the timestamp flip flops, since these
are only sensitive to the rising edge of the second hit signal.

When the pixel cell is operated in readout mode, the READ signal and the
RDTEST signals are asserted to set the flip flops into scan mode and to route the
readout clock into the flip flops.

Test functionality of pixel cells (digital only)

When developing a test strategy for the physical testing of the chip, it is also
important to take into consideration that the bonding between the two tiers might
be unsuccessfull, and a method to inject the particle signal without being connected
to the analog tier is therefore necessary.

Such a feature was implemented by splitting the original READ signal into two
separate signals, READ and RDTEST. For normal operation, both signals are as-
serted at the same time. But while only asserting READ TEST, and then providing
a ROCLK pulse, the current timestamp values are latched into the pixel flip flops.
At the next ROCLK pulse, the second hit is also registered.

Data transmission

Although the ILC has 199 ms between the bunches for transferring data, and there-
fore can afford parallel data transmission at a relaxed data rate, other future exper-
iments like CBM require continuous transmission of data at frame readout rates of
a few μs. Such data rates are only realizable using differential serial transmission
interfaces with embedded clock. Implementing a differential serial interface with
embedded clock does not only enable data transmission rates that exceed the lim-
its of parallell backplane buses - it also requires fewer wires, and thus lower power
consumption, better material budget and improved reliability.

For complying with future projects where there is much smaller or no dead time
at all between the bunch trains, and with a much higher data rate, we propose to
equip the design with an 8b10b serial transmission interface. The 8b10b interface
is designed for reuse in later projects, and the interfaces between the 8b10b module
and the rest of the 3D chip are therefore equipped with glue logic that enables
separate testing of both the pixel matrix and the 8b10b module.

The 8b10b protocol was presented for the first time in 1983 by IBM [90]. Their
patent has now expired, and the protocol is free to be used. 8b10b encoding is
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already implemented in protocols like Gigabit Ethernet and PCI Express.
The main reasons for using serial transmission with embedded clock are:

• The cables going from the detector to the counting room have lengths of several
meters. A parallell bus is strongly limited with respect to clock rate, since there
are different delays in the different bus wires. A differential serial bus with
embedded clock is only limited by the bandwidth of copper, and can deliver
data rates into the GHz range.

• We also want the reduce the amount of wires, since these contribute to material
budget and power consumption - and since every wire is a possible source of
failure, we also improve reliability.

• With a DC-free serial transmission code, the receiver can be connected capac-
itively, preventing possible ground loops.

Instead of developing an 8b10b encoder from scratch, an existing Verilog imple-
mentation of a combinatorial 8b10b encoder module was downloaded from chuck-
benz.org. The 8b10b encoder was then embedded together with a state machine
controlling both the readout interface of the pixel matrix and the 8b10b encoder.
The state machine operates by reading 8-bit data from the pixel matrix, feeding it
to the 8b10b encoder and serializing the resulting 10-bit string.

The 8b10b encoder had already been successfully implemented in the AMSC35
opto process, as an optional feature of MIMOSA26. For this implementation, two
hardware tests were performed, one at 160 Mbit/second and another one at 256
Mbit/second. For both tests, the bit error rate was below 10−12 (personal corre-
spondance with Q. Sun). One should therefore not expect serious problems when
the same circuitry is implemented in the even smaller and faster Chartered-0.13
process.

A schematic block diagram of the readout control with embedded 8b10b core is
shown in Figure 4.13.

The RO 8b10b architecture contains a data path where data is taken pixel cell
by pixel cell and fed into the 8b10b encoder and serialized out of the chip. To test
the encoder circuitry independently, there is also a multiplexer in front of the 8b10b
encoder that is used to multiplex between the pixel matrix shift registers and a
register containing synchronized test data from external pads.

A clock divider (the d̈ivb̈lock in Figure 4.13), whose timing waveform is shown
in Figure 4.14 with the 8-bit output of the pixel column, is used to provide the
necessary clocks for the pixel matrix and the enable signals for the rest of the circuit.

The state machine operates in three different states, the idle state, the preamble
state, and the data state. The default state is the idle state, where the 8b10b
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Figure 4.13: Schematic block diagram of the readout control with embedded 8b10b encoder.
External input pads are shown in red and external output pads are shown in blue.

Figure 4.14: Waveform showing how the RO 8b10b and TIER2CORE modules are synchronised
with each others.
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Figure 4.15: Behaviour of the state machine with embedded 8b10b encoder.

encoder is commanded to continuosly give out the comma control character. When
the external START signal is asserted, the state machine starts to assert the read
signal and provide the readout clock to the TIER2CORE, while at the same time
commanding the 8b10b encoder to present another control character as a header.
After providing the header, the 8b10b encoder continues by transferring the data
provided by the TIER2CORE. See Figure 4.15.

Figure 4.13 shows how the state machine is able to autonomously control the
readout, while still also providing full external access to the TIER2CORE through
OR gates. Since the state machine is responsible of giving out all clocks and read
signals, it is also possible to strongly reduce the readout frequency and use this state
machine to control the parallell readout also.

As seen in the figure, the READ and ROCLK signals provided by RO 8b10b will
be put out on external pads, in addition to being internally ORed together with
the external READ and ROCLK signals. As long as the RO 8b10b is not put into
operation by asserting the START signal, it is therefore still possible to fully con-
trol the TIER2CORE externally. By ORing the interface signals together, it is also
possible to emulate particle hits during the acquisition phase by asserting the exter-
nal READ TEST and ROCLK signals. By asserting the SELECT STANDALONE
signal, it is also possible to internally disconnect the TIER2CORE and RO 8b10b
modules and stimulate both modules directly from the outside world.

Separate test features for the data transmission

To be able to test the 8b10b module separately, it is possible to disconnect the
TIER2CORE data inputs and instead stimulate the data inputs directly from ex-
ternal pads. This mode is enabled by asserting the SELECT STANDALONE signal.

To provide for a separate test of the 8b10b encoder, it is also possible to bypass
the multiplexer controlled by the state machine and directly access the inputs of
the 8b10b encoder. This is done by asserting the select normal or test mode signal.
In this mode, the 8b10b encoder can be fully accessed with not only 8 external
data pads, but also another external control pad to select if the 8-bit word is to be
encoded as data or as a control character.
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Figure 4.16: Synchronisation sequence of external test pads.

As already seen from Figure 4.13, these external pads are fully synchronized
using another external strobe signal. The strobe signal is fed through two flip flops
and an edge detector whose output is used to enable loading of the external signal.
To ensure that the external input signal is loaded and 8b10b encoded once and only
once, the external signal must be provided at the same rate as that of the byteclock,
as shown in Figure 4.16.

Timing performance of the data transmission

The fastest IO cells of the Artisan standard library have typical delay of 2 ns (worst
4 ns and best 1.3 ns). To be able to deliver data at the maximum data rate available
with these standard cells, an operating frequency of 500 MHz should be targeted.

After performing optimally constrained synthesis, placement, and routing, ar-
riving at a total area of 230μm x 90 μm, the static timing analysis showed that an
operating frequency of 770 MHz was achievable for the typical conditions (typical
transistors, 1.5V, 25 ◦C). With the worst conditions (slow transistors, 1.35V, 125
◦C), a frequency of 490 MHz was achievable - but for these conditions, it is the 4 ns
delay of IO cells, and not the 8b10b readout block, that becomes the critical part.

The same timing analysis also revealed that the critical path of the readout
block traverses from input to output of the combinatorial 8b10b encoder. Further
improvement in timing therefore requires an optimization of the 8b10b encoding
itself.

Simulation and verification environment

To validate the digital part of the design, including the 8b10b interface, we proposed
and performed the following set of simulation tests:
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Figure 4.17: Test of the shift register chain. Data comes out after a latency of 24576 clock
cycles, which are necessary to cross the shift register.

Figure 4.18: Emulation of particle hits using the READ, RDTEST and ROCLK signals.

• Test with the design running in normal mode and particles injected by forcing
the particle signal.

• Shifting test, where the chip is operated in readout mode and external data is
shifted into the pixel flip flops to evaluate the scan chain. See Figure 4.17.

• Particle emulation test. The read signal is asserted, without asserting read
test, to route the readout clock to the flip flops and use this signal to inject a
hit instead of the particle signal. See Figure 4.18.

With the first test, a TCL script was used to force the particle signals at appro-
priate times. The time, the current time stamp value, and the location of the forced
hit pixel, was at the same time written to a text file for comparison with another
text file generated by a test bench module in the receiver. As long as all the first hit
pixels are injected before the second hit pixels start to become injected, it is easy
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Figure 4.19: Test setup for 3D chip. For this automatized test, one could for example use the
Agilent 16822A that is both a pattern generator and a logic analyzer.

to compare the two text files and search for inconsistencies.

For the test, it was chosen to inject one particle at top and bottom of every
column, and two particles in the middle of every column. For the shifting test, we
may use a counter at the external input to systematically change the values that
are loaded into the scan chain of the flipflops.

Physical test

Most of the same tests that we proposed and performed in simulation may easily be
performed as actual hardware tests when the chip has returned from manufacture,
with the sole exception of the test based on forcing the particle signal.

Figure 4.19 shows the test setup proposed for the 3D chip. A pattern generator
is used to provide the necessary clocks and input stimuli and logic analyzer is used
to capture the corresponding output of the chip.

There are two ways to synchronise the time stamp counter, either by providing
an asynchronous reset right before each bunch train or by providing a synchronous
reset. For the synchronous reset, we use the read signal to keep the time stamp
counter synchronously reset to zero value until a bunch train is initiated. The
two ways of synchronising the time stamp counter are shown in Figure 4.20 and
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Figure 4.20: Waveform showing asynchronous readout.

Figure 4.21: Waveform showing synchronous readout.

Figure 4.21.

In Figure 4.20, the timestamp counter is asynchronously reset to zero in front of
every 1 ms acquisition period. The disadvantage of using the asynchronous reset in
a test setup is that the RO 8b10b module is also reset at the same time, and with
a PLL in the receiving end to recover the clock, the PLL has to resynchronise for
every acquisition.

In Figure 4.21, there is no asynchronous reset pulse in front of the acquisition
period. Instead, the external READ signal, that is ORed together with the READ
signal provided by RO 8b10b, is asserted during the entire 199 ms when there is no
acquisition. The external READ signal is deasserted right in front of the next 1
ms acquisition period to keep the timestamp counter synchronised with the data
acquisition.

To be able to verify if the particle emulation test is successfull, it is necessary for
the pattern generator to have its own counter. At a given counter value, a particle
hit is emulated. This value has to be compared with the actual timestamp values
received from the chip.

For the shifting test, a counter sensitive to the readout clock, which can provide
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continuously new data inputs to the 3D chip, is required. Alternatively, the values
might be read from a text file - and this text file can afterwards be compared with
a text file containing the received values.

It is impossible to physically test the scheme of injecting particles into every
corner of the columns. The only substitute for this test is to perform a test with
real particle source after successfull bonding with the analog tier.

4.6 Conclusion

For MAPS-based applications, 3D integrated pixel architectures have been pro-
posed, with the purpose of improving their time resolution and radiation hardness
while maintaining their high spatial resolution (< 20 μm pixel pitch) and low ma-
terial budget (50μm substrate depth after thinning).

The first prototypes have been developed, which compared to standard MAPS
have improved features both in terms of time resolution (31.25 μs for ILC prototype,
compared to 100 μs for MIMOSA26) and radiation hardness (where the tolerable
amount of non-ionizing radiation expected to increase from 1012 neq in standard
MAPS to 1014 when a high-resistivity epitaxial detector tier is used). The power
consumption is also reduced, as a rolling shutter operated 3D MAPS consumes
100 μW/pixel, compared to 500 μW/pixel for rolling shutter operated 2D MAPS.

A pixel pitch of 12 μm was obtained for the ILC prototype, significantly smaller
than the pitches of MIMOSA26. And finally, with the post-processing steps of the
Tezzaron and Ziptronix 3D integration, each wafer in the 3D stack can be thinned
down to 10 μm or less. Even with three or four tiers in the 3D stack, the material
budget is still at the same low level as for standard MAPS.

Pixel architectures based on 3D therefore also become the candidate architec-
tures for the most challenging applications like the inner layers of ILC and the first
detector station of the CBM MVD.

A readout block with 8b10b interface has been developed for equipping these
detectors with fast serial transmitters, capable of transmitting at a data rate of
500 MHz or more.
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Chapter 5

Conceptual design for a CBM 3D

integrated detector

The reconstruction of open charm is foreseen via their hadronic decays into pions and
kaons through the weak interaction. The background of these channels is formed by
kaons and pions, produced in large numbers by the primary collision. To distinguish
the signal from this combinatorial background, it is necessary to reconstruct the
decay vertex of open charm particles. Because of the relatively low lifetime of open
charm, a vertex detector with excellent performances is required.

To perform the secondary vertex identification of open charm mesons, a Micro
Vertex Detector (MVD), composed by Monolithic Active Pixel Sensors (MAPS), is
to be constructed right behind the target. By reconstructing the secondary vertex
of the open charm mesons, it is possible to suppress the combinatorial background
[91].

The vertex detector has to assure a secondary vertex resolution of approximately
50 μm. With the first station of the pixel detectors located 5 centimeters away from
the target, a spatial pixel resolution of 10μm is required in the ideal case of ultra-
thin detectors with no secondary scattering. A more realistic case of 300μm thick
silicon in each detector station imposes a pixel resolution of 5μm.

With the CBM experiment, running at its full nominal collision rate, 109 ions per
second pass through a target of 1 % interaction length. This gives approximately
107 collisions/second in addition to the delta electrons.

To obtain sufficient statistics for the open charm physics, the experiment should
be run with a collision rate of 106 collisions/second. It is therefore strongly desired
to provide a concept that makes it possible to operate the Multi-Vertex Detector
(MVD) at such a collision rate.

Simulation results of first MVD station (obtained in November 2009 from Michel
Deveaux), 5 cm from target, show that close to the beam hole, the hit density is
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dominated by delta-electrons knocked out of the target. For the cases of one million
collisions/second, and a readout rate of 500.000 frames/second (frame readout time
of 2 μs), small hotspots of 1 mm2 size may arrive at 7 particles/mm2/frame (7.2
particles/mm2 in the tightest hotspot).

As seen from Figure 5.1 a), it has been proposed to arrange the MVD sensors to
point away from the beam hole, with only a small part of the sensor covering the
hottest areas close to the beam hole. The proposal is based on an arrangement of
MIMOSIS-1 chips, where the sensors are located on both sides of the station in an
overlapping fashion to cover the inactive peripheral area on both sides of the sensors
[92]. Figure 5.1 b) shows a proposal on how to arrange the chips at the same side
of the detector station when 3D chips with fully active area are used (the same
arrangement can be rotated 90 degrees on the other side of the station to overlap
the small inactive areas that should be left between the arranged sensors).

Figure 5.1: a) Preliminary arrangement of sensors around the CBM beamhole. Alternative
options may be proposed if found more useful [92]. b) Proposal of arrangement with 3D detectors
having close to 100 % active surface.

In Figure 5.2, one sees the simulation results together with what becomes the
worst-case arranged sensor in both case a) and case b) of Figure 5.1 (which is
not necessarily the final sensor arrangement, but still the starting point for this
study). From this arrangement it can be derived that it is necessary with a pixel
sensor readout architecture that in average can process and transfer hits from 3.5
particles/mm2/frame, while also being capable of handling a twice as large hit
density (7.2 particles/mm2/frame) in smaller segments of the chip.
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Figure 5.2: Simulation results showing the density of hits per frame with 500,000 frames/sec-
ond and 106 collisions/second. Green: 0.1 − 0.5 hits/mm2/frame. Yellow: 0.5 −
1.4 hits/mm2/frame. Orange: ≤ 1.5 hits/mm2/frame.
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In the previous chapters, two different approaches for meeting the time resolution
have been presented. With MIMOSA26 and the chips that are planned to continue
in this direction, the strategy relies on continuous readout with sufficiently fast
frame readout rate. While with the first 3D chip for ILC, the strategy was to use
timestamping for storing all hit information on-chip during acquisition, and then
use the time window between the bunch trains for delayed readout.

For the last approach, based on timestamping, it is also necessary for the experi-
ment to provide a time window between the bunch trains that is sufficiently long to
transfer all the data that were obtained during a bunch train. Some experiments,
like the CBM, have continuous beam, and delayed readout is therefore not an option
for CBM.

With an architecture based on MIMOSA26, implemented in a faster process, it
is expected that with a dual-sided readout one may come down to a frame readout
rate of 25 μs, thus meeting the requirements for the first generation of CBM MVD
detectors with collision rates at 105 collisions/s [93]. However, it is still far from
meeting the requirements for the later CBM upgrade where collision rate increases
to 106 collisions/s.

A suitable approach for meeting the CBM upgrade requirements, using 3D inte-
grated technology, is to continue with rolling shutter operation, while at the same
time cutting the rows of the pixel matrix into smaller subsegments, where the num-
ber of rows in each subsegment corresponds to the desired frame readout time.

5.1 Requirements for a 3D integrated pixel detector

for MVD

5.1.1 Spatial and time resolution

For a pure binary resolution (pitch divided by square root of twelve), a maximum
pixel pitch of 18 μm is imposed. However, due to charge sharing between pixels, a
slightly larger pitch should be allowed if necessary. As the Artisan standard cells
have a height of 3.69 μm, it is therefore tempting to set a pixel pitch of 18.45 μm to
fully utilize the pixel cell area.

The high level trigger of CBM uses the STS to provide initial tracks, which
are refined using the MVD. To separate the tracks, the MVD should not have
occupancy above one percent. The required time resolution is therefore determined
by the maximum occupancy of the detector.

With a pixel pitch of 18 μm, the number of pixels/mm2 becomes 3100, and the
expected occupancy in the worst-case hotspot of 7.2 particles/mm2/frame (with
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2 μs time resolution) amounts to:

Occupancy = hit density · pixel multiplicity
pixel density = (7.2 hits/mm2/frame)·(4 pixels/hit)

(3100 pixels/mm2)

= 0.93 % perframe.

(Worst-case multiplicity of 4 is assumed for the high-resistivity epitaxial MAPS
used in CBM MVD, as will be justified later in this chapter).

The occupancy is 0.93 % per frame when the time resolution has come down to
2 μs, and we can therefore afford a frame readout time of 2μs when the collision
rate is 106 collisions/sec.

5.1.2 Radiation hardness

Non-ionizing

At the border of the beam hole of the first MVD station, there will be up to
2 · 1015neq/cm2/year when the experiment is run at its nominal collision rate.
With collision rate reduced from 107 to 106 collision/s, the fluence is reduced to
2 · 1014neq/cm2/year, and it has already been shown that XFAB MAPS detectors
have excellent charge collection efficiency all the way up to 3 · 1013neq/cm2 before
starting to slightly deteriorate [44]. One assumes that the radiation tolerance of
MAPS sensors with high-resistivity epitaxial can be extended to an order of 1014

[37]. See Figure 5.3.
With detectors based on depleted epitaxial, it should therefore be possible to

extend the radiation tolerance up to the order of 1014 neq/cm2 and thus meet the
requirements on non-ionizing radiation.

Ionizing

In the hottest regions of the MVD, the total ionizing dose may reach 340 MRad
when the experiments runs at the full collision rate, which means approximately 34
MRad when the collision rate is reduced to 106 collisions/sec. It has already been
demonstrated that analog and digital electronics designs based on Chartered wafers
can withstand ionising radiation doses up to 400 MRad [83].

However, what is still to be investigated is how the non-ionising radiation affects
the leakage currents of the detector sensing diode, and thus the input noise of the
amplifier at the detector tier. As already discussed, the sensing tier of the CBM 3D
device will be manufactured in a technology chosen for its high-resistivity epitaxial
layer parametres, like XFAB-0.6 or XFAB-0.35. The feature size of the sensing tier
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Figure 5.3: Charge collection efficiency versus radiation dose for XFAB high-resistitivity MAPS
[44].

will therefore be larger than that of the Chartered-0.13, and the sensing tier is thus
likely to be more sensitive to ionising radiation.

5.1.3 Power consumption

The power consumption of the detectors should not exceed 2 W/cm2. In the worst
case, power consumption up to 5 W/cm2 may be tolerated, but this requires addi-
tional cooling and influences the material budget.

Power saving approach: Rolling shutter

With rolling shutter operation of the pixel matrix, only one line in a MAPS sensor
is activated at each time, thus saving the power otherwise consumed in the ampli-
fication circuitry. To meet a given timing resolution, the number of lines processed
by the rolling shutter cannot exceed:

Max height =
Frame readout time (requirement)

line processing time (performance)
.

The first 3D chip with rolling shutter operation was designed by Yavuz Degerli
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at IRFU, and has already been presented in the previous chapter. To improve
speed and save power, the shared column discriminators of previous architectures
are replaced with a single discriminator inside every pixel cell.

The new design is able to operate with 50 ns/line, and with an expected power
consumption of 100 μW/pixel. This estimation can be compared with 500μW/pixel
for the 200 ns processing in MIMOSA26 [71]. Due to the new degrees of freedom
offered by 3D integration, speed is increased with a factor of four and power is
reduced by a factor of 5. It is expected that newer versions of the architecture
can be optimized even more, and reach a line processing time of 40 ns (personal
correspondance with Yavuz Degerli and [94]).

To improve the time resolution further, the rolling shutter chip splits into seg-
ments, and as we will see later in this chapter, we propose to split the matrix into
10 submatrices, with each submatrix composed of 50 rows and 1024 columns. As
the next line is powered on while the current line is processed, there will for each
segment be 2 x 1024 pixels. With 10 segments, the instantantenous power per cm2

becomes:

Matrix power

Matrix area
=

10 · 2 · 1024 pixels · 100 μW/pixel

18.4 μm · 18.4 μm · 1024 · 500
≈ 2 W

1.6 cm2
= 1.25 W/cm2.

With a power budget of 2 W/cm2, there is 0.75 W/cm2 left to spend for the
remaining electronics (digital readout), corresponding to 0.75 W/cm2 · 1.6 cm2 =
1.2 W/chip.

5.1.4 Data reduction

With standard MAPS, the assumed number of fired pixels per particle is five, and
thus with 3 states necessary to code a regular cluster. Compared to state encoding,
which for such a cluster requires three states, an on-chip clusterisation algorithm is
therefore clearly beneficial.

With fully depleted MAPS, much smaller clusters are assumed. The first avail-
able test results for MIMOSA25 showed average multiplicity of 4, and an average
number of lines per cluster of 2 (data analysis performed by R. De Masi).

The referred data analysis was performed offline with a cut of 80 ADC counts
(approximately 120 electrons) to search for seed pixels and a lower cut of 40 ADC
counts to search for surrounding pixels. The search for surrounding pixels in a lower
threshold range is performed to improve the resolution. However, such search cannot
be performed for a detector with embedded zero-suppression, as the discriminators
will have a threshold that is common for all pixels.
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If the search for clusters and the search for surrounding pixels is done with the
same threshold of 120 electrons, it is obvious that the clusters will be of smaller
size than the results obtained from the dual-threshold data analysis. When the
work with the conceptual design started, one therefore considered the cluster sizes
obtained from the MIMOSA25 data analysis to be an upper limit of cluster sizes in
high-resistivity sensors, and two encoded states per hit should therefore be a safe
estimate. Later analysis with uniform cut of all pixels confirms this assumption, as
a data analysis with the uniform cut of 120 electrons cut gave average multiplicity
of 3.1 pixels and a slightly higher cut of 150 electrons gave an average multiplicity
of 2.6, and without significant degradation in detection efficiency between the two
cases (personal correspondance with R. De Masi).

For line widths of 1024 pixels, an encoded state contains 10 address bits and
two encoding bits. Using one 16-bit word to store each 12-bit state, two states
amount to two 16-bit words (when ignoring the line address header that precedes
all the states in a line). For an encoded cluster, however, 10 bits are required for
line address, 10 bits for column address, and 8 bits for encoding the cluster shape.
Two 16-bit words are required for storing an encoded cluster, and the amount of
required storage for an individual hit in a line therefore becomes the same.

With the small clusters assumed in high-resistivity substrates, clusterization in-
creases the logic complexity without necessarily giving significant data reduction.
The difference in data reduction is in the end dependent on both cluster multiplic-
ity and hit density, as encoded states in a line also require the 16-bit line address
header that contributes to the amount of data, while the two 16-bit words storing
each cluster have sufficient space to embed the line address.

However, as soon as the average number of states per hit goes below two, the
total amount of data will for a certain hit density become equal or smaller for state
encoding than for clusterization. Assuming a system that is built to scale with high
hit densities and with an average of two or fewer states per hit, the conclusion on
data reduction is therefore that we continue with implementing state encoding, and
not clusterization.

5.1.5 Proposed architectures

Combining new technology like 3D integration and sensors with fully depleted epi-
taxial layer opens the perspective of running the CBM at a collision rate of 106

collisions/second.

A conceptual design for a detector, based on these features, is therefore to be
presented. It is a four-tier architecture with a dedicated layer for detector, a sepa-
rate layer for analog signal processing and two layers for high performance digital
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readout.

Detector tier: XFAB 0.6 high-resistivity epitaxial process (XC06) 1, bonded to
amplifier tier with Ziptronix DBI
Analog amplifier tier: Tezzaron/Chartered
Digital tiers: Tezzaron/Chartered

As a starting point, one assumes a pixel matrix of approximately the same di-
mensions as for MIMOSIS-1 [63], but with a rolling shutter where it is assumed
that the line processing time is reduced down to 40 ns:

• Pixel matrix of 500 rows x 1024 columns

• The 3D integrated rolling shutter chip can be divided into submatrices to meet
the timing requirements.

• For 2 μs time resolution, the number of lines to be processed during one frame
is limited to 2 μs/frame

40 ns/line = 50 lines/frame, and this determines the number of
lines in each submatrix.

• A pixel sensor of 500 lines is therefore organized in 10 submatrices read in
parallel. See Figure 5.4.

Figure 5.4: Rolling shutter operated pixel matrix organized in 10 submatrices.

There are two different approaches for interfacing the segmented rolling shutter:

1Eventually XFAB 0.35 high-resistivity epitaxial opto-process (XO035) or even smaller high-resistivity
epitaxial process when becoming available, as smaller process increases the tolerance of ionizing radiation.
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• The first and most simple approach is to take the peripheral readout electronics
of MIMOSA26 and put on top of the pixel matrix, using 3D integration to
remove the inactive surface of the periphery. For a CBM application, this
architecture has to be optimized to meet the requirements of four times smaller
line processing time (down from 160 ns/line to 40 ns/line) and also a larger
amount of states per line to process.

• The second approach is to design a completely new architecture that fully
utilizes the new degrees of freedom given by 3D integration.

In this chapter, we follow the last approach, and a data-driven readout archi-
tecture with token passing and distributed state encoding in all the pixel rows has
been designed. Individual pixels have access to the hit information of their nearest
neigbours, and they are able to initiate their own readout by grabbing a token if
they identify themselves as central pixels of valid states.

To provide a reference for the new architecture with respect to area, power
consumption and scalability, the MIMOSA26 with its sparse scanned state encoding,
multiplexer and memory management, was laid out in Charted-0.13 process, and
the architectural changes required for a CBM application are also to be discussed
later in this chapter.

To be compliant with the rolling shutter operation of the analog tier, the pro-
posed architecture operates by the following principles:

1. It injects hits sequentially in the rows of one half of a submatrix (40ns/line).

2. It injects readout tokens in the rows parallel in the other half a submatrix
(1us/line).

For the same frame readout time of 2 us, the critical time per line is thus increased
from 40 ns to 1 us. See Figure See Figure 5.5.

Pixels grabbing the tokens are placing their address and the state encoding on
a shared line bus, with line buffers storing the state information. These line buffers
are then read out as a pipeline of scan flip flops 2.

2In the preliminary layout, the scan flip flops were implemented as standard D flip flops with multiplexed
inputs
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Figure 5.5: Splitting of submatrix in two halves to make token injection compliant with rolling
shutter operation.

5.2 Data driven readout with tokens and distributed

state encoding

5.2.1 Distributed state encoding and token passing between

pixels in each line

To improve timing margins, we want to parallelize in all rows the zero suppression
previously performed sequentially in the SUZE circuitry of MIMOSA26. For this
purpose, we propose to equip the individuals pixels with autonomous state identifi-
cation and encoding functionality. Figure 5.6 illustrates how the centralised state
encoding of previous MIMOSA chips can be distributed into the individual pixels.
Each pixel communicates with its nearest neighbours to identify and encode states.

A schematic of a pixel cell, with token passing circuitry and distributed state
encoding, is shown in Figure 5.7 and Figure 5.8. Pixels identifying themselves as
central pixels in a state may grab a token to transfer hit information. The logical
blocks for the token passing are exactly the same kind of improved NAND/NOR
cells that were already described in Chapter 3 and shown in Figure 3.31. After the
proposed improvement, these blocks are small and compact enough to be put into
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Figure 5.6: Operation principle of distributed state encoding. Every pixel in a line (pixel i)
communicates with its three preceding pixels (pixel (i+3), pixel (i+2), pixel (i+1)) to perform
the state encoding. It also receives an enable signal from its first succeeding pixel (pixel (i-1)),
allowing the pixel to grab the flowing token if not already done by the succeeding pixel.

each cell in the pixel matrix.

The simplest condition for a pixel to identify itself as a state is that its own
discriminator signal is one and the discriminator signal of its leftmost neighbor
is zero. However, to provide a lossless and nonredundant encoding also for cases
where there are patterns of ones longer than four, this hit identification logic has
been slightly modified. In the final implementation, described more detailed in
Appendix F, the pixels that see that its two preceding pixels all contain ones will
propagate a signal to the third preceding pixel, demanding this third pixel to enable
hit identification in the next pixel.

Every line has a column address bus and a state encoding bus for transferring
the hit information to the end of line buffers. The pixels grabbing the token are
mastering the two buses. The outputs of each stage are inverted to minimize delay
through the chain of multiplexers, and each cell therefore provides a zero bit in
addition to its address bits for making the logic in the receiving end capable to
distinguish between data that has passed through an odd or even number of inversion
stages.

Since the addresses of each pixel cell is fixed, the propagation path through the
address bus is minimized even more by replacing the inverting multiplexer cells with
NAND and NOR gates. For the address bits containing ones, the block token signal
is OR’ed together with the incoming address bit to provide the outcoming address
bit. As long as the pixel cell is not blocking the token, the incoming address bit
is therefore allowed to pass. When the pixel cell blocks the token, it will always
override the incoming address with its own address bit of one value. Similarly, for
zeroes, the active high block token signal is fed through an inverter before beining
NAND’ed together with the incoming address bit to provide the outgoing address
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Figure 5.7: State encoding circuitry of a pixel cell.

bit. See Figure 5.9.

While the token and the addresses therefore fly through a fast chain of NAND and
NOR gates, the slowest path through the line is the path of inverting multiplexers,
necessary for propagating the code information.

With the above mentioned structures, an abstract view of a pixel cell with all
its pinning will look like the one shown in Figure 5.10.

Such a pixel cell has already been successfully placed and routed on two different
pitches, 18.45 μm and 14.76 μm, respectively. Three metal layers were then required
for completing the routing. The netlist of the pixel cell was optimized in Synopsys
Design Vision, where the appropriate constraints were set on desired area, token
clock frequency, and capacitive load.

Due to the rolling shutter operation of the sensor, the tokens must be injected
into the upper half while hits are injected into the lower half, and vice versa. A
common state machine is responsible for reading out the upper and lower half of
the matrix and to provide the two halves with their appropriate clocks and control
signals.
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Figure 5.8: Circuitry for valid state identification and token-based data transmission in a pixel
cell.

Figure 5.9: Since the address bits are fixed, the address multiplexer can be replaced by faster
NAND and NOR gates.
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Figure 5.10: Abstract view of pixel cell.

5.2.2 Line segment structure

Partitioning

With 2 μs frame readout time, there is a time slot of 1μs for the token to pass
through all the pixels containing states in a line. To provide good timing margins,
and scalability for a larger number of line buffers or even smaller frame readout
times, it is proposed to split every line into 4 line segments. A separate token is
being injected into every line segment. At the end of each segment, there are buffers
to store the hit information placed on the data bus.

This structure has features similar to the end-of-column buffers of ATLAS FE-I3
[43], adopted to 3D technology. Where the ATLAS FE-I3 has the end-of-column
buffers in the periphery, we will thanks to 3D integration be able to put end-of-line
buffers on top to avoid dead area. See Figure 5.11.

Figure 5.11: Organization of line buffers. Yellow: First digital tier. Blue: Second digital tier.

To determine the number of buffers per line segment, it is necessary to set the
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maximally tolerated number of hits per line segment.

For a given average number of hits, and with a given number of hits that can be
stored in buffers, the cumulative Poisson distribution function gives the probability
of overflowing the buffers and missing hits. We want to arrive at the number of
buffers per line segment that corresponds to a probability less than 10−3 for missing
hits in a line. With a frame readout time 2 μs, we calculate 500.000 frames/second,
and with a collision rate of 106 collisions/second, the simulations show a worst case
hotspot close to the beam hole with 7.2 particles/mm2/frame.

Although different chip orientations could be considered to reduce the average
hit density throughout a pixel line, the simplest and safest approach is to assume
this worst-case hit density throughout an entire line.

Assuming pixel pitch of 18.45 μm and a line segment width of 256 pixels, the
line segment size becomes:

((18.45 μm) · (18.45 μm) · 256) = 0.0871 mm2.

Assuming the worst-case hit density of 7.2 particles/mm2/frame, we find the av-
erage number of hits in a segment to be:

hit density · line segment area = 7.2 hits/mm2/frame · 0.0871 mm2/segment
= 0.627 hits/segment/frame.

With such a worst-case density in all four line segments, the cumulative distri-
bution function shows that up to five hits must be stored in each line segment to
arrive at a probability of missing hits that for the entire line is below 10−3.

Assuming a cluster multiplicity that corresponds to 2 states per hit, 10 buffers
are then required for each line segment.

Timing performance

Since the token and address propagation go through a fast chain of NAND and
NOR gates, the slowest path through the chain of cells can be assumed to be the
propagation of code information through inverted multiplexers.

The worst-case situation would then be that there is a valid state in the first and
the fourth rightmost pixels in a line segment. In this case the token clock first has
to go through all the 256 pixels from the left to the right, activating the mostright
pixel. After being released in the rightmost pixel, the token first flies through four
pixel elements before being blocked in the fourth rightmost pixel. Here the code
information is put on the bus and propagated through all the other 252 pixel cells
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before being sampled by the hit counter. See Figure 5.12. The minimum clock
period would therefore becomes:

token clk delay · 256 + token cell delay · 4 + multiplexer cell delay · 252

Figure 5.12: Critical path of a line segment of pixels.

As seen from the formula, the delay is decomposed into the following components:

Token clock delay

From the datasheet of the Artisan standard cell library, a minimum size clock buffer
(3.69 μm x 1.84 μm) has an intrinsic rising delay of 0.075 ns plus an output load
dependent rising delay of 3.24 ns/pF. The clock sees the 1.5 fF input capacitance
of a DFFR flip-flop and the 1.2 fF input capacitance of the next clock buffer, in
addition to the wire capacitance.

Total token clock delay is therefore:

0.075ns + 3.24ns/pF · (1.5fF + 1.2fF + wire cap clk)
= 0.084ns + 3.24ns/pF · wire cap clk.

Token cell delay

For the unblocked token flow, the token enters the NAND gates as one and enters
the NOR gates as zero. The average propagation delay through one cell is therefore
the transition from high to low in the NAND and the transition from low to high in
the NOR, divided by two. With minimum size NAND and NOR gates, the NAND
gate has intrinsic falling delay of 22 ps and load-dependent falling delay of 4.76
ns/pF, while the NOR gate has intrinsic rising delay of 33 ps and load-dependent
rising delay of 9.70 ns/pF.
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The NAND gate sees the inputs of one inverter (1.9 fF) and two NOR (2 x 2.4
fF), while the NOR gates sees the inputs of one NAND (2.4 fF), one inverter (1.9
fF), and one DFFR D-input (1.2 fF). Total load is therefore 6.7 fF for the NAND
gate and 5.5 fF for the NOR gate. In addition comes the wire capacitance.

The total token cell delay therefore becomes:

[0.022ns+4.76ns/pF (6.7fF+wire cap nand)]+[0.033ns+9.79ns/pF (5.5fF+wire cap nor)]
2

= 0.070ns + 2.38ns/pF · wire cap nand + 4.90ns/pF · wire cap nor.

Multiplexer cell delay

Since the multiplexer is inverting, there will be a transition from high to low in
half of the multiplexers and a transition from low to high in the other half. This
is an improvement compared to a noninverting chain of multiplexers, as we avoid a
worst-case scenario where the slowest type of transition is propagated through the
entire path.

If the multiplexer is implemented as a minimum-size AOI22, it has an intrinsic
rising delay of 60 ps and an intrinsic falling delay of 30 ps. It sees a 2.7 fF input
capacitance of the next AOI22, and it has load-dependent rising and falling delays
of 11.03 ns/pF and 4.67 ns/pF. The total multiplexer cell delay therefore becomes:

[0.06 ns+11.03ns/pF ·(2.7fF+wire delay mux)]+[0.03 ns+4.67ns/pF ·(2.7fF+wire delay mux)]
2

= 0.066 ns + 7.85ns/pF · wire delay mux.

Wire delay

For a rough estimation of the wire delay, we assume that the pixel cells are close
enough to each others (18-20 μm) to make the gate delay dominant with respect
to the wire delay, and the actual delay should therefore not be too far above these
initial estimations. To obtain a safe worst-case value for the wire delay, however, an
analog simulation was performed with a 0.2 μm wide and 20 μm long metal2 wire,
surrounded by metal everywhere and with 0.1 μm spacing between the metal2 wires.
Figure 5.13 shows the setup. From this simulation we extracted an AC capacitance
of 5.6 fF.

140



Figure 5.13: Cross-section of 20 μm long metal 2 wire, surrounded by metal everywhere at
smallest possible spacing to provide worst-case reference for wire delay.

Total delay

Using the extracted worst-case value for all wire capacitances, the finally estimated
delay values become:

Token clock delay: 0.10 ns.

Token cell delay: 0.11 ns.

Multiplexer cell delay: 0.11 ns.

Although the initial assumption was that the NAND/NOR chain would be the
fastest path, and the multiplexer cell delay would be the slowest path, it turns out
that the NAND/NOR chain and the multiplexer path actually may have equal delay
if nothing is done to buffer or balance the larger fanout of the NAND and NOR
gates. However, as the path through the NAND/NOR chain and the path through
the multiplexers are approximately equal, one can as well turn the argument and
say that the NAND/NOR path is already optimally balanced, as an improvement of
the speed through the NAND/NOR chain will not improve the speed of the critical
path.

With these numbers inserted, the critical delay becomes:

token clk delay · 256 + token cell delay · 4 + multiplexer cell delay · 252
= 0.10 · 256 + 0.11 · 4 + 0.11 · 252 = 53.76 ns.

With 10 line buffers, 10 token clock cycles are required. Dividing one microsecond
by eight gives a minimum required clock period of 100 ns, and we therefore see that
the timing requirements are met with very good margin.
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Basic building blocks of buffers

For every token clock cycle, the content on the line data bus is stored into the
leftmost buffer, with the content of all the buffers being shifted from one buffer to
the next. After 10 token clocks, up to 10 valid states have been stored in each their
buffer. A hit counter increments the number of valid states as long as the token
injected into the line has not been returned. See Figure 5.14.

Figure 5.14: The line buffers can be operated in acquisition mode and in scan mode.

More detailed schematics of line buffer registers and the line buffer counter can
be found in Appendix F.

5.2.3 Readout

Modes of operation

The column buffers are implemented as scan flip-flops, and their content is shifted
from line to line during readout. See Figure 5.15. As the height of the column
buffers is the same as the height of the pixel cells, 18.45 μm, it would be impossible
to implement a mux for the same purpose, due to routing congestion.

A finite state machine (FSM) controls the readout and provides the scan clock
to the line buffers. To ask for a new line and then safely latch the content of the
new line takes two clock periods. If the number of states in a line is larger than the
number of states that are selected for each clock cycle, then the state machine can
calculate exactly when to request a new line and have the new line latched exactly
at the clock cycle when the last states in the current line are selected.

However, there are also situations where the number of states in a line is lower
or equal to the number of states that are selected during one clock cycle. To avoid
waiting cycles during the request of a new line, the pipeline extends two stages into
the clock domain of the FSM, allowing the FSM to read one state and store this
state together with its line address while waiting for the pipeline to advance.
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Figure 5.15: Readout of upper and lower half of a submatrix, controlled by a common FSM.
The FSM performs pipelined readout of the buffers in one half while the token passing circuitry
provides new content to the buffers in the other half.

State selection mechanism

With four line segments, each composed of 10 line buffers, a total of 40 buffers are to
be examined by the readout FSM. A multiplexer proportional to the total number
of buffers is thus implied, unless measures are taken to avoid such a structure.
By extending the scan chain into the pipeline of the readout FSM, it is possible
to implement a structure where the number of buffers seen by the state machine
is independent of the number of buffers inside each line segment. Its concept is
illustrated in Figure 5.16.

The readout FSM starts by asynchronously scanning through the state counter
registers of the different segments, selecting the two first segments that contain non-
zero hit information. The state machine then selects the two first states of the first
selected segment as long as the number of states in this segment is larger than one.
Otherwise it selects one state from the first selected segment and one more state
from the second selected segment.

If two states are extracted from the first segment, then the state counter register
of the first segment is decremented by two, and the content of the first buffer is
shifted two places. Otherwise, if only one state is extracted from each of the two
selected segments, then the state counter registers of both the two segments are
each decremented by one and the content in each of the two buffers is shifted one
place.
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Figure 5.16: State selection mechanism of the readout FSM. For each clock cycle, the state
counters of the selected segments are decremented and the content of the buffers is shifted one
or two places. The buffers that are seen by the readout FSM are shown in gray.
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After decrementing the state counters and shifting the content of the line buffers,
the procedure can be repeated until all the state counters are equal to zero and a
new line is demanded. The scan for states to read out can therefore always start
with the first line segment.

With this structure, the number of buffers seen by the state machine also becomes
equal to 4 x 2 = 8, instead of 4 x 10 = 40.

As one word is read from the next line while waiting for the pipeline to advance, a
similar structure is also implemented for the next line, with the selected hit counter
being subtracted by one before being loaded into the next stage, and with the
content of the selected segment being shifted one place.

Compared to the multiplexer structure of MIMOSA26, the new state selection
FSM has the following improvements:

• Its size is independent on the number of buffers in the line segments.

• Decrementing the state counters for each clock cycle a segment is read, and
allowing the scan for states to always start from the rightmost segment, there
is no need for a token-passing loop that otherwise consumes two clock periods
for each time states are selected.

Operating frequency

The operation frequency of the readout FSM depends on the number of states to
read and the number of states selected per clock cycle.

When the work on the conceptual design started, the simulation results were not
yet ready. To have some margin, an average hit density of 3.5 ·106hits/mm2/second
(7.0hits/mm2/frame) was assumed.

Also assuming a pixel pitch of 18 μm and a matrix size of 512 rows and 1024
columns, the matrix size in mm2 became:

((18·10−6m)·(18·10−6m)·1024·512)
10−6m2/mm2 = 169.87 mm2.

3.5 million particles/mm2/sec then gives:

hit density · matrix area · frame readout time
= (3.5 · 106hits/mm2/second) · (169.87mm2) · (2 · 10−6μs) = 1190 hits/chip/frame.

For a half submatrix, this number translates into an average of 59.5 hits. Which
for a hit miss probability less than 10−3 corresponds to reading out up to 85 hits,
which again translates into reading 170 states. In addition comes 25 line addresses,
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and thus in total 195 words to process during 1μs. If two words are selected at each
clock cycle, then the clock frequency of the FSM can be set to 100 MHz. While
with four words being selected, the clock frequency can be relaxed to 50 MHz.

After the simulation results were made available (obtained from private corre-
spondance with Michael Deveaux), one sees that the worst-case arrangement of a
chip gives an average number of 3.4 hits/mm2/frame.

3.4 hits/mm2/frame, in a half submatrix of 25 · 4 = 100 line segments, then
gives:

hit density · matrix area
= 3.4 particles/mm2/frame · 0.0871 mm2/segment · 4 segments · 500 lines

= 583.60 hits/matrix/frame = 29.2 hits/half-submatrix/frame.

To provide a hit miss probability less than 10−3, the number of hits is expanded
to 47, which in the next turn translates into 94 states. With 94 states and 25 line
addresses, where each state and each address accounts for one word, a total of 119
words are thus to be stored during one microsecond. One therefore sees that 100
MHz FSM operation with selection of two words at a time gives very good margins
for storing all the hits in a submatrix.

A relatively high clock frequency may be allowed for the FSM, as this frequency
does not affect the number of clock pulses given to the flip flops of the line buffers,
which will always remain at 25 per submatrix during 2μs.

5.2.4 Floorplanning and layout

An overview of the line buffer organization in a submatrix is shown in Figure 5.17.
By varying the direction of the token, one has some degree of freedom on where
to locate the buffers. With the location of the column buffers put into place, it is
possible to locate the other necessary modules, as shown in Figure 5.18.

A 3D stack for the entire architecture is shown in Figure 5.19, with the digital
pixel in one tier, and the line buffer, readout FSM and memory together in another
tier.

5.2.5 Serial output links

The typical delay for a standard I/O cell in Chartered technology is 2 ns (500 MHz).
With 8b10b serial transmission at this speed, 50 bytes (25 words) can be transferred
serially during 1 μs.
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Figure 5.17: Floorplan of the second digital tier with the column buffers allocated (top view).

Figure 5.18: Possible floorplan of second digital tier with the column buffers and readout
structures allocated.

Figure 5.19: 3D stack of the entire architecture.

147



With the worst-case orientation of a chip, it was shown earlier in this chapter
that there will be an average of 583.6 hits/chip/frame. If all the submatrices are
interfaced by a common infinitely deep FIFO, the data rate can in theory be relaxed
down to a level corresponding to the average hit arrival rate. 584 hits/chip/frame
translate into 584 ·2 states and 500 line addresses, in total 1668 words. As 50 words
can be serial transmitted during one frame, the theoretical minimum number of
serial links becomes 1668

50 = 34 serial links.

With the theoretical minimum number of serial links per chip being 34, the actual
number of serial links required for data transmission is dependent on the buffering
and transmission scheme:

First approach: Direct transmission

With direct transmission, the states selected by the readout FSM are transferred
directly out of the chip, without any kind of buffering.

With the initial assumption of 3.5 · 106hits/mm2/second, the required number
of serial links for this transmission scheme becomes 195 words

25 words/link = 8 serial links.

8 serial links are thus required for one submatrix, with 80 in total for the entire
chip.

While with the numbers obtained from physics simulation, and the worst-case
orientation resulting in 119 words to transfer during one microsecond, the required
number of serial links becomes 119 words

25 words/link = 5 serial links.

5 serial links are thus required for one submatrix, which in total becomes 50
serial links for the entire chip.

However, sending 5 bytes in parallell is inconvenient when interfacing groups of
16-bit words, as the last word must be cut in two and the next half sent during the
next transmission.

Second approach: With ping-pong buffer in every submatrix

In the entire submatrix, the average number of hits becomes 60, which when pro-
viding hit miss probability less than 10−3 is expanded to 85 hits, and therefore 170
states. These states, together with 50 line addresses, must be transferred during the
2 μs frame readout time. Two memories of minimum size 170 words + 50 words =
220 words are thus required, and the required number of serial links then becomes
(170+50) words
50 words/link ≈ 5.

One can therefore conclude that simple ping-ping buffering does not give any
advantage in terms of serial links, although it has the benefit of continuously trans-
ferring only valid data until the entire half-submatrix is read out - while direct
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transmission will have the situation of transferring idle states when no valid data is
available from the pixel lines.

Third approach: Implement a properly dimensioned FIFO using queue
theory to obtain 4 links per submatrix

The theoretical minimum number of serial readout links for the entire chip is 34.
However, if each submatrix is to have independent readout, the theoretical minimum
number of serial links per submatrix must be four when utilizing a sufficiently deep
FIFO.

To obtain the required FIFO depth, we start by modeling the readout as an
M/D/1 queue (see for example [57]), with the the incoming hits being service re-
quests and the serial links are considered as one single server.

The long-term utilization of the server is written as:

ρ =
λ

μ

Here is λ the average number of hits arriving in the submatrix, and μ is the hit
processing rate. We therefore find that λ must be 60. To obtain μ, we know that
each serial link can transmit 50 words during one frame, and with two states per hit
and 50 line addresses per submatrix, the rate of hits transferred through one link
becomes:

hits/link =
words/link

words/hit
=

50

(60 · 2 + 50)/(60)
= 17.7.

With m serial links, the hit processing rate becomes μ = m ·17.7, where m is the
number of serial links. The utilization of the server then becomes ρ = 60

m·17.7 = 3.4
m ,

and we therefore see that 4 serial links are necessary to have a utilization below
100%.

For an M/D/1 queue, the probability of having exactly j customers in the queue
becomes:

Pj = (1 − ρ)

j∑

i=0

eiρ(−1)j−i (iρ + j − i)(iρ)j−i−1

(j − i)!

And the cumulative probability of having more than j customers in the queue
becomes:

Qj = 1 −
j∑

i=0

Pi
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With a utilization of ρ = 3.4
4 = 0.85, the cumulative distribution function gives

a probability less than 10−3 when the number of customers in the queue is 22 or
larger.

With an average of 60 hits, corresponding to 120 states and 50 line addresses,
the average number of stored words per hit becomes 170

60 = 2.83. The required FIFO
length in terms of words therefore becomes 22 · 2.83 ≈ 62.

With such a small buffer size, it could be more efficient in terms of area to use
a register file instead of RAM for implementing the FIFO.

Conclusion on buffering

Direct transmission requires 5 serial links per submatrix, in total 50 serial links. In
case of empty lines, there will be stall cycles and therefore idle words transmitted
in the middle of the data stream.

Buffering with a ping-pong memory should in theory reduce the number of serial
links, but it turns out to become the same as for direct transmission. 5 serial links
is still an inconvenient number, as the last 16-bit word transferred must be cut in
half and sent in next transmission.

Replacing the ping-pong buffer with a properly sized FIFO reduces the number
of serial links per submatrix from 5 to 4, which is theoretical minimum number
of serial links, unless a common serial readout interface for all the submatrices is
implemented. The calculations also show that the amount of required storage is
reduced from two memories of minimum 220 words to one FIFO of 62 words, and
thus small enough to be implemented without using RAM at all.

Choosing a properly sized FIFO for the data transmission therefore minimizes
both memory usage and the number of serial transmission links.

5.2.6 Noisy pixel contribution to data stream

As already stated in Chapter 1, laboratory tests on high-resistivity MAPS show
that the SNR of these pixels is twice as good as that of standard MAPS, which
means that fake hit rates well below 10−5 could be expected prior to irradiation.
With a fake hit rate of 10−5, there will in a CBM MVD matrix of 500,000 pixels
be approximately five fired pixels in total and therefore negligible as it is just a
small fraction of the Poisson distributed fluctuations in hits due to particles (an
average of around 580 hits/chip/frame due to particles in the worst-oriented chip,
as previously stated in this chapter).

Still, there are other factors that complicates such an assumption:
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• The excellent SNR features of MIMOSA25 were confirmed even after a non-
ionizing radiation fluence of 3 · 1013neq/cm2, but it remains to verify that
the SNR is not significantly degraded when fluences increase to the order of
1014neq/cm2.

• Although the transistors in 0.13 μm Chartered/Tezzaron designs have excellent
post-irradiation performance even after hundreds of megarads, the same ex-
cellent performance cannot be expected in the detector tier where the charge
collecting diode and the preamplifier are implemented in an XFAB process
with the larger 0.6 μm or 0.35 μm feature size. Also here it remains to perform
the relevant tests.

• As already mentioned in Chapter 2, test results of MIMOSA26 at frame read-
out times of 90 and 115 μs show a dependency between fake hit rate and frame
readout time. And although it remains to be further investigated, it is not
unreasonable to assume that a reduction in frame readout rate down to 2μs
helps to further reduce the fake hit rate.

Due to the lack of relevant tests results, there are currently no realistic esti-
mates on the expected fake hit rate of a high-resistivity epitaxial MAPS based
sensor installed in the CBM MVD. For the calculations performed in this chapter,
the contribution of the fake hits was considered negligible (fake hit rate < 10−5)
and therefore not necessary to take into consideration. But as soon as the relevant
test results from prototypes are available, one should if necessary redo the hit den-
sity calculations with noisy pixels taken into consideration, and adjust the size of
memories for adapting them to a higher data rate due to noisy pixels.

5.2.7 Power consumption

As long as there are no hits in the pixel cells, there are no signals switching in the
pixel matrix, except the token signal switching one time and 10 token clocks sent
to the token flip flops during 2 μs. For the line buffers, there are 10 token clocks
and 25 scan clocks are provided during 2μs. We therefore find that we have 5 MHz
clock frequency for the pixel cells and 17.5 MHz for the buffers. The low frequencies
should imply low dynamic power consumption.

Two different power estimations have been performed. The first was run in the
Encounter layout tool with the expected clock frequency and average switching rate
as input parameters. The second one included the toggling statistics obtained from
simulation.
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Estimations from Encounter, power analysis based on assumed switching
factor of 0.2

Pixel cells, NAND: (1.4 · 10−4 mW ) · 500 rows · 512 NAND columns = 35.8 mW
Pixel cells, NOR: (1.5 · 10−4 mW ) · 500 rows · 512 NOR columns = 38.4 mW
Line buffer registers: (24.5 · 10−4 mW ) · 4 · 10 · 500 = 49.0 mW
Line buffer counters: (10.4 · 10−4 mW ) · 4 · 500 = 2.1 mW

Total power consumption: 125.3 mW.

In addition to the pixels and the buffers comes the power consumption of the read-
out FSM and the serial links. Here the Encounter power analyzer showed that the
readout FSM had an estimated power of 0.74 mW while the four serial readout
links has an estimated power of 4 · 0.74 mW = 2.96 mW, in total 3.7 mW. We
therefore see that the power contribution of these circuits are negligible compared
to the power of the pixels and the line buffers.

Estimations from Encounter, power analysis based on VCD files from
simulation

Pixel cells, NAND: (2.0 · 10−4 mW ) · 500 rows · 512 NAND columns = 51.2 mW.
Pixel cells, NOR: (1.6 · 10−4 mW ) · 500 rows · 512 NOR columns = 41.0 mW.
Line buffer registers: (89.0 · 10−4) · 4 · 10 · 500 rows = 178.0 mW.
Line buffer counters: (32.1 · 10−4) · 4 · 500 = 6.4 mW.

Total power consumption: 276.6 mW

Estimations for memory

Selecting the optimum solution with a 62-word deep FIFO and four serial links, one
can implement the FIFO with two 32-word deep register files, generated using the
Artisan register file compiler. With the register file operated at 100 MHz frequency,
one obtains:

Write AC current: 0.57 mA => 2 · 1.5 V · 0.57 mA = 1.71 mW .

Read AC current: 0.35 mA => 2 · 1.5 V · 0.35 mA = 1.05 mW

We see that with a properly dimensioned FIFO, the power consumption due to
memory becomes negligible compared to the power consumption of the pixels and
the line buffers.
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Conclusion

Both estimates arrived at approximately similar results for the pixels cells, but
with a power consumption for the line buffer registers and counters that in the
last estimation is more than three times higher than in the first estimation. The
reason for the low power in the first estimation can, however, be traced back to
the fact that the clock in these registers is gated, and a power estimator based on
low-activity, random inputs will therefore block the clock from arriving at almost
half of the time.

Also rough estimations based on the datasheet verify that the estimations from
simulation are the most correct. A DFFRX4 flip flop, even with no activity at its
D input, consumes 0.04 μW/MHz. Containing 10 flip flops, switching at an average
rate of 17.5 MHz, the power consumption of a buffer due to the clock input becomes
70 ·10−4 mW, which is right below the results obtained from simulation based power
analysis.

With the highest and most reliable result showing no more than 280 mW in total,
the estimations imply low power consumption.

5.2.8 Scalability of architecture

In the proposed conceptual design, whose dimensions were set on the basis on the
simulation results for CBM with a collision rate of 106 collisions/second, there are 4
segments per line and 10 buffers per segment. To adapt the design to even higher hit
densities, one may increase the number of buffers per segment or one may increase
the number of segments.

Reducing segment size and increasing number of buffers per segment

As increasing the number of buffers means increasing the token clock frequency,
there will due to timing requirements be a maximum number of allowed buffers for
a given segment size. Increasing the hit density beyond the range covered by the
maximum number of buffers therefore also requires an increase in the number of
line segments.

As the number of line segments grows larger, there will be more blockage in the
layout and less space to allocate the other modules required for the readout (FSM
and serial transmission circuitry), and at some point, a separate tier only for the line
buffers is required. However, with a separate tier allocated only for the line buffers,
one is ultimately allowed to increase the number of line buffers to an amount where
all of the layout is occupied by the buffers.
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Preliminary layout results show a line buffer width of 50μm. As the width of
the entire line is 84.45 μm x 1024 = 18.9 mm, the maximum number of line buffers
becomes 377.

Starting with only 4 line segments of 256 pixels, it has been shown that the
minimum token clock period could safely be reduced down to 55 ns. With one
microsecond processing time on each of the half-submatrices, the theoretical upper
limit of token clocks with this segment size therefore becomes 1000 ns/55 ≈ 18,
which gives a maximum number of buffers of 18. If the number of buffers exceeds
this, the design starts to become marginal with respect to timing, unless for example
look-ahead logic is inserted to increase the speed of token (which is fully possible,
although it increases the amount of logic inside each pixel cell and thus may increase
the minimum size of the pixel cell).

For the simplicity of comparing the different segment sizes and their number
of line buffers, we assume one uniform average hit density over the entire line of
four segments (instead of a more realistic model where the segment closest to the
beampipe has a higher average density than the three other segments). It can then
be shown that for a hit miss probability equal to 10−3 for the entire line, the hit
miss probability in the four individual segments must be equal to 2.6 · 10−4. With
up to nine hits being stored in one segment, such a hit miss probability corresponds
to an average of 2.9 hits per line segment, which in the next turn translates into an
average of 2.9 hits/segment/frame

0.0871 mm2/segment = 33.3 hits/mm2/frame.
Similar calculations have been made for segment sizes of 128 and 64 pixels, and

their results are depicted in Table 5.1.
One sees from the table that it should in principle be possible to scale the ar-

chitecture into ranges of hit densities more than an order of magnitude above the
simulated worst-case hit density of CBM MVD.

One also notes that with a line buffer width of 50μm, obtained from preliminary
layout results, 32 line buffers in each of the 8 segments means that almost 70 percent
of the chip area is occupied by the line buffers. With careful organization of the
layout, it should still be sufficient area for a readout FSM and serial transmission
on the same tier. Further increasing the number of segments to 16, there can be
up to 70 buffers per segment before the design becomes timing marginal - but with
such a large amount of segments, there is only sufficient area to allocate 23 buffers
per segment 3

While the solution with the maximally allowed number of buffers with 8 segments
could still fit into one tier, the maximally allowed number of buffers for 16 segment
cannot be achieved, not even with a separate tier only for the line buffers. From the

3Matrix width of 1024 x 18.45 μm, divided by 50μm, gives maximally 377 buffers, which divided on
16 segments becomes 23 buffers per segment.
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table it is also clearly seen that with the area limitations, the number of available
buffers in the 16-segment solution is too small to provide any improvement for the
hit density.

Assuming the dynamic power consumption to be dominant, the power consump-
tion of the different solutions is presented in normalized form, with the 4-segment,
10-buffer solution being the reference 4 5.

Interfacing the increasing number of buffers

The problem with an ever-increasing multiplexer for selecting between the increas-
ing number of buffers is solved by using the previously described state selection
structure, where the FSM selects states from the end of a pipeline that is incre-
mented for each clock cycle. The two parameters that define the number of buffers
that are seen by the FSM are the number of segments and the number of states
that are selected for each clock cycle. If the FSM is designed to select two states at
each clock cycle, then it will even in the case of 16 segments (with in total 16 x 23
= 368 buffers) not see more than 16 x 2 = 32 buffers, and the implied multiplexer
will still be of a moderate size.

4Normalized pixel power: 1
10 ·N , where N is the number of buffers per segment (equal number of token

clocks per frame).
5Normalized line buffer power: 1

4·10·(25+10) · M · N · (25 + N), where M is the number of segments

Table 5.1: The hit densities that can be covered are shown as function of line segments and line
buffers.

Line segments 4 4 8 16 16

Line buffers 10 18 32 70 22
Miss probability/segment 2.6 · 10−4 2.6 · 10−4 1.3 · 10−4 6.5 · 10−5 6.5 · 10−5

(Maximally allowed)
Average of hits/segment. 0.85 2.45 5.80 17.4 2.8
Average of hits/mm2. 9.6 28.1 133.1 799.1 128.2
(Maximally allowed)
Token clk freq. 5 MHz 9 MHz 16 MHz 35 MHz 11 MHz
Power consumption pixels 1 1.8 3.2 7 2.2
Power consumption buffers 1 2.2 10.4 76.0 11.8
(Power is normalized)
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For a given experiment, buffers and FSM should therefore be balanced according
to the following principles:

• The line segments and the line buffers must be dimensioned to take into ac-
count the highest densities in certain lines or line segments.

• The readout FSM must be dimensioned to take into account the highest num-
ber of hits in the entire chip.

The possibility of making the readout independent on the number of states per
line is a clear improvement compared to the sparse scan and multiplexer structure
of SUZE.

Further reduction of frame readout rate

Instead of considering the time resolution fixed, and increasing the number of buffers
and segments to improve hit density, one can go the other way by considering a
fixed worst-case hit flux (which according to the CBM simulation results should
be 3.6 · 106 hits/sec/mm2), operate the token passing circuitry at the maximally
allowed frequency and set the number of line buffers to the minimally required for
covering the worst case hit density through the entire line.

One then finds that with 4 line segments, it is sufficient with six buffers in each
segment when these are operated at the maximal 55 ns token clock frequency and
therefore imposing a frame readout time of 660 ns.

Still considering the same worst-case orientation of the sensor as before, the
average number of hits in a submatrix reduces from 30 to 10. To obtain a hit miss
probability less than 10−3, this number of hits expands to 21. With 42 encoded
states and 25 line addresses, the number of words to store during a half frame
becomes 67, and the readout FSM must therefore be operated at 200 MHz frequency.

With similar calculations for 8 segments, one arrives at four buffers, 220 ns
frame readout time, and a readout FSM operating frequency of 410 MHz. While
for 16 segments, one arrives at two buffers, 110 ns frame readout time and 710 MHz
operating frequency.

A frame readout time of 110 ns is at the same order of magnitude as the charge
collection time in standard MAPS (although still far above the charge collection
time achievable in depleted epitaxial MAPS, which is less than a few nanoseconds).
However, with 50 lines in each submatrix, a line processing time of 2.2 ns is required
for the analog rolling shutter circuitry - more than an order of magnitude better
than the expected performance for the first 3D integrated rolling shutter circuits.
One could imagine that the frame readout times of 80 or 160 ns are achieved by
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increasing the number of submatrices to 250 or 125, but such an approach would
explode the power budget.

Conclusion is therefore that the analog rolling shutter circuitry remains the lim-
iting part in terms of improving time resolution, while the proposed digital readout
can be adapted to all the fastest rolling shutter circuits that are expected to be
designed in the near future.

5.3 SUZE on top of the rolling shutter

The rolling shutter has discriminator in every pixel, not a shared discriminator for
each column. If the sensor matrix is to be processed linewise, a shared discriminator
bus for each column must be implemented. The discriminator column bus should
preferentially be implemented in the rolling shutter chip, otherwise a separate tier
must be used for this purpose.

Since there are only 50 lines per submatrix, it should also be possible to return
to a shared discriminator solution without loosing to much performance.

Preferentially, all of the zero suppression circuitry should fit into one tier, as
shown in Figure 5.20, but due to the sliced nature of this circuitry, it should also
be possible to have one tier for SDS and multiplexer and another tier for memory
management and data transmission.

Figure 5.20: A folded SUZE with the zero suppression circuitry on top of the sensor, avoiding
the dead area in the periphery.

If SUZE is to operate with 40 ns per line, then the system clock must increase
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its frequency from 100 MHz to 400 MHz! Such an increase in frequency should in
theory be possible 6, but it might be a design challenge to meet timing requirements.
However, the architectural modifications required for a folded SUZE on top of a
rolling shutter tier is to be presented and discussed in the following:

5.3.1 Dimensioning SDS and multiplexer

To obtain the required dimensions, and to provide a basis for comparison between
the two solutions, we start by providing the same hit model for the folded SUZE as
we did for the first architecture. An average hit density of 7.2 hits/mm2/frame is
therefore assumed throughout a the line.

Assuming pixel pitch of 18.45 μm and a line segment width of 64 pixels, the line
segment size in mm2 becomes:

((18.45 · 10−6) · (18.45 · 10−6) · 64)/10−6 = 0.0218 mm2.
For 64 pixels, the average number of hits in the worst-case hotspot becomes:

hits per square millimeter per frame · square millimeters per block
= 7.2 · 0.0218 = 0.157 hits.

Still assuming that two states are used to store one hit, and thus being able to
extract 3 hits from each segment, the probability of missing hits in one segment
becomes 2.24 · 10−5. Having sixteen such segments of worst-case hit density, the
probability of missing hits in the entire line becomes 3.6 · 10−4. The existing SDS
structure of 6 states (3 hits if two states per hit are assumed) is therefore sufficient
to ensure a hit miss probability less than 10−3.

The same calculations have to be made for the multiplexer that selects states for
the SDS circuitry.

With 1024 pixels in each line, the line surface becomes:

((18.45 μm) · (18.45 μm) · 1024) = 0.3486 mm2.

Still assuming the worst-case hotspot density throughout the entire line, the av-
erage number of hits per line becomes:

7.2 hits/mm2 · 0.3486 mm2/line = 2.56 hits/line.

6Static timing analysis performed in Synopsys for SDS, MUX and Memory Management shows that
the timing requirements are met with a slack of approximately 1 ns. The analysis was performed with
typical operating conditions after synthesizing the behavioral MIMOSA26 models to Chartered Artisan
standard cells.
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With an average of 2.56 hits/line, it is necessary to take into account nine hits to
obtain a probability of missing hits that is less than 10−3. 18 states must therefore
be be selected by the multiplexer.

With such a large multiplexer implied, it is tempting to try another approach and
consider the actual hit densities of a pixel line. By analyzing the simulation results
shown in 5.2 and comparing with the proposed chip orientations of Figure 5.1, one
finds that the worst-case arrangement of a sensor chip gives a worst-case average
density of 3.6 hits/mm2 inside of one line. The average number of hits per line then
becomes:

3.6 hits/mm2 · 0.3486 mm2/line = 1.28 hits/line.

With an average of 1.28 hits/line, it is necessary to take into account six hits to
obtain a probability of missing hits that is less than 10−3. 12 states must therefore
be be selected by the multiplexer.

Conclusion is therefore that while the SDS circuitry can be used as it is, the
multiplexer structure has to be redimensioned to take into account 12 states instead
of only 9.

5.3.2 Dimensioning the memory

For the memory, up to 12 states and 1 line address are to be stored during one
line. With the memory management scheme of MIMOSA26/Ultimate, the write
operations are synchronous to the CKREADPIX clock, which during one line is
asserted six times. The first CKREADPIX cycle is used to provide valid addresses
for the data that is to be written in the next cycle, and there are therefore enough
clock pulses to write to the two memories five times, and thus store 10 words into
memory.

To store 13 words in 2 parallell memories, it is necessary to provide 7 clock cycles.
The CKREADPIX clock and the memory interface signals that are sensitive to this
clock must therefore be replaced with another memory interface that is capable of
performing 7 write cycles during the 40 ns of line processing, and whose frequency
would be minimally 180 MHz.

Alternatively, one may implement three memories instead of two, and continue
using the current 6-cycle CKREADPIX clock to write up to 6x3 words to memory.

5.3.3 Floorplanning and layout (area estimations)

The height of a submatrix with 50 lines becomes 18μm · 50 = 900 μm.

159



Preliminary layout results, with the SUZE architecture implemented in Char-
tered process and with Artisan standard cells, shows a total height of SDS, multi-
plexer and memory management of 530μm. A 512 words deep dualport-memory
has a footprint with heigh of 156.4 um and width of 799.5 um. Total height with
MUX, SDS and memories with their interfaces is therefore 687 μm.

It is thus sufficient area to use one tier for folding SUZE on top of a segmented
rolling shutter chip.

5.3.4 Serial output links

The same calculations apply for the folded SUZE as for the first architecture, except
that the option of direct transmission is not possible for the SUZE based architec-
ture. To read out a ping-pong memory during 2μs, five readout links are necessary
for each submatrix.

5.3.5 Power consumption

Logic

Rough estimations on power consumption were obtained from the Encounter Power
Analysis tool. The clock frequency was set to (6 CKREADPIX cycles / 40 ns) =
150 MHz. For the SDS, one assumes a switching rate of 0.1 for the SDS (most
inputs do not contain hits), while for the MUX and memory management, a default
switching rate of 0.2 is assumed:

SDS: 64 · 0.30 mW = 19.2 mW for 64 SDS blocks.
Multiplexer: 12.0 mW
Memory management: 11.1 mW

Total power consumption for one submatrix: 42.3 mW.

Total power consumption for 10 submatrices: 0.42 W

Memory

Two dualport-memories of size 512, with 7 write cycles during 40 ns, give an average
frequency of 175 MHz. For reading of the memories, a frequency of 100 MHz is
assumed:

Write AC current (1.5 V supply): 11.153 mA => 16.73 mW.
Read AC current (1.5 V supply): 4.170 mA => 6.255 mW.
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Total dynamic power of two submatrix memories: 2 x (16.73 + 6.255) mW =
45.97 mW.

Total dynamic power of memories in 10 submatrices: 10 x 45.97 mW = 0.56 W.

More than half of the total power consumption is due to the dynamic power of
the memories!

5.3.6 Scalability of architecture

As a starting point, we assume the token propagation path through the NAND/NOR
sparse scan chain to be the critical path in the design. To minimize the delay through
the NAND/NOR chain, the largest size NAND/NOR gates are chosen (X8), with
the purpose of minimizing delay due to wire capacitance and other gates connected
to the NAND/NOR outputs. The average delay through a pair of NAND/NOR-
cells is therefore assumed to be the intrinsic and load-dependent falling delays of
NAND and the intrinsic and load-dependent rising delays of NOR, with the two
gates seeing the 0.016 pF loads of each others.

Based on the numbers obtained from the datasheet, one then arrives at an aver-
age delay of 0.047 ns/cell, and the time to pass through the 64 pixels of one sparse
scan bank therefore becomes 64 · 0.047 ≈ 3 ns.

With the line processing time of MIMOSA26 reduced from 160 ns to 40 ns, the
corresponding CKREADPIX clock period and the critical time between CKREAD-
PIX and RSTPIX is reduced from 20 and 10 ns to 5 and 2.5 ns. Already with rough
hand calculations, one sees that the sparse scan of SUZE could be timing marginal
with the reduced line processing time.

However, by replacing the original sparse scan cells with improved sparse scan
cells, proposed in Chapter 3, the critical time is increased from 2.5 ns to 5 ns, giving
sufficient margins for the token propagation in the 64-bit segment.

For the following scalability calculations, the improved sparse scan chain is as-
sumed.

Reducing segment size and increasing number of extracted states per
segment

To obtain information on the scalability of the architecture, we make the same
assumption as for the first architecture and expect the same average hit density in
all the segments. To have a probability of missing hits in the entire line that is below
10−3, the probability of missing hits in the individual segments must be below 6.5 ·
10−5. With each segment being able to handle 3 hits, this corresponds to an average
of 0.20 hits/segment, which in the next turn translates into 9.18 hits/mm2/frame.

161



With such a hit density over the entire line, the average number of hits per line
would become, 3.33, and 10 hits per line would have to be taken into account. With
2 states per hit, a multiplexer that selected up to 20 states per line would have to
be constructed.

Similar calculations have been done for the maximally achievable hit densities
when the segment sizes are reduced to 32 and 16 pixels, and with the number of
extracted states per segment increased to the limit given by the token propagation
delay.

Table 5.2: The hit densities that can be covered with the SUZE based approach are shown as
function of line segments and line buffers.

Line segments 16 32 64

Line buffers 6 12 30
Miss probability/segment 6.5 · 10−5 3.2 · 10−5 1.6 · 10−5

(Maximally allowed)
Average of hits/segment. 0.20 0.85 4.4
Average of hits/mm2. 9.18 78 808
(Maximally allowed)
CKREADPIX frequency 200 MHz 400 MHz 1 GHz
States seen by MUX 96 384 1920
States to select by MUX 20 90 668

As seen from the table, the 16-segment SUZE solution is maximally capable of
covering a hit density (9.18 hits/mm2/frame) that is one third of the maximal
density (28.12 hits/mm2/frame) of the four-segment line buffer solution, and the
32-segment SUZE solution is similarly well below the hit density performance of
the 8-segment line buffer solution. Only after increasing the number of segments to
64, the hit density performance of the SUZE sparse scan becomes better than the
correspondingly tabulated performances of the line buffer solution.

Interfacing the increasing number of state outputs

Although an increased number of segments increases the covered hit density in the
sparse scan chain, it should from the table also be clear that increasing the number
of segments in practice only moves the problem from one stage in the data path
to the next one. An increased number of segments implies increased multiplexer
structures with increased amounts of states selected at the same clock cycle, and at
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a clock frequency approaching the gigahertz range. The high density scenarios with
segments smaller than 64 bits are therefore not practically realizable, and one can
conclude that the SUZE architecture has reached the end of scaling with respect to
bank size and states to extract from each bank.

5.4 Conclusion with comparison of solutions

The most significant advantage of the token-based architecture is the improved
timing margins given by parallellization:

• With the sequential sparse scan approach of SUZE, there is 40 ns available to
process each line. To meet the line processing requirements, each line splits
into minimally 16 banks. The large number of banks impose a large multiplexer
to collect all the state ouputs of the banks, and this makes it difficult to meet
the timing requirements.

• With the parallell token based approach, the token has 1μs to fly through a
line segment, and 4 segments per line is therefore sufficient to meet the timing
requirements. It is thus possible to increase the number of segments per line
to scale with a higher density of hits.

The pipelined nature of the readout also avoids the limitations given by the state
selecting multiplexer of SUZE:

• The first architecture cannot take advantage of the hit densities reached by the
sparse scan circuitry without having a similary large multiplexer. To comply
with the CBM requirements, the maximum number of selected states per line
must be increased to 12, which imposes a larger multiplexer and increasing
difficulties to meet the timing requirements (and to arrive at a multiplexer
size of 12, instead of an even larger one of size 18, one had to assume a specific
chip orientation, which is dangerous as the chip orientations are preliminary
and not final).

• With the pipelined readout of line buffers, there is no fixed limitation on how
many states to read from a line, only an upper limit on how many states to
read during the entire half-frame (dependent the number of states extracted per
clock period and the FSM clock frequency). The last architecture can therefore
be optimally balanced with a number of segments and buffers dimensioned for
very high hit densities in only certain parts of the chip, and with the readout
FSM dimensioned for a more relaxed average hit density in the entire matrix.
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Finally, the power consumption results are also superior, compared to SUZE:

• While the SUZE based implementation is estimated to consume 1 W, the
similar estimations for the token-based architecture with line buffers arrive
below 0.3 W.

Although both proposed architectures meet the requirements that have been set
for the CBM MVD, it seems like the architecture based on SDS and multiplexer
is reaching the end of scaling with respect to hit densities, while the parallel token
based architecture is only at the beginning of scaling.

Other differences that should be mentioned are that:

• The parallel token based approach does not require memory for buffering, while
this feature is strictly necessary for the SUZE based implementation.

• In the case of a buffered solution with memory, both designs will require the
same amount of serial readout links.

• Both designs will require the same amount of 3D stacked tiers as long as a
separate multiplexing tier is required to give SUZE access to the pixels of the
different lines. On the other hand, if the sensor tier can provide the lines
directly to the next tier, the solution of a folded SUZE will require one tier
less than the first solution.
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Chapter 6

Summary and outlook

The starting point for this work was to study possible techniques that could make
it realizable to come up with an architecture meeting the requirements for the most
challenging physics experiments such as CBM. Legacy pixel detector architectures
have been a compromise between spatial resolution, time resolution, and radiation
hardness. Since CBM demands the best performance in all these fields, none of the
existing architectures were capable of meeting the CBM requirements.

Starting in spring 2008, the state of the art within MAPS readout was column-
parallell readout (rolling shutter, MIMOSA22), without any kind of data sparsifi-
cation. My first contribution to the development of MAPS based readout architec-
tures was therefore to embed row-wise zero suppression and a serial transmission
interface into the next sensor that was under development, the MIMOSA26. MI-
MOSA26 provided a frame readout time of 100μs for a matrix of approximately
500,000 pixels.

100 μs are still far above the few microseconds required for CBM MVD. The
frame readout time can be reduced by reducing the number of rows. But as ma-
terial budget constraints do not allow the overlap of more than two detectors, the
minimum height of a pixel matrix equals the height of the readout electronics, and
it has been shown in [39] that the highest expected time resolution of a minimum-
height, rolling shutter operated two-dimensional MAPS circuit will be around 10
microseconds.

However, with 3D integration, this limitation no longer applies, as the readout
electronics can be put on top of the matrix and the dead area can be removed
completely. 3D integration also gives the possibility to combine a fast readout
structure with a sensor of high-resistivity epitaxial, thus overcoming the previous
short-stopper of massive radiation damage when standard low-resistivity MAPS are
placed in the radiation environment of CBM.

With the first IPHC 3D detector prototypes, there has been two main ap-
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proaches:

The first one, application specific for the ILC bunch train, has been to keep all
pixels powered on during the 1 ms bunch train, time tag the hits using timestamp
flip flops in every pixel and then perform a full readout of all pixels between the
bunch trains.

The second one is still based on continuous readout with rolling shutter oper-
ation of the pixel matrix, but it takes advantage of 3D integration to embed a
discriminator in every pixel, instead of the shared column-discriminator used in MI-
MOSA26. Embedding discriminator in each pixel reduces both power consumption
and improves line processing speed (from 160 ns in MIMOSA26 to 50 ns in the first
prototype).

Although taking part in the development of the first chip, and being responsible
for its serial readout interfaces, it was for the continuation of this work necessary
to pursuit the second approach, as its principal focus was the CBM with continous
beam and therefore no opportunity to use timestamping with delayed readout.

The future prospect for the last approach is that the line processing time can
be reduced even further, down to 40 ns, and that the desired frame readout time is
obtained by further dividing the pixel matrix into submatrices that are each rolling
shutter operated in parallel. What was left to explore, seen from a digital design
point of view, was what kind of digital readout architecture to put on top of this
structure.

Already being familiar with the token based sparse scan readout of MIMOSA26,
an improved implementation of the sparse scan that increases speed and minimizes
logic was proposed. Compared to the sparse scan of MIMOSA26, the proposed
new sparse scan was in fact sufficiently compact to fit into a structure of digital
small-pitch pixel cells, and by distributing the search for hit patterns into the in-
dividual pixels, we parallelized the tasks of zero suppression, previously performed
sequentially.

To combine parallel search for hit patterns with sequential processing of the
lines of the submatrices, each submatrix splits into two halves, with rolling shutter
injection of hits in one half and token-based sparse scan for hit patterns in the
other half. With this approach, the critical time per line increases from the 160
ns in MIMOSA26 to 1 μs in the new conceptual design. Due to the relaxed time
for the tokens to pass through the sparse scan chain of a row, architectures based
on such an approach does not only have a much smaller frame readout time than
MIMOSA26, they can also be redesigned to scale with a much higher hit density.

Utilizing the new and emerging techniques and technologies, like 3D integration
to combine fast and parallellized digital readout with high-resistivity, radiation tol-
erant MAPS, and fast 8b10b transmission to transfer large amounts of data with a
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minimum of bonding wires, a concept for a 3D integrated detector targeted against
CBM has thus been developed.

To build such a 3D integrated detector, there will still be years of prototyping
for the sensor and analog part of the design, but a concept for the readout has been
developed and verified through simulation.

Before interfacing the digital readout to an actual sensor tier, the next step
of functionally validating the architecture could be to implement the readout in a
single digital wafer, with the readout buffers placed in the periphery of the matrix,
and with a scan chain of flip flops, implemented custom or as JTAG, to emulate the
discriminated hit signals. New patterns can be shifted into the flip flops between
each frame read out. Such a test design, with solely digital components and with hit
patterns inserted through a scan chain, could as well be implemented in an FPGA.

The different building blocks of the circuit should be implemented and tested in
the years to come, so the readout electronics is ready when the other parts of the
detector are developed and mature for a first prototype or a final implementation.
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Appendix B

Comparison of clusterization and

state encoding with JPEG

In this appendix, clusterization and state encoding is qualitatively compared with
JPEG.

With JPEG compression, an image bitmap is taken through the following steps
(see for example [95]):

• Discrete Cosine Transform (DCT) and suppression of high frequency spatial
components.

• Run Length Encoding (RLE)

• Huffman encoding

With the first stage, DCT, the image is transformed into a spatial frequency
domain. Then the harmonics are either totally suppressed or stored with a reduced
resolution. This first stage of JPEG compression is lossy, but it can be done without
noticeable degradation of image quality due to the sensibility of the human eye.

DCT and frequency suppression is therefore ruled out if the entire information
is to be preserved, as may be necessary for an particle trajectory sensor in a high
energy physical experiment. If any kind of information was to be filtered out, it
had to be noisy pixels, and for these tasks an algorithm analyzing identified clusters
would be a better approach. But what about RLE and Huffman encoding?

The principle of RLE is to code series of symbols. For example, if we have
a series of letters, like AAAAAAAAAABCDEEEEEEEEEE, which is a series of
10 A, 1B, 1C, 1 D and 10 E, we can RLE encode this as 10A01B01C10D10E. In
other words, RLE may reduce the length of a symbol series, as long as the same
symbols repeat themselves often enough. But the opposite may also be the case, if
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we have a series with few or none repetititions like ABCDEFG, then our RLE code
- 1A1B1C1D1E1F1G - would have been longer than the uncoded series. However,
in a binary discriminated pixel matrix, one would expect to find a few ones in an
ocean of zeroes (hits due to particles and fake hits due to noise should amount to a
few percent of the pixels with moderate occupancy), and run length encoding would
therefore be an efficient way to compress the pixel matrix.

The next stage is Huffman encoding. This encoding is efficient if some symbols
appear more frequent than others. With Huffman encoding, we build a binary Huff-
man tree bottom up, where we systematically construct new nodes by connecting
the least frequent nodes to new nodes, until all the nodes are connected together at
a top level. Then we assign bit values to all the different nodes, and the nodes with
most branches downwards in the hierarchy (the least frequent nodes) are encoded
with most bits. The most frequent symbols are thus encoded with more bits than
the lesss frequent ones.

The backdraft of both RLE and Huffman encoding is that this kind of encoding
is optimal when the entire image can be analysed in total. For example, how many
bits should be used as coding bits and how many bits should be used for storing the
symbols in the RLE encoding? The answer to this question depends on how often
data is changing, and the entire image must therefore be analysed in advance. The
same is the case with Huffman encoding, the Huffman tree must be built on the
basis of the entire image if the Huffman encoding should be optimal. However, if
the shape of the images is not totally random, it is also possible to use experimental
data from previous images as a starting point for constructing an RLE encoding
scheme and a Huffman tree. With this approach, it is also possible to imagine an
image being RLE and Huffman encoded directly, row by row.

It is easy to see that for the case of a pixel detector, where most of the matrix
is left blank, RLE encoding would in practice be the same as zero suppression. If a
row containing one state had been RLE encoded, it would start with a counting of
zeroes, then the counting of zeroes and ones inside a state and finally counting of
the rest of the zeroes in the row.

If we compare run length encoding to state encoding, we see that the address field
in an encoding state could be compared to the corresponding counting of previous
zeroes in an RLE encoding scheme. However, with state encoding, we base our
encoding on a physical model where we know that there are much fewer ones than
zeroes, and we do not expect more than four in a series. We can also make the
assumption that a line is most likely to start with a series of zeroes and not with
ones. Since the matrix is encoded row by row, with a fixed length of each row, it is
also not necessary to count the number of zeroes following the last series of ones.

Since we alway assume that our line will start with a long series of zeroes, followed
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by a shorter series of ones, with this cycles repeating until the last short series of of
ones, it is possible to modify the RLE scheme in the following way:

• Fewer bits may be used for length encoding of ones than for zeroes.

• Since there is always a cycle starting with zeroes and ending with ones, we can
suppress the bits containing the symbols, and only include then counting bits.
A situation where we should start with ones instead of zeroes can be modeled
by coding zero zeroes before starting to encode the series of ones.

• For the counting of zeroes, we therefore need 11 bits for counting from zero to
1024 (worst case with empty line). For the coding of ones, where the number
of ones is always within the range of one to four, we only use two bits, with
00 representing one and 11 representing four.

With this approach, our modified RLE encoding starts to remind very much of
zero-suppressed state encoding. An example is shown in the table below:

RLE 00010100000 11 00000001000 10
(no. zeroes) (no. ones) (no. zeroes) (no. ones)

Zero sup. 00010100000 11 00010101100 10
(state addr.) (state enc.) (state addr.) (state enc.)

From this comparison between zero suppression and a modified RLE, we see
that the number of zeroes in RLE in practice is the same as the addressing of states
in zero suppressed state encoding. The difference is that with zero suppression,
the states are addressed absolutely, while the modified RLE addresses the states
relative to the previous state. The conclusion must therefore be that zero-suppressed
state encoding may be viewed as some kind of improved RLE encoding, where the
physical background with series of small clusters in an ocean of zeroes is taken into
consideration.

When clusterisation is used instead of state encoding, the result gets even better,
since we do not have to store almost simular colums addresses three times (one
addressed cluster instead of three addressed states with more or less the same column
address).

So what about the final stage with Huffman-encoding? Would there be something
more to win by implementing this technique as a last compression stage following
clusterisation? As already mentioned, techniques like Huffman encoding are based
on coding the most frequent symbols with fewer bits than the rare ones.

If we consider an encoded cluster, this cluster is split into its address field and
its cluster encoding field. Regarding the address bits, we consider it unlikely that
some kinds of column address should appear more frequently than other addresses
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- since our physical model predicts a uniform distribution of hits across the matrix.
But what about the encoded cluster? Could there be any kind of clusters that are
more frequent than other and more rare clusters?

For example, if experimental results had shown that regular clusters represented
90 % of the hits, an easy technique to reduce the amount of data could be to use only
one bit for encoding regular cluster, while at the same time increasing the number
of bits for storing rare clusters from 8 to 9. Such an approach could in the best case
reduce the size of addressed and encoded clusters from 30 bits (11 + 11 + 8) to 23
bits (11 + 11 + 1), which is an improvement of 23 % (in the most optimistic case
where we always have regular clusters and never anything else).

However, such an approach would result in different lengths on the addressed
and encoded clusters. Instead of a simple memory interface that stored each ad-
dressed and encoded cluster into each the memory element, there would be need
for additional logic to collect clusters of different length into one long word that
was to be stored in several memory elements in an overlapping fashion. A look-up
table to contain the Huffman tree for the 256 combinations of 8-bit words, must
also be implemented. Such a memory could require considerable size, dependent on
the shape of the tree and its implementation (See for example [96] or [97]).
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Appendix C

Control registers for MIMOSA26

This appendix contains an overview of the MIMOSA26 control registers.

The JTAG registers that are used to control the behavior of the chip are the
following:

• SEQ PIX REG(127:0). Contains registers DCALIB, DREAD, DRST, DCLAMP,
DLATCH and other 16-bit registers that control the timing of control signals
for the analog data path.

• SEQ SUZE REG(159:0). Contains registers DCKREADPIX, DCKMEMLATCH,
DRSTPIX and other 16-bits registers that control the timing of control signals
for the digital data path. The sequencer register is the longest register of them
all, as it can be split into a variety of smaller registers that are used inside the
sequencer for controlling the readout sequence.

• RO MODE0(7:0). This register is 8 bits wide, and each of the bits is used
to select specific digital modes of operation for the chip. For example, the
test mode where the SS/SE alternates its inputs between the two pixel matrix
line registers instead of processing the real pixel matrix. Or another test mode
where the chip is set to process only half of the matrix, 320 rows, instead of the
576-row matrix. A third example could be the disabling of the LVDS outputs.

• RO MODE1(7:0). This register is 8 bits wide, and each of the bits is used to
select specific analog modes of operation for the chip. For example, bit 0 is
used to enable the test mode for the discriminators.

• DIS DISCRI(1151:0). This register is used to disable individual discriminators
in a line. Such disabling may be necessary if a large amount of the pixels in
the corresponding column are noisy.
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• BIAS GEN(151:0). Contains registers to control the 16 DAC units of the
analog circuitry, where each DAC is of 8 bits resolution. For example control
of the DACs that give out the VREF1 and VREF2 voltages.

• PIXEL MATRIX LINE0(1151:0) and PIXEL MATRIX LINE1(1151:0). These
registers can be loaded for test purposes and the digital data path can be tested
with known input content when the circuit is run in a test mode where the
input to the SS/SE circuits are alternated between the two line registers. The
two pixel line registers contains test pixel data for two lines. These registers
are used to inject test pixel data that can be processed by the chip. When the
chip is running in test mode, the two lines in the test registers are processed
consecutively, one line at a time, over and over again.

• CONTROL PIX REG(39:0). Contains different test parameters like control
of which signals that are to be routed out on test pads.

• HEADER TRAILER REG(63:0). The header and trailer registers contain two
16-bit header registers and two 16-bit trailer registers. The two pairs of headers
and trailers are used as headers and trailers for each their respective LVDS link.

• CONTROL SUZE REG(47:0). This register contains control registers for dif-
ferent functions. First, there are registers to control which internal memory
handling signals that are to be routed out of the chip for test purposes. Then,
there are registers to command the chip to sample the content of specific stages
in the digital datapath and transfer this data through the LVDS link instead
of the normal data. Finally, there are registers to control the LVDS modes of
transfer.
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Appendix D

Test patterns for memory and

datapath of MIMOSA26

This appendix contains test patterns used for testing memory and datapath.

D.1 Memory test structures

An optional memory test can be performed in the seven first frames of chip oper-
ation. A fixed set of patterns are written into the pingpong memories on the first
frame and read back on the next frame. The data words read back from memory
are XOR’ed together with the originally written words and the bits in the result
strings are OR’ed together and routed out to a test pad.

The different stages in the memory test are detailed below:
Frame 1:
Write zeroes to memory 0 and 1.
Frame 2:
Write zeroes to memory 2 and 3.
Read data from memory 0 and 1 and XOR it with zeroes.
Frame 3:
Write 5A5A to memory 0 and 1.
Read data from memory 2 and 3 and XOR it with zeroes.
Frame 4:
Write 5A5A to memory 2 and 3.
Read data from memory 0 and 1 and XOR it with 5A5A.
Frame 5:
Write A5A5 to memory 0 and 1.
Read data from memory 2 and 3 and XOR it with 5A5A.
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Frame 6:
Write A5A5 to memory 2 and 3.
Read data from memory 0 and 1 and XOR it with A5A5.
Frame 7:
Read data from memory 2 and 3 and XOR it with A5A5.
With the selected set of test pattern, every bit in the memory has been toggled.

D.2 Two-line patterns for propagating failure in the

datapath

Figures D.1, D.2, and D.3, are two-line patterns designed to activate a wide range
of possible failures in the datapath.

Figure D.1: Two-line test pattern for critical path activation.
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Figure D.2: Two-line test pattern for testing left half of matrix.

179



Figure D.3: Two-line test pattern for testing right half of matrix.
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Appendix E

ILC perspectives for MIMOSA26

This appendix presents the perspectives of adapting the MIMOSA26 architecture to
the ILC inner and outer layers.

E.1 ILC: Relaxed data transmission between bunch

trains

It is predicted that the MIMOSIS-1, when implemented in new and smaller tech-
nology, may reach a frame readout rate of 25μs, and thus meet the frame readout
rate requirements of ILC.

However, to make the MIMOSA26 line of sensor architectures comply with the
requirements for ILC, it is necessary to adapt the state selection logic to a higher
density of hits per line, and to modify the buffering and data transmission scheme to
take advantage of the periodicity of the ILC bunch train. We have explored which
changes are necessary and propose the following architectural adaptations:

E.1.1 Redimensioning the multiplexer or replacing state encod-

ing with clusterization

As was already shown in Chapter 2, the number of hits per line that have to be taken
into account for a sensor in the inner layer for the ILC vertex detector, amounts
to 6. Still assuming a multiplicity corresponding to three states per hit, the total
number of states per line then becomes 18, and thus twice as much as the number
of states per line that the multiplexer of MIMOSA26 is dimensioned for.

To make the MIMOSA26 series of pixel readout architectures comply with the
ILC requirements, it is therefore necessary to redimension the multiplexer, from
selecting 9 states per line to selecting 18 states per line. Alternatively, if state
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encoding is replaced with clusterization, one may relax the selection from nine
states to six encoded clusters - or replace nine states with nine encoded clusters to
scale with even larger hit density.

E.1.2 Replacing continuous data transmission with delayed data

transmission

With the ping pong memory structure of MIMOSA26/Ultimate, matrix processing
and data transfer out of the chip is performed at the same time - with the previous
picture being transferred from the first buffer while the current picture is being
read and stored into the second buffer, and with a data rate corresponding to the
worst-case amount of hits during one frame.

If every frame is to be transferred out of the chip in a 25 μs time interval, a
transfer rate into the gigabit range is necessary, and it will represent a considerable
synchronisation problem for the data acquisition system in the receiving end if it is
to synchronise data at such rates from hundreds of sensors in the same time.

A better approach would be to take advantage of the duty cycle of the ILC bunch
train, whose length is 1 ms and period is 200 ms. If all the frames aquired during a
pulse train could be buffered on board the sensor chip, the data acquisition system
would have all the 199 ms until the next train arrives to receive data.

For a time resolution of 25μs, it is necessary to acquire 40 frames during 1μs,
and to make the MIMOSA26 line of architectures compliant with the requirements
of ILC, it would therefore be necessary to increase the memories to a size large
enough to store 40 frames. As readout and acquisition happens at each their time,
it would no longer be necessary with a ping-pong configuration, and a single port
memory of appropriate depth should instead be implemented.

For the inner layer of ILC, the average number of hits/frame/cm2 is 300. With
the area of one inner layer sensor being 1 cm2, and the number of frames per bunch
train being 40, the average number of hits per bunch train becomes 12,000. For a
probability of missing hits that is less than 10−3, 12,340 hits have to be taken into
account.

Assuming 3 states for each hit, the number of states to store during 40 frames
becomes 12, 340 · 3 = 37,020.

As each sensor is to be equipped with 256 rows, there will also be 256 row
addresses to store, when minimum one hit in every line is assumed, and for 40
frames, the total number of rows due to line addresses becomes 256 · 40 = 10,240.

As one word is used to store one state, and one word is used to store one line
address, the total number of words to store during one bunch train becomes 10,240
words + 37,020 words = 47,260 words.
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If clusterization is implemented instead of state encoding, there will be two words
for every encoded cluster, and the total number of words to store due to the encoded
clusters becomes 12, 340 · 2 = 24,680 (for clusterization, there are sufficient free bits
to embed the line address into the 32-bit word used for column address and cluster
code, and we therefore do not need to add 10,240 words of memory space for line
addressing).

Due to material budget, the height of the memories should not considerably
exceed the height of the memories used in MIMOSA26, which are of 600 μm. Using
the memory compiler of Artisan, memories for Chartered-0.13 have been generated
with sizes of 8192, 4096 and 2048. The area of the respective memories, and the
number of memories required to store the 47,260 words for state encoding and the
24,680 words for clusterization, respectively, are tabulated in Table E.1.

Table E.1: The different memory sizes and their quantities required for states and clusters.

Size Height Width Memories Memories Tot. width Tot. width
(words) (μm) (μm) (states) (clusters) states (μm) clusters (μm)

8192 1000 433 6 4 2598 1732
4096 545 427 12 7 5124 2989
2048 311 424 24 13 10176 5512

To have the same height of the memory management as in previous lines of
the MIMOSA26 architecture, the memory of depth 4096 words should be chosen.
For state encoding, a total of 12 memories must then be placed in parallell in the
layout, which when placed alongside will occupy a total area of 545μm x 5124 μm.
For comparison, it can be mentioned that the four single-port memories used to
make the ping-pong configuration of MIMOSA26 occupy a total area of 6000μm x
600 μm.

However, instead of continuing the MIMOSA26 series of architectures, a new
architecture based on 3D integration, with timestamp flip-flops in every pixel and
delayed readout of all the flip flops between the bunch trains, has been chosen as
the candidate for the inner layer sensors. This architecture is further described in
Chapter 4. With timestamped hit information stored in every pixel, it is no longer
necessary to memorize each frame. Still, a considerable disadvantage is introduced
with delayed readout as only one hit per pixel can be stored with correct time
information (second hits are tagged with an overflow bit and eventual third and
fourth hits are not registered at all).
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E.2 ILC outer layers: Lower power and higher pixel

accuracy

The question of using small pixels and binary discrimator or larger pixels and ADC
is a question of optimalization with respect to power consumption. If an ADC
is implemented instead of a discriminator, the same single-point resolution may
thanks to charge sharing be obtained with a larger pixel pitch. Fewer ADCs than
discriminators are therefore needed, and with an optimum combination of pixel
pitch and ADC bits, it is thus possible to save power.

For the two outer layers of the ILC vertex detector, it is planned to replace the
column-level discrimators of Ultimate-1 with an ADC of 4 or 5 bits. Such an ADC
has already been developed, and is further described in [98].

It has been part of this study to find out which architectural changes are neces-
sary to make the MIMOSA26 and Ultimate architectures comply with a 4-bit ADC,
and the results of this study are to be presented in this chapter. Given the fixed
memory sizes of Ultimate-1, we have explored different types of encoding with the
purpose of finding an implementation that is optimal in terms of logical simplicity
and quantity of data to store in memory.

E.2.1 Requirements derived from physics experiment

The features of Ultimate-1, which is targeted for the STAR experiment, are depicted
below:

• 1088 rows x 1024 columns

• Line-wise state encoding with maximum 9 states per line

• Ping-pong memory of 2x2048 words (16 bits)

The question to be answered is which modifications must be done to Ultimate in
order to make the rest of the readout chain, with hit encoding and memory storage,
comply with a 4-bit ADC?

The expected number of hits due to particles are given by the physics of the ILC
experiment, and modelled as a stochastic process with Poisson distribution.

The ILC vertex detector is built up as a barrel composed of five layers, with L0
being the inner layer and L4 being the outer layer. The L3 and L4 sensors of ILC
have active chip surfaces of 4 cm2.

The average number of hits/cm2/frame is 12 hits for L3 and 6 hits for L4 [99],
and the average number of hits /chip/frame is therefore 48 hits(12 x 4) for L3 and
24 hits (6x4) for L4.
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For a given average number of hits, λ, the cumulative probability function of the
Poisson distribution can be used to find the maximally expected number of hits:

P (N > NMAX) = P − P (N � NMAX) = 1 −
N=NMAX∑

N=0

λNe−λ

N !

For providing a safety margin, we want to find out how many hits per chip that
must be taken into account if we want a probability of missing hits that is less than
10−3. Using the Poisson distribution function under this condition, the number of
hits due to particles is expanded to a value of 71 for L3 and 40 for L4.

The expected number of fake hits can be written as:

number of pixelsper chip =
chip area

area of one pixel

Given the chip area of 4 cm2 and the pixel pitch 33 μm, the number of pixels
per chip becomes:

number of pixelsper chip =
4x(10−2)2

(33x10−6)2
≈ 367, 310 pixels

Assuming the same low fake error rate as for MIMOSA261, below 10−4, the
maximum number of fake hits becomes 367, 310 x 10−4 ≈ 37.

The total number of expected hits is therefore:

Particles: Max. 71 hits/chip.

Fake hits: Max. 37, corresponding to a fake error rate of 10−4.

One should therefore expect a worst case of 71 hits due to particles, in addition
to 37 fake hits 2.

Based on the presented requirements, we propose the following types of encoding:

E.2.2 Data sparsification with state encoding

The most straighforward approach would be to continue with state encoding, but
modifying the data storage format for also storing the 4-bit quantized values.

1Tests of MIMOSA26, performed with S/N cut of 6, shows an average of 40 fake hits[54].
2Because of a high detection efficiency rate above 99 %, we neglect the probability of not detecting an

event.
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It is necessary for the state encoding that the analog signal is quantized to binary
values. In Figure E.1, it is shown that the binary quantization can be performed
either through a discriminator stage parallel to the ADC or in a digital circuitry
following ADC (First subtract to check if A − Ref > 0. Then discriminate by the
MSB of the secondary-complemented result).

Which approach to use is a matter of the most convenient analog/digital parti-
tioning.

Figure E.1: a) Two separate branches in the analog circuitry. b) Binary discrimination per-
formed in digital circuit following ADC.

A proposed data format, where the state encoding comes first, followed by the
four A/D converted pixel values, is shown in Figure E.2.

Figure E.2: Data format of encoded state with ADC data.

E.2.3 Data sparsification with clusterization

With a clusterization algorithm, the address of the central pixel is identified and
one byte is used to identify up to 8 crown pixels around the central pixel. See
Figure E.3.

It is important to note that while one encoded cluster contains information on
9 pixels, the three states identifying a similar cluster would contain information on
3x4=12 pixels!

Two different formats are shown in Figure E.4.
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Figure E.3: Shape of an encoded cluster.

Figure E.4: Data formatting of encoded clusters. a) Encoded cluster of variable length. b)
Encoded cluster of fixed length.
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E.2.4 Implementation and memory issues with state encoding

With the memory management of MIMOSA26, two 16-bit memories are written in
parallel on 5 clock cycles during one line. Up to 10 words can therefore be stored
into memory without changing the way the memory is interfaced.

If one continues to assume assume nine states per line for the state encoding,
with two words for every encoded state, one arrives at:

9x2 words + 1 address line word = 19 words.

With two words being written into memory at each clock cycle, 10 clock cycles
are therefore needed, twice as many as with MIMOSA26.

A new writing and clocking scheme for the memories must therefore be imple-
mented, independent of the CKREADPIX clock that is used for the rest of the zero
suppression circuitry. And with 200 ns line processing time, it is necessary with at
least 100 MHz (10 ns) write operation!

Alternatively, if not considering the 2 x 16-bit memories as a given constraint,
one can increase the width of each of the memories from 16-bit to 32-bit, and store
each state as a 32-bit word. If two states (four words) stored at every clock cycle,
it is still sufficient with the 5 clock cycles of the MIMOSA26 memory management
scheme.

E.2.5 Implementation and memory issues with clusterization

Assuming nine states per line, one can also assume three clusters per line.

With an encoded cluster of variable length, there can be up to 4 words per
encoded cluster. The maximum number of words to store into one memory during
one line will therefore become:

3x4 words + line address = 13 words.

We therefore see that it is necessary to increase from 5 to 7 clock cycles during
one line. Even if only a slight increase in the number of clock cycles is required, it
makes it necessary to rewrite the memory interface, as the 6-cycle CKREADPIX
can no longer be used for the memory. Alternatively, one can expand the memories
to 32-bit to write the 13 words in 4 cycles.

Variable length also implies more complex logic than otherwise necessary for
fixed length.

With an encodd cluster of fixed length, there are always three words to be written
per cluster. The maximum number of words to store into memory during one line
will therefore become:

3x3 words + line address = 10 words.

Current memory management for state encoding already runs 5 clock cycles on
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two parallel 16-bit memories during one line. With 10 words to store, and 2 words
being written in parallell at each clock cycle, the fixed-length clusterisation therefore
fits perfectly into the existing memory management scheme!

E.2.6 Memory storage considerations

Dependent on the type of encoding, there will be different requirements on memory
storage. To store one particle, assuming a regular cluster3, the number of 16-bit
words per particle becomes:

State encoding with 3 states per hit: 6 words
Fixed-length cluster: 3 words
Variable-length cluster: 3 words

To store one fake hit, the number of words becomes:

State encoding with 1 state per fake hit: 2 words
Fixed-length cluster: 3 words
Variable-length cluster: 1 word

To store one particle, assuming a reduced cluster multiplicity of 3, the number
of words per particle becomes:

One to three states, dependent of shape: 2-6 words
Fixed-length cluster: 3 words
Variable-length cluster: 2 words

To explore the memory storage capabilities with 2x2048 words, one assumes the
same line encoding format as for MIMOSA26/Ultimate1, where encoded states/-
clusters in a line are preceded by a 16-bit wide header. One also assumes an oc-
cupancy high enough to account for one line address header for every single line in
the matrix, which for 1024 lines gives 1024 words.

The number of available words for storing hits then becomes 2x2048 - 1024 =
3072. In addition comes the storage occupied due to fake hits.

One can now compare the storage capabilities with respect to the different types
of coding:

3Cross shaped cluster with 3 pixels above threshold vertically and 3 hits above threshold horizontally
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Encoding Formula Result

State encoding (3072−37·2) words
6 words/hit 499 hits

(two words for noisy pix.)
Fixed-length clusterisation 3072−37·3 words

3 words/hit 987 hits

(three words for noisy pix.)

Variable-length clusterisation (3072−37) words
3 words/hit 1011 hits

(one word for each noisy pix.)
State encoding in high-res. substr. 3072−37·2 words

4 words/hit 749 hits

(max. two states pr hit)

Variable-length clusterisation in high-res. substr. (3072−37) words
2 words/hit 1517 hits

(max. two states pr hit)

Given a fixed memory size, there is a large difference between the different tech-
niques in number of hits that can be stored, as illustrated in Figure E.5.

Figure E.5: Memory storage capabilities for the different encodings, given a fixed memory size
of 2x2048 16-bit words.

The previous calculations are based on the assumption that there is a uniform
distribution of hits throughout the entire matrix of the chip and no overflow situa-
tion. To find the absolute maximum of hits that are possible to store into memory,
one could also start in the other end, with the extreme situation of each line con-
taining 3 hits due to particles and no fake hits, which for the state encoding in
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a normal MAPS substrate would be the maximum number of hits per line before
overflowing. The memory storage capabilities with 2x2048 words then becomes:

Encoding Formula Result
State encoding 2·2048 words

19 words/line 215 lines (645 hits)

(3 states/cluster)
Fixed-/Variable length clusters 2·2048 words

10 words/line 409 lines (1227 hits)

State encoding in high-res. 2·2048 words
13 words/line 315 lines (945 hits)

(max 2 states/cluster)
Var.-length clusters in high-res. 2·2048 words

(3·2+1)words/line 585 lines (1755 hits)

(reduced. avg. cluster size)

The maximal number of hits to be stored in the memories can now be tabulated,
as shown in Figure E.6.

Figure E.6: Memory storage capabilities for the different encodings, assuming three hits due to
particles in every line.

E.2.7 Conclusion

As long as the target for the experiment is ILC, which is supposed to have maximum
71 hits per chip, we note that all the considered cases meet the requirements in terms

191



of memory storage.
However, the technique with variable-length clusterisation, and especially if

smaller clusters are obtainable, optimizes the space in the memory.
Still, there are considerable challenges of implementing the cluster finder, as the

currently implemented cluster finder consumes a large amount of area compared to
the overall area of the pixel matrix. The clusterisation circuitry that is developed by
X. Fang (targeted at a 5-bit ADC) is utilising a pipeline that monitors three lines at
a time. Due to the large amount of flip flops utilised for this pipeline, the height of
the cluster finder becomes as much as 1500 micrometers. While for comparison, the
height of the entire digital readout electronics of MIMOSA26 is 2100 micrometers.
As this circuitry is to be allocated in the periphery of the active detector chip area,
a large amount of overlap between sensors is implied to obtain full fill factor, which
comes at the expense of material budget.
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Appendix F

Block schematics and implementation

details for CBM 3D readout

This appendix contains the block schematics for some of the features of the proposed
readout architecture for CBM [100].

F.1 Pixel cells

To perform the state encoding with two bits, the following two bits are encoded:

code(0) = disc(i + 2) · disc(i + 1)

code(1) = [disc(i + 2) · disc(i + 2)] + [disc(i + 3) · disc(i + 1)]

And the condition for a pixel to grab the token and pass the state information
to the readout, is in its most simple form that

grab token = disc(i) · disc(i − 1)

This logic works well as long as there are no line patterns of consecutive ones
longer than four, and since the average length of a cluster is assumed to be two,
this assumption should hold for the large majority of hits, but at the same time,
one cannot exclude rare cases of overlapping clusters that case patterns longer than
four pixels.

Two strategies for meeting these cases are proposed:

• The individual pixels continue to only see hits of nearest neigbours, but the
number of neighbours seen to the right in increased from one to four. In
addition to grabbing the token when the leftmost neighbor is zero, it also
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grabs the token when all the leftmost neighbors are one. This strategy implies
redundant state encoding in the cases where the number of pixels in a pattern
exceeds five, but as such cases are assumed rare, such redundancy can be
considered acceptable.

• When an individual pixel indentifies itself as the individual pixel in a state,
it will in the cases of a seeing fully occupied state, propagate a message to
the pixel element four locations ahead that it must identify itself as a state if
it contains hits. This way of identifying states results in nonredundant state
encoding, but it also requires the propagation of a signal that theoretically can
propagate through the entire line.

See Figure F.1.

Figure F.1: Redundant vs nonredundant state encoding. Pixels performing redundant en-
coding only see the discriminated hit signals of their nearest neighbors, while pixels performing
nonredundant state encoding allow as long as necessary the propation of a supervision signal.

F.1.1 Redundant case, only seeing hits of nearest neighbors

The conditions for a hit pixel to grab the token are the two cases where either the
rightmost neighbor is zero or where all the four rightmost neighbours are one:

grab token(i) = disc(i) · [disc(i − 1)+disc(i−1) ·disc(i−2) ·disc(i−3) ·disc(i−4)]
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Using De Morgan’s theorems, this logic can be simplified. First, we write the
statement to be AND’ed with the hit signal as

A + A · B, where A = disc(i − 1), and B = disc(i − 2) · disc(i − 3) · disc(i − 4).

And then, we first expand and then simplify the statement to:

(A · B + A · B + A · B) + A · B = A · (B + B) + B · (A + A) = A + B = A · B

Reinserting for A and B, we arrive at:

disc(i − 1) · [[disc(i − 2) · disc(i − 3) · disc(i − 4)]

So that the final equation for grabbing the token becomes

grab token(i) = disc(i) AND [disc(i − 1) · [[disc(i − 2) · disc(i − 3) · disc(i − 4)]]

Since the result of the AND’ing of (i-2) and (i-3) already is given by the code(0)
bit of pixel cell (i-4), we can write the new equation as:

grab token(i) = disc(i) AND [disc(i − 1) · [codebit zero(i − 4) · disc(i − 4)]

F.1.2 Nonredundant case, propagating hit information as long

as necessary

Instead of checking the discriminator value of the pixel four elements behind
(disc(i-4)), we recursively check if this pixel element also has requested to grab the
token:

grab token(i) = disc(i) AND [disc(i − 1) · [[codebit zero(i − 4) · grab token(i − 4)]].

Schematics of the implemented logic are shown in Figure F.2 and Figure F.3.
Compared to the original schematic, we see here that one inverter has been

removed and two NAND gates have been added, so the increase in logic for imple-
menting this function is minimal.

We also see that in a group of four pixels, there is a path for an enable en-
forcement signal going through two NAND gates and one AND gate. Although
completely unlikely in practice, there is a theoretical possibility that there are hits
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Figure F.2: Logic of pixel cell for state identification and propation of state identification
conditions to next pixel four elements ahead.

Figure F.3: Organization of pixels with distributed and lossless, nonredundant state identifica-
tion.
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in each pixel in the line, and thus a force signal being propagated through the entire
line:

The typical delay of an two-input AND of drive strength one is 0.080 ns, while
the typical delay of a two-input NAND of drive strength one is 0.035 ns. Ingnoring
wire delay, the propagated delay through one cell therefore becomes (0.080 ns +
2 · 0.035ns) = 0.15 ns. Since the signal passes through each fourth cell, the total
number of cells to pass in the theoretical worst case becomes 1024/4 = 256, and the
total delay would in this case become 38.4 ns.

Even in the case of a fully occupied line, all signals should thus have stabilized
40 ns after the last line is processed by the rolling shutter. However, if the token
and state idenfitication logic is propagated in the same direction, the first state can
be read out even before all states in the line have been identified, as illustrated in
Figure F.4.

Figure F.4: The two possible signal paths for nonredundant state identification.

The solution with nonredundant state encoding was therefore chosen for imple-
mentation.
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F.2 Line buffers

Figure F.5: Structure of 10-bit line buffer. Data going from the left to the right while clocked
by the token clock, and going from top to bottom during scan mode.
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Figure F.6: Structure of line buffer hit counter. Hit counter is enabled until the token has
returned.
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Appendix G

Abbreviations

This appendix contains a list of abbreviations used in this thesis.
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ADC Analog / Digital Converter
ALICE A Large Ion Collider Experiment
AOI And / Or / Invert

(type of standard cell)
ASIC Application Specific Integrated Circuit
BEOL Back End Of Line
CBM Compressed Baryonic Matter

(experiment)
CCE Charge Collection Efficiency
CERN European organization for nuclear research
CMOS Complementary Metal Oxide Semiconductor
CNRS Centre National de la Recherche Scientifique
CS Chip Select
DAQ Data Acquisition
DCT Discrete Cosine Transform
DMA Direct Memory Access
ECAL Electromagnetical CALorimeter
ENC Equivalent Noise Charge
EUDET JRA-1 EUropean DETector Joint Research Activity 1

(beam telescope)
FAIR Facility for Antiproton and Ion Research

(particle accelerator)
FEOL Front End Of Line
FPGA Field Programmable Gate Array
FIFO First In First Out
IRFU Institut de la Recherche sur les lois fundamentales

de l’Univers
FSM Finite State Machine
HEP High Energy Physics
HLT High Level Trigger
ILC International Linear Collider
IPHC Institut Pluridisciplinaire Hubert Curien
IO Input / Output
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JPEG Joint Photographics Experts Group
(consortium for image treatment)

JTAG Join Test Action Group
(consortium establishing current IEEE 1149.1
boundary scan standard)

LFSR Linear Feedback Shift Register
LHC Large Hadron Collider
LVDS Low Voltage Differential Signaling
MAPS Monolithic Active Pixel Sensors
MIMOSA Minimum Ionizing Particle MOS Active Pixel

Sensor
(ASIC)

MIMOSIS-1 MIMOSA for SIS-100
(ASIC)

MIT Massachusetts Institute of Technology
MIT LL MIT Lincoln Labs
MUX Multiplexer
MVD Micro Vertex Detector
PCB Printed Circuit Board
PCI Peripheral Component Interconnect

(bus standard)
PLA Priority Look-Ahead
RAM Random Access Memory
RICH Ring Imaging CHerenkov

(particle identification detector)
RLE Run Length Encoding
SDS Sparse Data Scan
SIS-100 Superconduction Ion Synchrotron 100

(heavy ion synchrotron used for CBM)
SLAC Stanford Linear Accelerator Center
SLD SLAC Linear Detector
SLID Solid-Liquid-Interdiffusion
SNR Signal-to-Noise Ratio
SOI Silicon On Insulator
SPI Serial Peripheral Interface bus
STAR Solenoid Tracker At the Relativistic Heavy Ion

Collider
(experiment)
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SUZE SUppression of ZEroes
(ASIC)

TID Total Ionizing Dose
TOF Time Of Flight
TRD Transition Radiation Detector
TSV Through Silicon Via
VHDL VHSIC Hardware Description Language
VHSIC Very High Speed Integrated Circuit
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