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Introduction.

Over the years test theory has almost exclusively been con-
cerned with the linear combination of test form scores called
the sum. One of the questions most frequently asked of test data
i1s to what extent different test forms combined in such a sum

measure the same construct or trait.

It is well known that one could also ask test data to what
extent different tests measure different constructs. Until re-

cently, however,this problem of differential construct validity,

as i1t will be called in this paper,has been of negligible interest.
fhe linear combination of test scores called the difference has
for a long time remained somewhat obscure as a test theoretical
problem. Generally, it has been little understood and thought

to be of less practical significance,

In education increasing efforts are made to adant instructio=-
nal onrograms to individual differences. In the pnast students
were apt to be selected into fixed treatments (programs),whereas
a modern philosophy argue for adapting treatments to fit indivi-
dual aptitudes. The matching of treatments to aptitudes calls for
a classification rather than a selection procedure, In this main-
Stream of educational philosophy the measurement of differential
artitudes has come more and more in the foreground together with

renewed ei'forts to construct adavtive treatments or programs.



The considerable interest of recent years in the phenomenon of

aptitude-treatment interaction is certainly also a challenge to
reconsider

the test theoretician to /he psychometric problems connected

with the difference score. As references for this emphasis on

differential validity, see, for example, Cronbach and Snow (1969),

Cronbach (1971), Hills (1971), and Thorndike (1971).

The purpose of the present paper is to consider the reliabi-
lity problem of difference scores within the framework of gene-
ralizability theory. It will be shown and tried to make under-
standable that the same test theoretical rationale as developed
for sum scores is also valid for difference scores. Further, it
will be made clear how the reliability formulas for difference
scores are dependent upon the particular test designs employed.
This is of crucial imvortance if one intends to generalize to

defined families of difference scores,

It should be noted at the outset that the subsequent discus-
sion does not go into the problematic character of gain or
change scores, as dealt with by Cronbach and Furby (1970), and
Cronbach, Gleser, Nanda, and Rajaratnam (1972). It is here as-—
sumed that difference scores between tests are logically sound
and shduld be assessed for their dependability as measures of dif-
ferential constructs,both bipolar discrete constructs (e.g.verbal/

performance),and bipolar continuous constructs (e.g.satisfaction/

dissatisfaction).

Traditional formulation of the reliability of a difference.

In the discussion of a difference score, test theory litera-

ture for many years has adhered to a uniform derivation of the



formula for the reliability of such a difference. In its most
simplified form this formula reads,

r -
- B K R - (1)

To= Ty

where r,, is the average reliability for tests 1 and 2, and Tyo
the correlation between the two tests. This form is the only

one recommended by, for example, Gulliksen (1950), liosier (1951),
Guilford (1954), Horst (1966), Magnusson (1967), McNemar (1969),
and Thorndike and Hagen (1969).

Recently, however, the generality of this formulation of the
reliability of a difference score has been questioned. Formula
(1) "is a considerable simplification of the exact longer for-
mula obtained when one derives the coefficient of reliability
for differences from classical measurement theory" (Stanley
1967,249). "The traditional formula for reliability of a dif-
ference score is a special case of the correct formula" (Cron-
bach and Snow 1968, 20 ), Cronbach and Fﬁrby (1970) maintain that

the formula has to change with different test designs.

The intricate character of formula (1) is associated with
what kind of reliability to choose for r11 and what intercorre-
lation between tests (r12) to use when more than one is con-
ceivable, For the time being, there seems to be some confusion
concerning_the correct formulation of the reliability of diffe-
rence scores. Until the particular derivations of formulas for
specified test designs are shown, this confusion is likely to

nersist, ‘e shall show that only one particular test design



can match the traditional reliability formula for a difference

score,

A prominent feature of this paper will be to approach the
general problem of estimating difference score reliability in
terms of intraclass correlations. In reformulating this problem
by way'of an analysis of variance rationale, one can much more
easily deal with the different facets that might go into test
designs. The flexibility of this approach will become apparent
as one proceeds with complex designs where the reliability of
various linear combinations, whether a Sum, a difference, or a
combination of both, can be of substantive interest. In such

designs, formula (1) is completely out of date.

The ngture of difference scores,

Estimating the generalizability of a test score, whether
generated as a sum composite or a difference composite, implies

finding how much of the score variance can be regarded as signal

and how much as noise.

In the case of an assumedly homogeneous composite it should
be clear that the difference between two random test samples
going into that composite is per definition a measure of random
error. Rulon (1939) saw this property of the difference scores
of a hombgeneous test and ingeniously utilized it in developing
a new formula for the split-half reliability. If two halves of
a composite supposedly measure the same construct, then the va-
riance of the difference scores between the two halves can be

taken to define the needed error variance.



When Hoyt (1941) applied the analysis of variance technique
for the estimation of the internal consistency of a homogeneous
composite, he used the person by test (item) interaction as the

and Stanley (1957)
defined error variance. Later, Gulliksen (1950)/showed that the
interaction variance used by Hoyt as a definition of error vari-
ance, was the average item variance minus the average interitem
covariance. For a two-test composite, like the Rulon case, the
sophisticated reader will see that this amounts to saying that
the difference score variance and the person by half-test inter-
action are identical definitions. The general finding of Gul-
and Stanleg
liksen/can be interpreted to mean that for a homogeneous compo-

site the error variance is defined by the average of all possible

difference score variances among items.

While the difference scores of a homogeneous composite reflect
the noise property, a signal property of a difference score is
defined when two tests on a rational basis are conceived to be
measuring different constructs. When such scores are subtracted,
whatever they might have in common is partialled out, and the
residual score is a measure of differenfial constructs. The vari-
ance of difference scores, rationally defined, should be taken
to mean that different persons obtain different composite pro-
files in responding to the two tests in the composite, Within a
probabilistic model, one certainly has to define an error term
to which the difference score variance should be related in or-

der to assess the reliability of the differences.

The dependability problem involved in dealing with the dif-
ference score implies finding to what extent the profiles ob-

tained by persons are consistent over comparable difference scores.



Defining a family of difference scores.

According to generalizability theory, particularly, one has
to define a domain of tests in order to be able to determine to
what universe of measures he wants to generalize. This seems to

be evidently clear as far as a sum score is concerned.

But the same rationale should of course also be valid for a
difference score. In order to estimate differcnce score reliabi-
lity, one has to be quite explicit of what can be accepted as
comparable, admissible, (nominally) parallel, or (nominally)
equivalent difference scores, suitable for the particular testing
problem at issue, As Guttman (195%) remarked, defining parallel

or comparable measures is to a considerable extent a matter of
choice.

When concerned with a sum score, one identifying aspect or
facet of the test samples (items, forms) has to be defined. In
deciding on a family of measures for the homogeneous composite,
one is involved in a one-facet test design, having at least, say.
two forms or two occasions. It appears to the author that one
can not, as Cronbach and Furby (1970) seem to maintain, avoid
the complications of multifacet theory in discussing difference
score reliability,even in the most simple test design. 1+t takes
one facet to define one difference score, and another facet to

define the family of difference scores to which one wants to
generalize,
If a score is defined as the difference between two tests,

the next decision to be made is to define one or more facets

over which to generalize, I'or example, one may want to genera-



lize over forms, or over occasions, or over confounded forms
and occasions. In FIGURE 1 these options for defining families

of difference scores are illustrated. TLet X be a test score, the

Difference between generalized
tests over
formg ——— — X412 = X544 (a)
_ _ — . _
X111 X213 occasions ——— X121 X223 (b)
forms and occasions—>» X122 - X224 (¢)

PIGURE 1, PFamilies of difference scores

first subscript denoting test, the second occasion, and the
third form. By having defined three families of difference scores
over which to generalize, three test designs are simultaneously
specified, a, b, and c.

When a particular family of difference scores is chosen as
the one of substantive interest, the reliability problem invol-
ves estimating the consistency of the defined comparable mea-
sures.

To keep the formulations within reasonable bounds, the sub-
sequent discussion will be restricted to designs with 2 fixed

tests, two fixed occasions, and 2 or k random forms.

The interclass correlation approach to the reliability of a

homogeneous difference score composite.

The correlation between two comparable measures is generally

accepted as an estimate of the reliability of one of the compa-



rable measures, I{ two comparable difference scores are given,
then their intercorrelation should be taken to be the reliabi-

lity of one difference score (Stanley 1967).

As a first step in approaching the general problem of esti-
mating difference score reliability, the rationale of an inter-
class correlation will be applied to show the derivation of
difference score reliability formulas for the simplest case pos-

sible, only two difference scores given.

Assume that two domains of tests are defined, each domain
being thought to measure different constructs. Purther, assume
that two forms are picked within each of the domains, such that
two difference scores are available, D1 = X11 - X23 and D2 =

The first subscript denotes test, the second form.

X - X

12 24°
Thus, form 1 and 2 are comparable measures within test 1; form
3 and 4 comparable measures within test 2. A family of diffe-

rence scores 1s now defined, being a case of design a in FIGURE

1. This means that one is interested 1in generalizing over

forms of difference scores.

How the correlation between the two difference scores will
come out, can most clearly be seen from a correlation matrix
where all four test forms are considered one linear combina-
tion with both signs used, plus for the two forms of the first
test and minus for the two forms of the second test, as shown
in TABLE 1. Two categories of correlation coefficients should
be kept separate in TABLE 1. These are the correlations between
forms within one of the two defined domains and the correlations
between forms between the two domains. The two categories of

coefficients will be called the within test between forms cor-



relation, Twh? and the between tests between forms correlation,
Thp* It should be noted that the terminology adopted here, is

a between
parallel to the notion of/correlation between linked and/inde-
pendent observations, as adopted by Cronbach and Furby (1970).
The correlation within test between forms is based on two linked

observations, while the correlation between tests between forms

is based on lndependent observations. It should be obviously

TABLE 1. The correlation between difference scores

D, Dy
} X191 %oz Kyp =Koy
b, 2 R T L 9 Twb  ~Tpb
“Xo3 | “Tpp ] “Tho  Twb
D, Hyo | *Typ ~Top T ~Tpp
X4 | “Tob  *Twb Tpp !

clear that the Twh coefficients can be expected to be consider-
construct
ably higher than the Tvb coefficients if differential /validity

is indicated for the two domains.

The correlation between the two difference scores in TABLE 1
can easily be found by taking the ratio of the covariance between
the difference scores to the product of the standard deviations

of the two scores

Cov
) Dy/Dy XTyy = Ty (2)

S ;
(VD‘])’v (VD2) (2 - Zrbb)’ (2 - Zrbb)

i
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If one makes the assumption that the correlation coefficients
within tests between forms can be expected to be equal, and like-
wise for the correlation coefficients between tests between forms,
formula (2) simplifies to

2Ty = 2Thy  Tyb = Tpb

r = = I
D, /D = = (3)
1772 2 - 2rbb 1 - ' b

Formula (3) is the traditional form of the difference score
reliability. Syntactically it is equal %o formula (1). Semanti-
cally, formula (3) is associated with a particular test design
and has a clear meaning, while formula (1) as a general formula-
tion of difference score reliability is unequivocal. As will be-
come apparent as we proceed, this nested design, here forms nes-
ted within tests, is the only test design for which the traditi-

onal formula for the difference score reliability is valid.

Next, a completely ignored feature of the reliability of dif-
ference scores will be approached. In keeping with traditional
test theory, one may want to ask what the reliability of the
two difference scores combined in a sum will be. This amounts
to being concerned with the reliability of the linear combina-
tion X11 - X23 + X12 - X24. Intuitively, it seems reasonable to
adopt the Spearman-Brown prophecy formula for this problem: In
doubling the single difference score measure, what will the re-
liability be? By applying the simple Spearman-Brown formula for
double length, one can derive formula (4), using formula (3) e&s
the point of departure. As far as the author knows, formula (4)
has never appeared in the test theory literature before. Concep-~

tually, the formula is doubtless sound, and it certainly should
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r., -T
o(ZWb b,

-7 2r - 27
) T IR T T e (4)
- - T - 2r
1 - rbb

prove to be an extremely useful formula. If two comparable dif-
ference scores are available, one should not use the two scores
for estimating the reliability for one of them, as Stanley (1967)
recommends. Rather, he should estimate the reliability for the
sum of the two difference scores, like what is done in (4), and
use that linear combination as a measure in a practical testing

situation, and not only one of the difference scores available.

By having elaborated the rationale for the difference score
reliability in dealing with one and two difference scores, one
should be ready to consider the more general problem of appro-
aching the internal consistency of a defined family of diffe-
rence scores. This, we think, will be an exactlparallel to the
derivation of the Hoyt-Cronbach alpha coefficient. The general
form of coefficient alpha for k comparable difference scores
can be defined

ZVd'

alphap ) = (z{—l_f—;m - =) (5)
D

where k is the number of difference scores, or number of forms
within each of the two tests, EVdi the sum of the k difference

1

score variances, and VD the variance of the sum of the k diffe-

rence scores. Thus, (5) is in form equal to traditional coeffi-
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cient alpha for the case where k test scores are defined as k

difference scores.

From the correlation matrix of the sum of two difference
scores, MABILL 1, it can be seen that one difference score vari-
ance has the form 2 - Zrbb, where 2 is the sum of two standard
score variances., Hy averaging the corrclation coefficients be-
tween tests between forms, the sum of the It difference score

variances can be written k(Z—Z?bb).

From the correlation matrix, TABLE 1, can also be observed
that the covariance between difference scores has the form
L Tub
will be 2§wb - 2Ebb’ While there are k difference score varian-

-szb. By averaging the correlation coefficients, the form

ces, there are k(k-1) difference score covariances, such that
the variance of the sum of k difference scores can be written
k(z-zEbb) + k(k-1)(25wb-2§bb). Consequently, formula (5) will
read in terms of the properties of the correlation matrix of the

k difference scores,

k(2-27, . )
k bb
alphaj .y = ——)(1 -

k-1 k(2_2§bb) + k(k-1)(2Ewb-2Ebb)

. )(k(Z-Z?bb)+k(k-1)(2§wb-25bb)—k(2—25bb))

k-1 k(2—2rbb) + k(k—1)(2rwb—2rbb)

k(Zer—2rbb)

2=2r, . + (k—1)(2rwb—2r

bb bb)

KT b KT hp (6)

1 + (k—1)rwb - kr

bb
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Pormula (6) is here considered a true counterpart to coefficient
o . expected

alpha as traditionally conceived. It is the/correlation of the

sum of k comparable difference scores with another set of k com-

parable difference scores.

The form of coefficient alpha developed in formula (6) is
the general Spearman-Brown prophecy formula adopted for diffe-
rence scores., As far as the author knows, formula (6) is also
new in test theory literature. (A similar reasoning seems to be
the basis for Bereiter (1963), and Webster & Bereiter (1963) in
conceiving of composite difference scores,i.e. differences as
reliability.

sums of change items,and a stepped-up /It can be seen
that formula (6) is related in form to the traditional Spearman-
Brown prophecy formula: In (6) the numerator and the denominator

in traditional Spearman-Brown is reduced by the common variance

between the two tests (domains).

It should be noted that formula (6) could well be derived by
directly applying the general Spearman-Brown to the correlation
between two difference scores, or the reliability of one diffe-
rence score, formula (%). But that would be a more mechanical
derivation. The point of departure for developing formula (6) is
believed to be more meaningful,

Both formula (3) and formula (6) pay attention to a phenome-
non which has been totally ignored in dealing with difference
scores (except for the two references above  ): The possibility
of increasing the reliability of a difference score by adding

more comparable observations to the measure., This point will be

emphasized throughout in the subsequent discussion.
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veriving the reliability of difference scores by way of a

variance components analysis as a general approach.

It hos et been shown how the rationale for the consistency
of difference scores between tests over nested forms within teéta
can be explicated in terms of an interclass correlation approacl.
In the following, additional test designs of greater complexity
will be presented where several difference scores can be defined
and also different families of difference scores over which one

may want to generaligze.

The multifacet character of difference score reliability even
in its most simple form makes the interclass correlation approach
less suitable than an analysis of varionce aposroach in terms of
virizrce comoonents., Ao sone of the test Jesigns to be dealt wiih
will include more than two facets, it seems desirable to establis:
a more general approach. Undoubtedly, a variance components anae-
Lysic in suaeh an aporoach in which it will be possible to derive
the corract Formulas for the reliability of variously defined

of
AT ranoe AT e RE "‘f Sy t ] *1(* ! I veraea i ‘PQ"@I‘Q] ] &
Jllrerence 320res over glilieyren Clnas/suniverses o6 generdillia

tion by taeswing into account the particular test designs usec

jon

Altogether 7 test designs will be presented and analyzed by
a variance components approach, emphasizing the assessment of

construct
the differential /validity of tests over forms and/or occasions.

Une iTcature of the present formulation of the reliability of
difference scores should be noted at the outset. The analysis of
variance will be performed on standardized scores. This is done,
first, in order that the sets of scores should be in comparablie

units, e¢lse the difference scores will have no meaning. Another
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reason for choosing the standard score as the comparable unit

is that the derivations of formulas via variance components ana-
lysis can be expressed in terms of the covariances of standar-
dized scores, which are correlation coefficients. Thus the for-
mulations to be developed in the following can be compared to
previous formulations of difference score reliability, which has

always been in terms of interclass correlations,

Design 1.

In analysis of variance terms, what is here called test design
1 is an n-persons-by-two-tests-by-k-forms-within-tests design,
where persons and forms are random factors and tests a fixed

factor. This is the same test design that underlies formula (6).

First the minimum design for finding the reliability of the
difference between two tests will be presented,i.e. only two

forms within each of the tests, in order to keep matters as

TABLE 2. ANOVA of test design 1.

Sources. 5SS af MS E(MS)
Persons 5SS n-1 MS 62 + 262 + 462

p P pf:t Pt p
Tests 0 1 0
Forms:T 0 2 0

@ 2 2
Px T °Spt n-1 MSpt 6pf:t + 26pt
2

P x F:T Sspf:t 2(n-1) MSpf:t dpf:t

simple as possible by way of introduction, The analysis of vari-

ance table (ANOVA table) together with the expected mean squares
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(E(MS)) is shown in TABLE 2. The notation f:t means forms nested
within tests. This is in accordance with the notation recommended
by Millman and Glass (1967) and Cronbach,Gleser,Nanda, and Raja-
ratnam (1972). It should be noted that »twgfthe sources in TABLE
2, tests and forms, come out with zero sums of squares because

the data matrix has been columncentered by the standardizing

procedure.

While MSP is of crucial interest when the sum score is at
issue, it is the MSpt that attracts the aftention in the present
context. The person by test interaction reflects the variance
attributed to differential aptitudes on the two tests. Conceptu-
ally, the same variance can be obtained by taking the variance
of the difference scores between the two tests across the two

forms within each of the tests.

The components model for the person by test interaction,
E(MSpt), shows the conceptuainzeparation of what is defined as
true difference score variance/error of measurement variance. As
can be seen, it is the person by form interaction within the
tests thét serves the function of defining the error term associ-
ated with the observed difference scores. This interaction is a
measure of inconsistency of responses over forms within the tests.

As such,this interaction appears to be a logically sound error

of measurement variance.

the
In defining/reliability of difference scores, the ratio of

true score variance to observed score variance is still the
reasonable formulation to make. By way of the E(Mspt)’ two reli-
ability coefficients can be defined, one for the sum of the two

difference scores, another for the average difference score,
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denoted rD(2) and rD(1), respectively.

2 (&) Q
D(2) = g2 42 NS (7)
pf:t pt pt
g2 NS_,- MS
_ pt _ pt pf:t
D) T 2 TS .+ s (®)
pf:t pt pt pf:t

Under formulas (7) and (8) both defining and computing forms

are given,

Formulas (7) and (8) seem indeed a far cry from formulas (4)
and (3). Actually, formula (3) is identical with formula (8);
and formula (4) with formula (7). However, the two sets of for-
mulas are expressed in languages that are apparently quite dif-

ferent.

As a matter of fact, the complete convergence of the two
languages is fairly easy to show., The sources of variance associ-
ated with persons in test design 1, TABLE 2, are all linear com-
binations of the four forms going into the design. According to
multivariate statistics one can construet four orthogonal linear
combinations of the four forms that will exhaust the total vari-
ance of the four forms. These four linear combinations are given

by the particular test design used.

In the present design there is one linear combination which
is the sum of the four forms, one that is a difference between
the two tests over the two forms within each of them, and two
linear combinations, one within each of the two tests, that are
the differences between the forms. The variances of the four

linear combinations will be, using the notation employed in
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TABLE 1 (The first subscript denotes test, the second form,):

1 2
1 2
Vpt = (Go7)t(zqq + 295 = 2535 - 7p) (10)
v e (A5, - 2,02 ¢ ()5 )2 )
pfit = ‘a=7/Z(Z9q = 29 a1/t (25 = 2y (11

By expanding formulas (9), (10), and (11), four variances and
twelve covariances, which are correlation coefficients, are ob-
tained. Of the twelve covariances, two categories can be dis-
tinguished and will be kept separate: The covariances between
forms within tests, Twb? and the covariances between forms between
tests, Thb* There are four covariances of the first category and
eight of the second. By reassembling, summing, and averaging the
variances and the covariances of the two categories, the varian-

ces of the linear combinations in (9), (10), and (11) can be

written,
-vp =4 + 4fwb + BEbb (12)
th =4 + 4rwb - 8rbb (13)
Vorog = 2(2 - 2Eyy) (14)

A functional relationship between the variances of the actual
linear combinations as developed in (12), (13%3), and (14) and the
MS's obtained in an analysis of variance approach should be ob-
served. The variances obtained in (12) and (13%3) are larger than
the MSp and the MSpt in TABLIL 2 by a factor of 4, which is the

number of forms going into the linear combinations. The variance
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obtained in (14) is larger than the MSpf:t in TABLE 2 by a fac-
tor of 2, which is the number of forms-going into each of the
two pooled linear combinations. These are all consequences of
different conventions in defining the variance of linear combi-

nations in a psychometric and an analysis of variance tradition.

According to the way of expressing the variances of the linear
combinations in terms of the correlation matrices, as done in
(12), (13), and (14), and in observing the relationship between
those variances and the MS's of TABLE 2, a modified ANOVA table
of test design 1 is given in TABLE 3, with components derived as
functions of average correlation coefficients. Only the MS's for
the three sources associated with individual differences are pre-

sented. TABLE 3 is interesting in showing the convergence of an

TABLE 3. ANOVA of standardized scores of design 1.

15 (113 ) Obs (1) cziééﬁﬁii o

. 42 B 2 ' 2 L= —
Mbp = dpf:t ! zdpt + 4dp - 1 4 Top * 2rbb Ty

. 22 ) - - _ -
LISpt = 6pf: _b - 2dp_t = 1 -+ I‘Wb - zrbb rwb — rbb
. _ 42 _ - -
MSpf:‘t - 6pf:t =1 = Ty T - Tup

analysis of variance of a repeated measures design with functions
of the correlation matrices of the linear combinations of those

repeated measures.

In TABRLE % the information needed to translate the defined
difference score reliabilities of formulas (7) and (8) into for-
mulas in terms of observed properties of the correlation matrices

of the linear combinations is provided.
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2 . = 7

] ) .2c$pJG ) MSpt- Mopf:t ) 2Tb = 2Tpp (1)
D(2) 7 42 042 T MS 1+ T, -2F |

pf:tt “©pt pt wb bb

g2 MS_,- NS T . -T

- _ pt _ o pt pf:t  “wb bb (3)
D(1) ™ 42 . @2 MS_,+ NS 1 T ’

pf:t" “pt pt pf:t ~ Tbb

The derivation of the reliability of the sum of two diffe-
rence scores and the reliability of one average difference score
by an analysis of variance approach ends up with just the same
formulas as derived by the more traditional interclass corre-
lation approach (see pages 10-11). What is of considerable inter-
est to learn from TABLE 3% is that the variance components can be
written as functions of the correlation coefficients. As a matter
of fact, what is called variance components in the terms of ana-

of variance :
lysis/can sometimes more appropriately be called covariance com-

ponents (Stanley 1961, Eikeland 1970, Cronbach, Gleser, Nanda,

and Rajaratnam 1972, and Eikeland 1972).

Taslis 4. MiCoVA of standardized scores of test desirn 1.
(n x 2 x %)
Variance

E( L b (1S
(1) Obs (143) components

i o 2 . i 2 e 2 — | 1 T B P T
43 Opf:t+ oy Ao = 1 1+ (k 1)rwb + kI -

N 2 . . 2 - : - — . '—-. -' _ ——
ot T C’pf:’cdr kdpt =1+ (k 1)rwb - KTy TopT Teo
o o - -
Aopf:t B pr:t =1 - Twb b= Ty

fhe more general formulation of the reliability for test de-
sign 1, with k forms within ecach of the two tests, can readily

be worked out in terms of wvariance components expressed as
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functions of the 2k x 2k correlation matrix., This expansion is

Shown in TABLE 4,

In the n—persons—by—two—tests-by—k-forms—within—tests design,
a set of k random differences between two forms, one from each
of the tests, can be formed. The reliability of the sum of these
difference scores can be established by taking the ratio of
universe score variance, which is k?wb— k;bb' to the observed
sum of difference score variance, which is 1 + (k-—1)?wb - k?bb.

krwb— krbb_ ()

1 + (k—-1)rwb - kT,

alphaD(k) =

By the variance components analysis formula (6) is rederived as
the alpha coefficient for the sum of k random difference scores.

(For the previous derivation of formula (6), see page 12.)

Design 2.

Consider next another test design with the same two facets,
tests and forms, as in design 1. What is different from design
1 is that forms are thought to be crossed with tests. In an
n-persons-by—two-teéts—by-two-forms test design the same formats
can be used under both tests. For example, one may be interested
in the difference score between two concepts measured by the
same two scales in a semantic differential approach., Let the
two concepts be named tests and the two scales forms. In this
particular design, the four orthogonal linear combinations that
are established by the design matrix are somewhat different from

the linear combinations established for design 1. The variances
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of the four linear combinations will be,

Vo = (H%T)Z(Z11 T2y 1 Byt 222)2 (15)
Vot = (Gop)E(zqy + 7qp - Zpq = 2pp)° (16)
Vor (Fo)Z(aqy = 29p + 25 - Z22?2 (17)
Vote = ()i (2qq = 21p = 25y + 2p5)° (18)

where Vp is the variance of the sum score across all of the four
observations, th the variance of the difference score between
tests across forms, fo the variance of the difference score be-
tween forms across tests, and thf is the variance of a differen-
ce between two differences score; i.e., the difference between
the two differences between forms for each of the two tests. The

two subscripts for the standard scores denote tests and forms,

respecti#ely.

TABLT 5. ANOVA' of standardized scores of test design 2.

Variance
(13 Obs (M3) components
My F 6§tf+zdgf+26§t+4d§ = 1+ Typt Tyt Ty Tob
NSy ditf+2d§t = 1+ T~ Tpu= Tpp Two~ oo
Per dgtf+26§f C 1= Tt Tpym Ty oo
Mot = dgtf = 1= Tpm Tow' Top =Ty TowtTob

By expanding formulas (15)-(18), reassembling the variances
and three categories of correlation coefficients, and averaging,

the Obs(i3) column of TABLE 5 is obtained by dividing each of
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the variances of the linear combinations in (15)-(18) by 4,the
number of observations going into each of the combinations. In
passing it should be noted that the sum of the Obs(MS) column
of TABLE 5 adds to 4, which is the total variance of the four

standardized variables, the trace.

The three categories of corrclation coefficients represented
in TABLE 5 are a within test between forms correlation, Tabi &

between tests within form correlation, Tow? and a between tests

W
between forms correlation, Iy,.

Again it is the person by test interaction that is of inter-
cst in assessing the reliability of the difference score, i.e.the
MS % in TABLE 5,the observed difference score variance. I'rom
the E(MSDt) can be seen what is considered universe score vari-
ance andhwhat error. The two alpha coefficients for the diffe-

rence score between tests will be,

2 o < — —
p o} + 26 MS 14r . -T, =T
ptf pt pt wb™Tbw T bb
‘521; M5 - MS_ e 'r'wb- Ebb
alphant(1 ) (52 . 6? : Op .(‘p - - (20)
: ptf 1 ot Mupt+ Moptf 1 - rbw

In formulas (19) and (20) the reliabilities are given as
defining formulas in terms of variance components; one set of
computing formulas in terms of MS's, another in terms of corre-
lation coefficients., It is indeed difficult on an intuitive ba-
sis to see why the formulas in terms of correlation coefficients
should come out as they do. 'The subtle difference between for-
mula (3) and formula (20) should be noted. This is the same dis-
tinction as made by Cronbach and Furby (1970,p.71),their for-

nmulas (6) and (7).
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The general case of test design 2 will be a design with n
persons, 2 tests, and k forms crossed with tests. The reliabi-
lity of the difference score between the two tests across the
k forms is of interest, In deriving the formula for the reliabi-
1ity of this particular difference score, several approaches
could be undertaken. The most convenient approach is certainly
by way of the E(MSpt) in an ANOVA table for this general test

design, which will give,

2 s
képt ) Mopt - Msptf (21)

2 y
+ kdpt Mbpt

alphapt(k) = 62 .
ptf
It may also be interesting to see what the general formula
will be like in terms of correlation coefficients. One could
elaborate the Obs(}MS) column in TABLE 5 for this purpose. More
easily, this formula can be derived by applying the general

Spearman-Brown prophecy formula to formula (20). By this proce-

dure, the result is,

krop = Kpp

= - - (22)
1 + (k=1)1,, = Ty - (k=1)Ty

alphapt(k) =

There is a slight change from formula (6), which is the gene-
ral case of test design 1, to formula (22), the general case of
test design 2. What these changes in formulas will be from test
design to test design seem not to be foreseeable on a common
sense basis. A strict adherence to rules of thumb for writing
out the variance components model for the particular test de-

signs used Will be a good advice in order to be able to end up

with the correct reliability formulas.
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Desipgn 5.
one of our
For the first time occasions will be included in /test de-

construct
signs. We are still interested in the differential/ﬁalidity of
the two test scores, but now the intention is to generalize

over two fixed occasions.

Design 3 is aconfounded test design in that only one form is
used for each test on both occasions. Thus a test-form unit is
established, making the operational definition of a test totally
dependent on the one particular form chosen for each of the two

tests.

Syntactically, test design 3 is identical to design 2 when k =
2. Semantically, however, they are quite different as design 2

generalizes over forms while design 3 generalizes over occasions.

Let X111, X121, X212’ X222 be the four scores going into test
design 3 with first subscript denoting test, second occasion,
and third form, The intention is to estimate the reliability of
the linear combination of the two difference scores between
tests,(x111— X212) + (X121— X222) and also the reliability of
one average difference score between tests, While forms in test
design 2 are crossed with tests, in design 3 occasions are cros-
sed with tests, Just the same three categories of correlation
coefficients as specified for test design 2, Twb’' Tow® and Typ?
can also be identified in the present design, but the meaning
will be different. In design 3, Twb means the correlation within
test between occasions, Thw the correlation between tests within

occasion, and Tob the correlation between tests between occasions.

In deriving the reliability formulas for the present design,

TABLE 5 is applicable, remembering that the PI* interaction is
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replaced by a PO, a person by occasion, interaction. Thus for-
mulas (19) and (20) will also be correct for the reliabilities
wanted for test design %, with a slight change in the subscript
for the component and the MS for the triple interaction. The

correct formulas will read,

2 — -
o ) 26° ¢ ) MS - MS_ oo 2T -2T, (23)
Ppt(2) 2 1 262, s 4T . -TF, -T
pto pt pt b Tow Tob
i MS._ .- MS T - 7T
alpha _ pt _ pt pto  “wb bb (24)
PPpt(1) 62, 4+ g° MS .+ MS 4 - T
pto pt “pt pto = Tow

An extrcmely interesting change in the syntactical feature of
reliability formulas should be noted in degressing for a short
while to the reliability of the change score, i.e. the differen-
ce between occasions score. From TABLE 5 it is possible to de-
rive the two reliability coefficients for the difference between
occasions. The formulas will be,

alphapo(z) _ — ;I'bw+ ?QTbE = (25)
wb bw bb

—

T -

bw bb

_ .ow 0o 26

alphapo(1) P (26)
wb

As can be seen, the two categories of correlations, Twhb and
Tow? has changed roles from the set of coefficients for test
difference, (23) and (24), to the new set for occasion differen-
ce, (25) and (26). Certainly, it is possible to figure out on a
logical basis that the change has to be made exactly this way,

but it is not immediately apparent.
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Design 4.

In design 4, two comparable forms for each test will be in-
cluded, in addition to two tests and two occasions. However,
the forms are going to be confounded with occasions, such that
occasion-form units are established. Thus the separate effects
of occasion and form can not be distinguished in the design. Let
X111, X122, X213, X224 be the four scores going into test design
4 with first subscript denoting test, second occasion, and third
form. The intention is to estimate the reliability of the linear
combination of the two difference scores between tests, (X111-
X213) + (X122— X224) and also the reliability of one average
difference score between tests.

This particular design is a prominent one in the literature,
as it is the one test design (among many possible others) used

by Stanley (1967) and Stanley (1971) in discussing the problem

of difference score reliability.

T+ should be more or less obvious that design 4 is syntacti-
cally identical to design 3, as two tests are crossed with two
occasions. Therefore, no new formulas can be developed for this
test design. Formulas (2%) and (24) arc valid for the difference
between tests, and formulas (25) and (26) for the difference
between occasions, if that particular difference should be of
concern. Semantically, however, there is a slight but signifi-
cant discrepancy, attributable to the different kinds of con-

founded effects in design 3 and design 4.

Design 5.

A much stronger test design than the two preceding ones can

be generated by taking new samples of comparable forms for the
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tests for each test-occasion combinatiorn. This design will in-
clude tests, occasions that are crossed with tests, and forms
nested within each test-occasion combination, How can the reli-
ability for the difference score between tests generalized over

occasions and forms be worked out?

Consider a 2-tests-by-2-occasions-by-k-nested-forms-within-
design
test-occasion~-combinations/.For this three-facet test design, it
much ‘
is obviously clear how/can be gained by applying an analysis of
variance approach. Actually, an approach to the reliability of
the differcnce score between tests by way of interclass correla-

tions would be extremely difficult, although not impossible.

In writing out the ANOVA table for design 5, only the struc-
tural models for those sources that involve individual differen-
ces will be specified. For the present design this means that
tests, occasions, test by occasion interaction, and nested forms
will be ignored, As remembered, these sources will have zero

sums of squares in a columncentered matrix,.

TABLY 6, Variance components model
for standardized scores of test design 5

P dgf:to 4 kdgto + 2kd§o + ZKdSt + 4k6§
P dgf:to 4 kdgto " 2k6§t

PO dif:to ' kdgto n 2k6§o

PTO 6§f:to v k6]

PR:TO dgf:to

In the nresent context, it is the structural model for PT,
variance of the
the/difi'erence score between tests, that is of particular inter-
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est, Notice that for the first time the variance components
model for the difference score between tests has three terms.

The new term is the weighted component for the person by test

by occasion interaction, which can be interprected to mean the
inconsistency ol the differcnce score between tests for the two
occasions, or the stability of the difflference score. The nroblem
with kdgto is vhether 1t should go to error or to universe score
variance. "1ec solution is dependent upon how occasion is defined,
whether as a random or a fixed factor. As there can be no mea-
ning in gencraligzing to a universe of occasion, this facet has

to be considered fixed,i.e., the intention is to generalize to
just those two occasions chosen for the test design. Therefore,
kdgto will be a systematic source of variance in the observed
differcnce score and is allocated to universe score variance.
(For a discussion of +this kind of problems, see Rabinowitz and
Kikeland (1964), and Eikeland (1972).) Thus,as a defining formu-
la for the relliability of the difference score for tests in de-

sign 5, the following should be the correct ones,

2 2
: ké + 2k6
to pt
alpha = R (27)
pt(k) T 2 kg2 4 okg?
pf:to pto pt
2 2
dgto M dnt (28)

alpha,g(1) = 22 4
pf: to pto

2
+ dpt
In terms of obtained MS's, i.e. as computing formulas, (27)

and (28) should be, using TABLE 6,

- MS
— pf. to (29)
o]

pt

aleha, i) =
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[ + B - 2MS
i Dt f ]’(.pto 2]”1):91_.:_t0

4+ 2(k=1)MS

alvha, ;) = (30)

MO + M5

pt pto pl:to

In practical testing, formulas (29) and (BO)bare the conveni-
e
ent formulas to use. More as a curiosity,it might/of interest to
see how formulas (27) and (28) will come out as a function of

the corrclation matrix of test design 5,

TABLE 7. Obs(MS) for test design 5
as a Tunction of the correlation matrix.

Components
MSp =1 +'(k-1)EWW + k?wb + k?bw + kEbb be
MSpy = 1 + (k_1)EWW + k?wb - k?bw - kry ;@b' Ton
Mspo =1 4 (k_1)EWW - k?wb + k?bw - kT Ebw- Ty
Wpgo™ 1+ (k=1)Ty = Koy = kT, + Koy Tow~ Twb™ Towt Tbb
MSpf:to =1 - Ty 1T - ;@w

In TABLE 7, as there are three facets in design 5, a third
subscript is understated, the subscript for form. The under-
statement is that all correlations are between forms. Else,the
first subscript denotes test, the second occasion. As a check on
the correctness of the derivation of variance components, it
should be rcmembered that the sum of the unweighted components
in the components column in TABLE 7 must-add to 1, which is the

variances in the principal diagonal of the correlation matrix,

Using TABLI 6 and TABLE 7, the reliabilities for the differen-
ce score can be worked out in terms of average correlation coef-
ficients,

kT 4+ kr . - kT, - kT

alpha =z
PS5 (k) = - - —
1 + (k—1)rww + kr o= kT = kT
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r -T7T
wWW bw (%2)
bw

alphapt(1) = . =
Formula (%1) undoubtedly bears a certain similarity to the
general bLpearman-Brown prophecy formula, but has become much more
complicated. It should be compared to formula (6) and formula (22).
Formula (32) is in form equal to formula (3); however, the
choice of correlation coefficients should be noted. It shoiinge
compared to formula (20) and formula (26). The comparisons show

how dependent the formulas are on test design and what kind of

difference score is being examined,

Design 6,

The next test design to be discussed is thought to be a re-
alistic one in that much test data should exist that match this
design. 1% would be like taking test-retest for a battery consis-
ting of posts with forms nested within them. Actually, this
should be the proper test design for Irwin (1966) in his effort
to assess the reliability of difference scores in WISC., Here
design 6 will be presented as a 2-tests-by-two-crossed occasions-
by-k-forms-nested-within-tests design. (The change from design 5
to design 6 should be noted: In design 5 forms are nested within

TO, in design 6 they are nested within T.)

The variance components model for the standardized scores of
test design 6 is presented in TABLE 8. It looks formidable, yet
it is believed to be meaningful. Only the model for the PT inter-
action, the difference score for tests, will be examined. There

are four components going into the theoretical structure of the
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TABLE 8. Variance components model

for standardized scores of test design 6

P 6Sof:t + 2d§f:t * kdgto

PT dsof:t 4 2<512)f:t " kdgto . 2k6§t
PO 6§of=t 4 kdito ' deio

PTO dgof:t i kdgto

PF: T 6§of:t ¥ 26§f:t

POF: 1T 6§of:t

2 2 2
+ depo + dept + 4k6p

difference score of interest. The dit measures the consistency

of the difference scores across occasions and forms, while 6gto

is a measure of the inconsistency of the difference scores for

the two occasions. The dgf:t reflects the inconsistency of forms

within the tests.

In the prcsent design form is considered a random facedt;

and occasion arc fixed facets. Because occasion is fixed, kd

test

2
pto

has to be regarded as part of the universe score variance, to-

gether with 2k6§t, while the two other components define the

error variance. Thus the defining formula for the reliability of

the difference score for tests will be,

2 2
ké + 2kd
HPEee) T2, 26gto + kdgt + 2k6°
pof:t pf:t pto pt
2 2
é d
alpha 2 pto . pt
Pt (1) ¢ g2 r &2 v &2, 4 82
pof:t pf:t pto pt

(33)

(34)

Formula (35) is the computing form of formula (%3%). A compu-

ting formula of (3%4) could be developed., But the form would be



pL:t (35)

alphapt(k) =

too unwieldy to be of any practical value. Formulas in terms of
the correlation matrix of test design 6 for (33) and (34) could
also be dcveloped, as was done for design 5. This will be drop-
ped in the present case because the formulations will be extreme-

ly awkward,

Design 7.

A modified design of the preceding one can be thought of,
having tests, two occasions, and forms crossed with tests instead
of nested. Design 7 will be an extended design 2 by adding two
occasions. Thus the difference score between tests can be gene-

ralized across both occasions and forms. The variance components

TABLE 9. Variance components model
for standardized scores of test design 7

p 62 126§f0+2dpft+462 6§to+2k62 42kd +4k6
PT 6th pft+kd2 +2k6

PO 6§fto+26gfork62 +2k62

PTO 6gfto+ké§to

PR 6§ftok26§fo+265ft+4dgf

pPT 6§ft0{265ft

PFO dgfto*%pfo

PRFTO 6§lto

model for test design 7 with 2 tests,2 crossed occasions, and k

crossed forms is presented in TABLE 9.



54

There are theoretical structures for the variance of several
kinds of scores in TABLL 9 that might be of considerable inter-
est to examine, In the context of the present discussion, how-
ever, only the model for the difference score between tests, the

variance of the PT interaction, will be analyzed.

The present design is powerful enough to provide detailed in-
formation on how the difference score behaves. As a matter of
fact, the model for the difference score of tests in TABLE 9
has a clear meaning in the Thorndike (1951) sense. He described
a test score as possibly influenced by general-lasting effects,
general-temporary effects, specific-lasting effects, and specific-
temporary effects (plus a fifth group of various random effects).
Now, it is of considerable interest to look at the model for the
difference score with this perspective in mind: The dgt is the
general component, indicating how much of the observed difference
score variance can be attributed to a common source across forms
and occasions (general-lasting). Next, the dgto is indicating to
what extent the difference score is incgsistént from the first
to the second occasion (general-temporary). The dgft reflects
the incééistency of forms across the two occasions, thus being
a case of the specific-lasting effect. lLastly, the 6§fto is a
measure of the specific-temporary effect in the difference score,
together with a hodge-podge of random effects, because the design
is an unrcplicated one in the sense that there is only one ob-

servation within each of the test-~occasion-form cells,

In defining the reliability of the difference score between
tests, it should be remembered that test and occasion are fixed

Tacets, while forms are considered to be a random facet. There-



fore, the universe score variance should consist of késto and
2k6§t, and the defining formulas for the reliability of the dif-

ference score between tests for test design 7 will read,

2 2
k6%, + 2kdéZ
B pto ot P
alphant(k) B 62 + 262 - k62 4 2V62 (26)
pfto pfe pto Ut
2 2
of + 4
R . vto pt -
pLfto oIt ' Tpto Db

The comouting form of formula (36) in terms of observed lMS's

will be,

o effort will be made 1o derive a computing form of formula
4(37) in bterms of observed MS's, neither will (3%6) and (37) be
developed as functions of the correlation matrix of test design
7. The formulations would be quite impractical and also of less

theoretical interést.

An overview of the 7 test designs examined in this paper is
presented in TABLE 10. For convenience, only two forms for each
test or each test-occasion combination are included for designs
1,2,5,6;and 1, insteéd of k, which is the general case treated
above, The linear combination of scores for the difference score
between tests for the ith person is given for each of the seven

designs.
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TABLE 10. An overview of test designs 1-7.

Design 1 ! Design 2
r, T, ' T,

F, P, Fs Py , Py r, Py P,
Harr | T2 | Xomi | "Xo4r K911 | K901 | Xoqi | Xooi
Design 3 I Design 4
7, 1, I T,

0, 0, 0, 0, l 0, 0, 0 0,
i P, F, F, l r, P, P F,
- - - . by — -
d+x1111 i1 | o121 | TFoooi | X111 | Ki201| X231 | X041
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Discussion.

Altorether 7 tesl desipns have been examined with a view to
the generalizability ol differences bectween test scores. 1t is
believed that the designs chosen will cover most of test designs
actual for such purposes. Yet, the designs should be looked upon

and not as exhaustive of Eossible test designs,
as illustrative and suggestive of a general procedure /hopefully
being diverse enough to enable the informed reader to proceed on

his own with test designs that are appropriate for his specific

| objective.

No deep and thorough discussion of the meaning of difference
scbres has been aimed at in the present paper. In developing the
various models for assessing the generalizability of difference
scores it has though been assumed that such an undertaking is
meaningful and worth while. Recently, Cronbach and PFurby (1970),
and Cronbach,Gleser,Nanda and Rajaratnam (1972) have gquestioned
differcnce and gain scores as constructs. 1t seems to the author
that there might be more problems involved in gain scores than
in differences between rationally defined constructs, operationa-
lized in two separate tests. In a simultaneous administration
of a differential aptitude test, there is hardly any more prob-
lems connected with difference scores than sum scores. They are
both linear combinations of part scores going into the composite.
The interpretation of empirically demonstrated differential con-
structs has to be closely linked to the content and format of

tests being employed.

It should though be admitted that interpreting difference
scores may have some of the problematic character as bipolar

factors in factor analysis. This is particularly the case when
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a linear combination like a difference score is an a posteriori
construction. The preceding derivation of generalizability esti-
mates for difference scores has elaborated on the assumption of

a priori rationally defined constructs, to be critically assessed
by analyzing data generated by proper test designs. It is also
apparent that in restricting the issue to differences between

two tests, rather than to differences among more than two tests,
i.e. to profiles generally, the interpretability of such scores

has been considerably facilitated.

Seemingly, characteristic for studying difference score reli-
bility in %he‘paét has been a freedom of choice of values to in-
sert in formula (3). Often, the values have been taken from other
sets of data than just that being analyzed. As Twb in formula (%)
is a reliability estimate, this freedom of choice seems to have
implied that whatever reliability estimate at hand, or convenient-

ly reached, could be put into the formuia. This is certainly
" not correct, which can easily be seen from the differences be-
tween formulas (23) and (24) as contrasted with formulas (25) and
(26), where difference scores between tests and difference scores

between occasions are assessed, respectively,

A prominent feature of the development of generalizability
estimates in the present paper is that test designs are complete
in the sense that all information needed for estimating generali-
zability is available in test data generated by the design. VWhat
is evidently clear from the presentation of test designs above,
is that by taking into account the statistical properties of
the lowest unit scores, i.e.the scores on the level of forms,
there is no need to go outside test date on hand to fill in the

formula for difference score reliability.
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The approach to generalizability estimates for difference
scores developed here,is to a very great extent concerned with
the internal consistency of sets of comparable, or nominally
parallel, difference scores. It is thus closely related to a
kind of construct validation procedure, where one intends to
assess to what extent the difference scores are tapping one con-
struct, so to say, a bipolar construct. Thus the problem is rela-
tively complex in the case of difference scores between two tests,
in that the difference scores imply two distinct constructs, if
demonstrated to be reliable. On differential constructs persons
tend to be high on the one and low on the other. As convergent
tests indicate a form of construct validity, so do divergent
tests. Divergent tests indicate discriminant validity, which

repeatedly is called differential construct validity above,

Design 7 1s an example of a very general design that is power-
ful enough to indicate to what extent differential constructs
are measured consistently across both forms and occasions.in a
real sense, design 7 gives distinct estimates of equivalence and
stability of difference scores, while Stanley's (1967) test
design can only give an estimate of equivalence and stability

that 1s confounded,

A totally overlooked aspect of difference score reliability
seems to be that also difference scores obey the Spearman-Brown
prophecy formula. In the past, difference score reliability is
always given as the reliability of one difference score. The
demonstration that the Spearman-Brown prophecy formula applies
to difference scores as well as sum scores, should make it

nossible to increase test length in order to obtain satisfactory
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reliabllity coefficients for composite difference scores, pro-

vided the reliability of one difference is promising enough.

In generalizability theory, the notion of a defined universe
of scores to which one intends to generalize is of crucial impor-
tance., He has to be quite specific about what should be consi-
dered comparable scores. In the case of differences between tests
constructed to measure differential aptitudes, one has to bring
in another facet in order to be able to specify a family of dif-
ference scores over which to generalize., FIGURE 1 should remind
us that one difference score can be defined into several families
of such scores, each serving particular testing objectives.It is
up to the test user to specify what universe of difference scores
is aprnropriate for his purpose, and construct test designs that

meet his requirements.

The multi-facet character of difference scores should be noted.
The minimum. test design is a two-facet one. But frequently more
complex designs are needed,and should not be avoided. Certainly,
much test data are placed on file that contain much unexploited
information on the generalizability of difference scores. For
example, the Irwin (1966) test data on WISC could most profitably
be analyzed according to a test design much more complex than
any of those examined in the present paper. Actually, his data
would fit a four-facet test design with tests (verbal and perfor-
mance ), subtests within tests, items within subtests, and two
occasions as the facets. This would indeed prove to be a very
sophisticated model for the structure of the difference score
variance with altogether six different components. However, this

would be the model that best preserves the information in test
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data concerning the consistency of the difference scores between
verbal and performance tests across subtests,items,and occasions,

A simpler model would spoil some information on this consistency.

In the following two sets of real-world test data of two dif-
ferent designs will be reanalyzed in order to illustrate how data
can be exnloited concerning the internal consistency of composite

difference scores.

Trwin (1966) analyzed VISC data to estimatc rcliabilities for
subtests,for the verbal scale,the performance scale,and for the
full scale, Ile also estimated the recliabilities of the difference
scores between subtests, hoth within and bctween the verbal and
the nerformance scales, lis estimates of difference score reli-
abilitiecs arec not quite meaningl{ul according to the formulations
of such estimates as given in the present raper. This Was also
the conclugion reached by Stanley (1967). In the context of the
present paper it 1s not clear which famlly of difference scores

Irwin is generalizing to (efr,PIGURE 1),

Yhile Trwin was concerned with estimating the reliability of
differences between subtests, it might seem of even more substan-
tive interest to estimate the reliability of the difference be-
tween composite verbal and composite performance scales. This
should indicate Lo what extent verbal and performance tests as

operationalized by VWechsler represent differential constructs.

The reanalysis subsequently to be performed will elaborate on
the matrix of intersubtest correlations for age level 11, which
is vart of Irwin's (1966) Table 3, p.291. The complete correlation
matrix is presented here in MABLE 11, Subtest Digit Span has been

onmitted from the verbal scale in order to have 5 subtests within
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each of the two scales, verbal and performance. This will be
more convenient for the analysis. The appropriate test design
for the WISC data as found in TABLE 11, is our test design 1,

as subtests might be considered forms nested within the tests.

TABLE 11, Intercorrelation matrix of WISC subtests,age 11.

Ve Pe

In Co Ar Si Vo |Pe Pa Bd 0a Cd

In{1.- .8% .74 .84 .90|.54 .59 .68 .45 .63
G0l.8% 1.— .66 .72 .82].65 .56 .77 .49 .64
Ve| Ar| .74 466 1u= 469 .75|.62 .63 .58 .44 ,52
5il.84 .72 .69 1.— .80|.41 .45 .68 .34 .47
Vol.90 .82 .75 .80 1.~|.57 .48 .71 .46 .65
Pel.54 .65 .62 .41 57|1.— .53 .62 .59 .51
Pal 59 56 .63 .45 .48].5% 1. .53 .5% .55
Pe| BA|.68 .77 .58 .68 .71].62 .53 1.—- .61 .68
02 1e45 49 44 34 J46[.59 53 61 1.= .71
Cd|.6% 64 .52 A7 .65].51 .55 .68 .71 1.

Sum=65. 24

L

Note.-=— Ve=verbal, Pe:performance, In=information, Co=com-
prehension, Ar=arithmetic, Si=similarities, Vo=vocabulary,
Pe=picture completion, Pa=picture arrangement, Bd=block design,
Oa=object assembly, Cd=coding.

Thus, formula (6) should be the correct estimate for the genera-
lizability of the difference between the verbal and the perfor-

mance scales,

The needed values to be inserted in formula (6) can all be
found in TABNE 11 by averaging the sum of the correlation coef-
ficients for each of the two categories of correlation, the
between-tests-between-subtests and the within-tests-between-sub-
tests corrclations. The Ebb is found to be 0.560, the fwb 0.680,

and k = 5, as there are 5 subtests within each of the tests,
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KT . -kT e e
alphaD(B) _ wb — bb — . “5.0,600->.o,)§o 0.652
' 1+ (k—1)rwb - krp 1+4.0,680 - 0,560
Alpha estimates the reliability of the difference scores be-

DIGY)
tween the verbal and the performance scales (each of them a sum

of 5 subtests) to 0,652, This means that 65¢) of the difference

score variance can be considered universe score variance.

The reliability for one average difference between tests can

be estimated by formula (3),

r - T .
b bb 0,680 - 0,560 .
alpha Iz W — = 2 2 P O ) 27

On the average, the difference scores between subtests between
tests correlate 0,273, which is the reliability of one difference
score. It should be recalled that by employing the general

Spearman-Brown prophecy formula to alphaD(1), alphaD(B) is

obtained,
-
alpha; ) = 220,213 . 0,652
1+ 4,0,27%
While alphaD(1) can be regarded as an expected correlation

between differences of two subtests,one from each of the tests;
alphaD(5) is the expected correlation between two sum composites

of 5 subtest differences.

Lt might pcrhgps be concluded that alphaD(H) is indicating
that WISC comes out with a fairly good differential construct
validity for the verbal and performance scales, If the battery
can be lengthened by adding another 5 subtests to each of the
tests, the difference score recliability will increase in accor-

dance with the Spearman-Brown formula to 0,798,
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It will be ol considerable interest to examine the variance
structure of the sum score across subtests and tests for the WISC
data, to see to what extent the differential constructs influence
the sum score variance., This is important to know in order to
interpret the sum score. For this purpose the components model

for the sum score variance (MSP) will be used, where

§ 2 2 2
h(MSp) = Op.y + 205y + 407

for the particular test design used there. In the present case,
that model will be changed in the coefficients for the components
as a result of employing 5 subtests (forms) instead of 2. Thus,

for the WISC data in TABLL 11,

y 2 2 2
E(Msp) = épsub:t + 56pt 4 106p

According to TABLE 3 the components can be estimated as func-
tions of the correlation matrix, such that

2___ . [
6p = Ty = 0,560

2 T T " o~ —
6pt = Ty~ Tpp © 0,680 - 0,560 = 0,120

2 _ = B _ .
S subst = 1 = Typ = 1,000 - 0,680 = 0,320
M3 = 0,320 + 5,0,120 + 10,0,560

= 0,320 + 0,600 + 5,600 = 6,520

The MSD = 6,520 is 1/2k = 1/10 of the sum of the correlation
matrix in TABLE 11, which is 65,24, In setting MSp to unit vari-
ance, the following proportions of variance is obtained for
respective weighted variance components,

MSD = 1,000 = 0,049 + 0,092 + 0,859

in the context of the present discussion,it is the contribu-
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bution of 56§t to sum score variance which is of particular con-
cern, As shown, 9% of the sum score variance can be attributed
to the differential constructs as measured by the difflerences
between verbal and performance scales. lMore concretely, this
means that persons with the same sum score have different scale
profiles. If these profiles are very different,it becomes diffi-
cult to interpret individual differences in sum score meaning-

fully, even the same sum scores have different meanings.

In the present case, the contribution of the differential
traits of 9% is small compared to the contribution yielded by
the general trait as represented by 1065, which is 86/%. This
general trait is common to both verbal and performance tests.
Thus, it might be concluded that the sum score is substantially
loaded with a general factor running through all of the WISC

subtests.

A somewhat changed picture of test score variance is obtained
by examining the variance structure of an average subtest, which

will be a sum of unweighted variance components,

2 2 2
) = 6 + dpt + dp

E(V psub:t

sub
= 0,320 + 0,120 + 0,560 = 1,000,

which 1s the variance of the subtests in the correlation matrix

of TABLE 11. The difference in relative contribution to score

variance by the components for average subtest score compared

to sum score across subtests, is certainly dependent on the

hierarchical structure imposed by the variance components model.

The general component, dg, is defined as common to all parts of

the test battery, while the more specific component, dﬁt’ is

common to either the verbal or the performance scales, but not
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to both. Therefore, by lengthening the battery 2k times, the
general component will according to the model increase by a fac-
tor of 2k, while the differential component will increase by a

factor of k.

It might be tentatively concluded from the reanalysis of the
Irwin (1966) data that WISC for the 11 year level might be used
both as a meaningful one-dimensional measure to tap a general

for some purposes
construct and/as a measure of differential constructs,as repre-
sented by the verbal and the performance scales. A somewhat mis-
leading picture of the WISC battery as a one-~dimensional measure
might be obtained by wrongly applying traditional alpha to the
correlation matrix of TABLE 11. Tor this purpose the overall
average intersubtest correlation, ;ij (where i £ j), ignoring

the differentiation previously made between Ebb and ;wb' With

an ;ij = 0,614, the assumed "homogeneous" alpha will be,
5.0,614
alpha ) = 1 = 0,888
R e

By apnlying traditional alpha to the WISC data in TABLE 11,
the contribution of the general component will be overestimated
by ignoring the differential effects of the verbal and the per-
formance scales,

Recently, Dauvds (1973%) in a study of college dropouts used
difference scores as measures of students' exverienced satisfac-
tion, or dissatisfaction, of several kinds in the college en-
vironment. He adopted Pervin's (1967) approach, avplying a seman-
tic differential as the method for measuring these attitudes.

“or example, the concepts might be College and Ldeal College,and

the consonance o dissonance betweoenn Ltae coaesphs are tap el
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by emnloying the same bipolar adjeciives as scales for both
concents, fhus, in this particular test design scales are crossed
with concepts, such that it matches our test design 2, where

Torms (scales) are crossed with tests (concepts).

correctly
bauvis, like Pervin,ﬁlsed the difference between the same

scales tor the two concepts as the measure of satisfaction. He
used 20 scales in his instrument, thus generating altogether 20
the same
difference scores, all of them intended to measure / bipolar
dimension, reflecting both satisfaction and dissatisfaction in

the students' experience of the real college they met as compared

to the college they saw as an ideal one.

The matrix of N persons by 20 difference scores constituted
data from which the values relevant for formula (5) were taken
to estimate the internal consistency of these 20 difference
scores by way of a traditional alpha coefficient. [n accordance
with the logic of deriving generaligzability estimates for dif-
ference scores undertaken in the present paper, formula (22)
would be the correct one to apply in assessing the reliability
of the difference between the two concepts,say, College and Ideal
College, across the 20 scales. For this particular difference,

raw score
Lauvas got alphaD(2O) = 0,82, by using/formula (5).Almost the sam:

‘ ~ into formula (22) o
result is obtained by inserting/the average corrclation coeffici-

ents from the intercorrelation matrix of the 40 original scores
1)

going into the test design. Recalling that % categories of

correlation coefficients were defined for test design 2, the

crossed design, the following coefficients were obtained: ;bb =

~0,014 T, =0,115 and T, = 0,172, With k - 20, the reliability

bw
of the composite difference between College and Ideal College

T
A discrepancy in results is solely due to the possibility of
non-homogeneous variances in scales when raw difference scores

are used, as in formula (5).
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for the Lauvis data becomes,

krwb— krbb

1+(k—1)rwb—rbw—(k-1)rbb

alphaD(zo)z

20, 0,172 -(20.-0,014)
= 1 2 —— 0,84

1 + 19, 0,172 = 0,115 =(19.-0,014)

It should be noted that formula (5) applies to test design 1,
which is shown in the derivation of formula (6), and also to test
design 2. In order to derive formula (22) from formula (5), one
has to be quite explicit about how to write the sum of the dif-
ference score variances and the composite difference score vari-
ance in terms of the correlation matrix of test design 2 as com-
pared to the corresponding variances for test design 1. By ob-

serving this precaution, formula (22) is derived from formula (»)

this way,
k Zvdi
alphaD(k) = <E:T)(1 - —75—) (5)
k k(2-2T
R YO ™ N
k=1 k(2-27, )+k(k=1) (27, 27y, )
S L

- Wb — (22)
1+ (I=1)T - Tpm (k=1)T

The Tairly high difference score reliability obtained by Lauv-
4s is a result of an almost ideal combination of low correlations
relatively
among different scales for the two concepts and/high correlations
among scales within the concepts. What is implied in the corre-

lation coefficients reported from the Lauvis data, is that the
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average interdifierence corrclation is 0,208 which is even
higher than the average interscalce correlation within concepts.

ne value of 0,208 is found by solving for the average inter-

difference corrclation in the general Spearman-Brown formula

with k = 20 and alphah(20) = 0,84,

The substantial difference score reliability of 0,82 does not

in any way suggest that the score is valid. This 1s another story.

Tt should be mentioned, though, that the dilference scores gene-
rated in the tauvis study, correlated on the average higher with
the devendent variable, dropouts versus not-dropouts, as comparcd
to the corrclations obtained by using more traditional predictors,

like sex, age, average high school mark, etc.

The two real-world studies reviewed above seem to indicate
that dilTerence scores can be meaningfully inter-
preted in a substantive context. Undoubtedly, aside from the prob-
lem of meaning, difference score reliability should be considered
a needed contribution to the assessment of discriminant validity
of constructs, thus being an aspect ol the construct validation
oprocedure., In Lhis perspective, the presenl paper may be regardea
as a contlnucd and extended discussion of the problems raised by
Campbell and Iiske (1959) concerning convergent and discriminant
‘validity. 1t is also believed to be congenial with Cronbach's

(1971) basic outlook on test validation,
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