
BRILL-NOETHER THEORY OF SQUAREFREE
MODULES SUPPORTED ON A GRAPH

GUNNAR FLØYSTAD AND HENNING LOHNE

Abstract. We investigate the analogy between squarefree Cohen-
Macaulay modules supported on a graph and line bundles on a
curve. We prove a Riemann–Roch theorem, we study the Jacobian
and gonality of a graph, and we prove Clifford’s theorem.

1. Introduction

Let S = k[x1, ..., xn] be the polynomial ring. K. Yanagawa ([10] and
[11]) introduced the notion of squarefree Zn-graded S-modules. Square-
free modules is a generalization of squarefree monomial ideals. These
modules are still of a combinatorial nature, as they have support on a
simplicial complex. Such modules can be thought of as combinatorial
analogues to coherent sheaves, or vector bundles if they are Cohen–
Macaulay.
In this paper we study CM squarefree modules whose support is a

graph. These may be thought of as analogues of line bundles on smooth
projective curves. Inspired by this we show how results from the theory
of line bundles on curves have analogues in the theory of squarefree
CM modules on graphs. We define their degree and global sections,
and we show an analog of the Riemann–Roch theorem (Theorem 3.2)
for simplical graphs. There is another combinatorial Riemann–Roch
theorem for graphs, shown by M. Baker and S. Norine in [2]. Our
setting is however different, and our result should be thought of as an
algebraic combinatorial analogue. Furthermore, we study squarefree
modules of multi-degree (0, . . . , 0) with support on a graph. This family
is an analogue to the Jacobian variety of a curve. We show that the
dimension of the family of isomorphism classes of such modules equals
the genus of the simplicial graph, similar as for the moduli space of line
bundles on a curve.
Then we consider results from Brill–Noether theory, and must then

limit ourselves to two-connected graphs. We define effective and spe-
cial squarefree modules on such graphs, and we define an analogue of
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gonality. We show that the gonality has the same upper bound as in
the classical case. In the end we prove Clifford’s theorem for graphs.
In Remark 6.10, we briefly discuss the possible connections between
these numerical invariants and the resolution of graph curves. A simi-
lar study has been done by D. Bayer and D. Eisenbud in [3].

The paper is organized as follows: Section 2 contains preliminaries
about squarefree S-modules. We also recall a combinatorial description
of the canonical module associated to the Stanley-Reisner ring of a
simplicial complex.
In Section 3, we describe the analogy between squarefree modules

and vector bundles. The main theorem of this section is the analogue
of the Riemann–Roch theorem. We also give upper and lower bounds
for the degree of an indecomposable squarefree module. We also show
the existence of indecomposable squarefree modules of degree d with
a one-dimensional space of sections, when 0 ≤ d ≤ g, the genus of a
graph, analogous the case of line bundles on a curve.
In Section 4, we study squarefree modules of multi-degree (0, . . . , 0)

with support on a simplicial graph. We show that the dimension of
the family of isomorphism classes of such modules are the genus of the
graph, similar as for the moduli space of line bundles on a curve.
In Section 5, we define effective and special squarefree modules on

two-connected graphs, and study the analogue of gonality. The main
result is that the gonality has the same upper bound as in the classical
case. In the last Section 6 we prove Clifford’s theorem

Acknowledgments. The second author thanks Professor Frank-Olaf
Schreyer for helpful comments during his stay at the University of Saar-
land. We are also grateful to the referee for several suggestions to
improve the paper, and for pointing out gaps in some of the original
proofs.

2. Preliminaries

The most natural squarefree modules are squarefree monomial ideals
and the corresponding quotient rings. These objects are given by the
combinatorial structure of simplicial complexes and Stanley–Reisener
rings. We recall the following definitions.
Let S := k[x1, x2, . . . , xn] be the polynomial ring over some field

k and let [n] = {1, 2, . . . , n}. A subset F ⊆ [n] is called a face. A
simplicial complex is a collection of facesΔ, such that if F ∈ Δ andG ⊆
F , then G ∈ Δ. The Stanley–Reisner ideal of the simplicial complex
Δ is the squarefree monomial ideal IΔ =< xσ | σ �∈ Δ > generated by
monomials corresponding to non-faces σ of Δ. The Stanley–Reisner
ring of Δ is the quotient ring k[Δ] := S/IΔ

Definition 2.1 (cf. [11] Definition 2.1). A finitely generated Zn-graded
S-moduleM =

⊕
a∈Zn Ma is said to be squarefree, if the following hold
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i) M is Nn-graded, that is Ma = 0 for a �∈ Nn.
ii) The multiplication map Ma

·xi→ Ma+ei is bijective for all a ∈ Nn

and all i in Supp(a).

Theorem 2.2 (cf. [10] Theorem 2.6). If M is a squarefree S-module,
then so is ExtiS(M,ωS) for all i.

Let M be a Zn-graded S-module. The Matlis dual of M is the Zn-
graded S-module M∨ = Homk(M, k). This means that

(M∨)−a = Homk(Ma, k),

and the multiplication map (M∨)−a
·xb→ (M∨)−a+b is the transpose of

the multiplication map Ma−b
·xb→ Ma. See [7] and [8, Def. 11.15].

Let H i
m(M) denote the local cohomology modules of M . Then the

following holds.

Theorem 2.3 (Local duality). For all finitely generated Zn-graded S-
modules M and all integers i there exist natural homogeneous isomor-
phisms

(H i
m(M))∨ ∼= Extn−i

S (M,ωS).

Proof. See [4, Thm. 3.6.19] or [7, Cor. 6.1]. �
The local cohomology modules can be calculated by the cocomplex

(1) K• : 0 → K0 → K1 → · · · → Kn → 0,

where
Ki =

⊕
σ⊆[n]

|σ|=i

Mxσ

is the direct sum of the module localized in the squarefree monomials
of degree i, and the differential is given on each component as

sign(j, σ ∪ j) · nat : Mxσ → Mxσ∪j

if j �∈ σ, where sign(j, σ) = (−1)#{i∈σ|i<j}. If M is squarefree, then the
cohomology H i(K•) ∼= H i

m(M) is easy to calculate. As in [10] we have
that if M is squarefree, then

(Mxσ)−τ =

{
Mσ if τ ⊆ σ
0 otherwise,

and the natural map (Mxσ)−τ → (Mxσ∪{i})−τ corresponds to the map
Mσ

·xi→ Mσ∪{i}.

Definition 2.4. Let M be a squarefree Cohen–Macaulay S-module of
dimension d. The canonical module of M is defined as the squarefree
S-module

ωM = Extn−d
S (M,ωS).
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Proposition 2.5. If M is a squarefree Cohen–Macaulay module of
dimension d and if τ ⊆ [n], then

dimk(ωM)τ =
∑

τ⊆σ⊆[n]

(−1)d−|σ|dimkMσ.

Proof. If M is Cohen–Macaulay of dimension d, then the local coho-
mology groups H i

m(M) = 0 for i �= d. So the cocomplex K• restricted
to degree −τ has only cohomology (Hd

m(M))−τ , which is isomorphic to
Homk((ωM)τ , k) by local duality. The result now follows since

(Ki)−τ =
⊕
|σ|=i

τ⊆σ

Mσ.

�

2.1. The canonical module of k[Δ]. Assume that Δ is a Cohen–
Macaulay (d − 1)-dimensional simplicial complex, i.e., the Stanley–
Reisner ring k[Δ] is Cohen–Macaulay of dimension d. The Matlis dual
of the cocomplex K• above restricted to positive degrees gives a nice
Zn-graded description of ωk[Δ]. The details are written out in [4, The-
orem 5.7.3], here we only give the result.
For each i = 0, . . . , d, let Gi be the direct sum of the k[Δ]-modules

k[X1, . . . , Xn]/IF where F ∈ Δ, |F | = i and IF = (Xj | j �∈ F ). Let
ϕi : Gi → Gi−1 be the map which is

(−1)j−1nat : k[X1, . . . , Xn]/IF → k[X1, . . . , Xn]/IF ′

if F = {vi1 , . . . , vir} and F ′ = {vi1 , . . . , v̂ij , . . . , vir}, and zero otherwise.
Then the complex

(2) G• : 0 → Gd → Gd−1 → · · · → G1 → G0 → 0

is the Matlis dual of K• restricted to positive degrees. When Δ is
Cohen–Macaulay we obtain an exact sequence of Zn-graded k[Δ]-modules

0 → ωk[Δ] → Gd → Gd−1 → · · · → G1 → G0 → 0.

The description of the canonical module in the long exact sequence
above gives rise to a nice description of its squarefree grades. Let stΔF
denote the set of faces ofΔ containing F , and letΔ−F denoteΔ\stΔF .
We have that

(ωk[Δ])0 ∼= H̃d−1(Δ; k) and

(ωk[Δ])F ∼= H̃d−1(Δ,Δ− F ; k) for faces ∅ �= F ∈ Δ,

and the multiplication map

H̃d−1(Δ,Δ− F ; k)
·xi→ H̃d−1(Δ,Δ− (F ∪ {i}); k)

is the natural map.
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Remark 2.6. For any face F , the homology groups of the chain com-
plex above, restricted to degree F , can also be described in the more
common way using the link of a face. Recall that the link of F in
Δ is defined as lkFΔ := {G ∈ Δ |F ∩G = ∅ and F ∪G ∈ Δ}. The
homology groups above can now be described as H̃i(Δ,Δ − F ; k) ∼=
H̃i−|F |(lkΔF ; k). This is because the chain complexes are the same.
The two different descriptions both have their advantages. The first
gives a natural description of the multiplication map, while the second
is a combinatorial description.

We use these homology groups to give a characterisation of 2-CM
simplicial complexes. Recall that a Cohen–Macaulay simplicial com-
plex Δ is said to be doubly Cohen–Macaulay or 2-CM if Δ − {p} is
Cohen–Macaulay of the same dimension as Δ for all vertices p ∈ Δ.
The following results might be well-known to specialists. However we
give proofs for the reader’s convenience.

Proposition 2.7. Let Δ be a simplicial complex of dimension d − 1.
Then the following are equivalent.

1. Δ is 2-CM.
2. H̃i(Δ; k) = 0 for 0 ≤ i ≤ d − 2 and H̃i(Δ − F ; k) = 0 for

0 ≤ i ≤ d− 2 and any face F ∈ Δ.

Proof. The homology groups H̃i(Δ; k) and H̃i(Δ,Δ − F ; k) are the
generators for the module Extn−i−1

S (k[Δ], ωS) by the complex (2), and
by local duality Theorem 2.3. Because of the long exact sequence

· · · → H̃i(Δ; k) → H̃i(Δ,Δ− F ; k) → H̃i−1(Δ− F ; k)

→ H̃i−1(Δ; k) → · · ·

we see that Δ is CM if and only if H̃i(Δ; k) = 0 for 0 ≤ i ≤ d − 2

and H̃i(Δ − F ; k) = 0 for 0 ≤ i ≤ d − 3 and all faces ∅ �= F ∈ Δ. So
it is enough to show that Δ is 2-CM if and only if Δ is CM and that
H̃d−2(Δ− F ; k) = 0 for any face F ∈ Δ.
Suppose that Δ is 2-CM. We will show that H̃d−2(Δ− F ; k) = 0 for

all faces F ∈ Δ using induction on the dimension of F . If F = {p}
is just a vertex, then H̃d−2(Δ − {p}; k) = 0 since Δ − p is CM. Now
suppose that G = F ∪{p} is a face. Let A = Δ−F and B = Δ−{p}.
Then A ∪B = Δ−G and A ∩B = (Δ− {p})− F . We therefore have
a Mayer–Vietoris sequence

· · · → H̃d−2(Δ− F ; k)⊕ H̃d−2(Δ− {p}; k) → H̃d−2(Δ−G; k)

→ H̃d−3((Δ− {p})− F ; k) → · · · .
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The homology groups on the left side are trivial because of the in-
duction hypothesis and the homology group on the right side is triv-
ial because Δ − {p} is CM of dimension d − 1 so it follows that
H̃d−2(Δ−G; k) = 0.
Suppose that Δ is CM and that H̃d−2(Δ − F ; k) = 0 for all faces

F ∈ Δ. We have that H̃i(Δ−{p}; k) = 0 for 0 ≤ i ≤ d− 2. Let p ∈ Δ
be a vertex and F ∈ Δ a face not containing p. As above, we get a
Mayer–Vietoris sequence

· · · → H̃i+1(Δ−G; k) → H̃i((Δ− {p})− F ; k)

→ H̃i(Δ− {p}; k)⊕ H̃i(Δ− F ; k) → · · · ,
where G is the face F ∪ {p} if this is a face in Δ, otherwise, we just
replace Δ − G above with Δ. For 0 ≤ i ≤ d − 3, the homology group
on the left side is trivial because of the assumption and the fact that Δ
is CM, and the homology groups on the right side are trivial because
Δ is CM, so H̃i((Δ− {p})− F ; k) = 0 for 0 ≤ i ≤ d− 3 and it follows
that Δ− p is CM for all vertices p ∈ Δ, hence Δ is 2-CM. �
This characterisation of 2-CM simplicial complexes has the following

corollary, which we will use later. For more details see [1], [4] and [9].

Corollary 2.8. Let Δ be a CM simplicial complex of dimension d −
1. Then Δ is 2-CM if and only if ωk[Δ] is generated by (ωk[Δ])0 ∼=
H̃d−1(Δ; k).

Proof. Consider the long exact sequence

0 → H̃d−1(Δ−F ) → H̃d−1(Δ)
·xF→ H̃d−1(Δ,Δ−F ) → H̃d−2(Δ−F ) → 0.

ωk[Δ] is generated by H̃d−1(Δ; k) if and only if ·xF is surjective for every
F . That is, if and only if H̃d−2(Δ− F ) = 0 for every face F .

�

3. The Riemann–Roch theorem

The annihilator of a squarefree S-module M is a squarefree mono-
mial ideal. Since squarefree monomial ideals corresponds to simplicial
complexes, M can be considered as a module over the Stanley–Reisner
ring k[Δ] = k[x1, . . . , xn]/ann(M). The study of squarefree Cohen–
Macaulay modules are therefore the same as the study of maximal
Cohen–Macaulay modules over Stanley–Reisner rings k[Δ], with sup-
port on all of k[Δ]. A squarefree S-module can be described as follows.
For each face A ⊆ [n] we have a k-vector space MA, and for each face
A ⊆ B we have a k-linear map ϕAB : MA → MB satisfying ϕAA = idMA

and if A ⊆ B ⊆ C, then ϕBC ◦ ϕAB = ϕAC .
In the rest of this paper we study squarefree Cohen–Macaulay mod-

ules with support on a graph. We always assume the graph to be
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connected, simple and without isolated vertices, so it is a CM one-
dimensional simplicial complex. First note the following simple cri-
terion.

Lemma 3.1. A squarefree module M with support a graph is CM if
and only if (the e denote edges):

1. For each vertex v the map

Mv
⊕φve−→ ⊕v∈eMe

is injective.
2. The following sequence is left exact:

0 → M∅
⊕φ∅v−→ ⊕

vertices v
Mv

⊕φ∅v−→ ⊕
edges e

Me.

Proof. That M is CM means that the complex (1) has cokernel only in
cohomological degree 2. When considering it in degree {v} we get 1.
above, and when considering it in degree ∅ we get 2. �

Such a module M on a graph G gives rise to a sheaf M̃ on Proj k[G]
and there is a natural graded isomorphism between M and the graded
module of global sections

⊕
τ Γ(Proj k[G], M̃(τ)) [6, Appendix A4].

We shall consider such modules with Me one-dimensional for all edges
e in the graph. In this case we say that M is locally of rank 1. Such a
module may be seen as the analog of a line bundle on a curve.
Inspired by this, we define l(M) := dimkM∅ as an analogue of the

global sections. Furthermore, we define the multi-degree of M as the
vector d ∈ Zn, such that di = dimkM{i} − 1, and the degree of M
as deg(M) :=

∑
i di. This definition of the degree of a module is an

analogy to the degree of a line bundle.
Let V be the vertices of the graph G and E its set of its edges. We

define the genus of G as:

g(G) := l(ωk[G]) = dimk(ωk[G])0 = dimkH̃1(G; k) = 1− |V |+ |E|.
Theorem 3.2 (Riemann-Roch). Let G be a graph, and M a squarefree
Cohen–Macaulay module with support on G, locally of rank 1. Then
the following formula holds.

l(M)− l(ωM) = 1 + deg(M)− g.

Proof. Using Proposition 2.5, we can calculate the left hand side as∑
|σ|=1

Mσ −
∑
|τ |=2

Mτ = (deg(M) + |V |)− |E| = deg(M) + 1− g.

�
Using the Riemann–Roch formula, it is easy to see that deg(ωM) =

2g − 2 − deg(M). Since the degree is obviously bounded below by
deg(M) ≥ −|V | and ωM is a squarefree Cohen–Macaulay module
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whenever M is, we get that the degree is also bounded above by
deg(M) ≤ 2g − 2 + |V |. For a given graph, it is possible to give a
better bound for the degree.
If τ is a subset of the vertices, the restriction G|τ is the graph whose

vertices are τ and whose edges are the edges in G with both endpoints
in τ .
Proposition 3.3. Let G be a graph, and M an indecomposable CM
squarefree module on G, locally of rank 1. Then

−s ≤ deg(M) ≤ 2g − 2 + s,

where

s = max {|σ| | σ ⊆ V , dim(G|σ) = 0 and G|σc is connected} .
Furthermore, for any −s ≤ i ≤ 2g − 2 + s there exists such a module
M with deg(M) = i.
Proof. Since the upper bound is the dual of the lower bound, it is
enough to show that the lower bound holds. Suppose that deg(M) =
−k. Then there are at least k vertices in G where Mv = 0. Let
τ ⊆ [n] be the subset that corresponds to these vertices. Since M
is indecomposable, G|τc must be connected and there can not be any
edges in G|τ , so dim(G|τ ) = 0. It therefore follows from the definition
of s in the proposition that −s ≤ −k.
For 0 ≤ i ≤ s, let σ ⊆ [n] be a subset such that |σ| = i, dim(G|σ) =

0 and G|σc is connected. Then we can construct an indecomposable
module M with deg(M) = −i. Let M be the module where Mv = 0
for all vertices v ∈ σ, Mv = k1v for all vertices v ∈ σc and Me = k1e for
all edges, with multiplication map ϕve(1v) = 1e for all vertices v ∈ σc

and edges e containing v.
If M is decomposable, isomorphic to M ′⊕M ′′, let V ′ be the vertices

in σc at which M ′
v is nonzero and V ′′ the vertices of σc at which M ′′

is nonzero. Then V ′ ∪ V ′′ is a partition of σc. The edges of G may be
partitioned into E ′∪E ′′ where E ′ are the edges in the support ofM ′ and
correspondingly for E ′′. Note that since the maps φve are all nonzero
when v ∈ σc and v ∈ e, an edge in E ′ must have both endpoints in V ′.
Similarly for E ′′. But this implies that G|cσ is disconnected, contrary
to assumption. So M is indecomposable of degree −i. By duality it
also follows that we can construct the dual module, which has degree
2g − 2 + i.
It remains to show that there exist modules with degree in the range

0 ≤ deg(M) ≤ 2g− 2. Again by duality, it is enough to show the exis-
tence of modules with 0 ≤ deg(M) ≤ g. Such modules are interesting,
and their existence will be showed in the proposition below. �
The following result, which is also an analogue of a well-known fact

from algebraic geometry, is needed to complete the proof of the previous
proposition.
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Proposition 3.4. Let G be a graph of genus g. For any 0 ≤ d ≤ g,
there exists an indecomposable CM module M with support G, locally
of rank 1, of degree d, multi-degree ≥ (0, 0, . . . , 0), and with a one-
dimensional space of global sections, i.e. l(M) = 1.

Proof. If d = 0 we can choose M = k[G]. Otherwise 0 < d ≤ g. Let
e0 = {v0, w0} be en edge of G whose removal gives a subgraph H of
genus g − 1. By induction we may assume there is a module N on H
of degree d− 1 and with the other properties stated in the proposition.
Make the module M on G such that Mσ = Nσ when σ �= v0, e0, but
Me0 = k·1e0 , and Mv0 = Nv0 ⊕k·1v0 . Define the k-linear maps ϕve of M
to be general maps extending those of N , subject to the commutativity
constraint, i.e. they give an S-module structure on M . The degree of
M is d and we see by Lemma 3.1 that M will be a CM module with
l(M) = l(N) = 1. �

4. The Jacobian

We study the moduli space of isomorphism classes of squarefree CM
S-modules, with support on a graph, of multi-degree (0, 0, . . . , 0). This
space is not as nice as the Jacobi variety of an algebraic curve. However,
if we restrict to “non-degenerate” modules we can give the space an
algebraic structure with dimension equal to the genus of the graph.

Lemma 4.1. Let G be a tree, and M a squarefree indecomposable
module (possible not CM) of multi-degree (0, 0, . . . , 0) with support G,
locally of rank 1.
For the vertices v we may then choose generators 1v of Mv and sim-

ilarly 1e for the edges e such that whenever v ∈ e then ϕve sends 1v to
1e. In particular there is only one such CM module up to isomorphism,
and it will have a one-dimensional space of global sections.

Proof. We do induction on the number of vertices on G. Let v be a
leaf of G, i.e. a vertex of degree one, and e = vw the incident edge.
Removing v and e we get a tree H. By induction it is enough to show
that ϕwe(1w) = 1e and ϕve(1v) = 1e. However, since both ϕwe and ϕve

are non-zero (if one of them is zero then M is decomposable) we can
first find a basis of Me such that ϕwe = 1, and next find a basis for Mv

such that ϕve = 1. The same technique can be used to show the case
where G has only one edge.
That M has a one-dimensional space of global sections when M is

CM follows from Lemma 3.1. �
Proposition 4.2. Let G be a cycle. The family of indecomposable CM
modules over k[G], locally of rank 1, with multi-degree (0, 0, . . . , 0) is
parametrized by a union of n P1

k’s, where we identify the same points
from the different P1

k’s if they are not (0, 1) or (1, 0). In other words,
it is parametrized by a P1

k, with the points (0, 1) and (1, 0) n-doubled.
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Proof. Suppose all the ϕve are nonzero when v ∈ e. Let e be an edge
of G and H the line graph obtained by removing e from G. Then M |H
has the k-linear maps as described in the lemma above. M is therefore
determined by the two k-linear maps ϕve and ϕwe, where e = vw. For
any basis of Me, these maps are determined by a pair (s, t) ∈ k2. Since
any basis change of Me is multiplication by a non-zero element of k,
it follows that the maps are determined, up to isomorphism, by an
element (s, t) in P1

k\{(1, 0), (0, 1)}. Note that the latter is isomorphic
to A1

k\{0}.
If two distinct ϕve are zero with v incident to e then M is decom-

posable. So assume exactly one such ϕv0e0 is zero. Then as in the case
that G is a tree that we may find generators 1v for the Mv and 1e for
the Me such that all other ϕve sends 1v to 1e whenever v ∈ e. Hence for
each v0 ∈ e0 there is exactly one isomorphism class of such modules. If
we have a cyclic order on the vertices, these 2n pairs may be identified
with n copies of (1, 0) and n copies of (0, 1).
In the cases of the first paragraph we will by Lemma 3.1 get CM

modules with no global sections if (s, t) �= (1, 1) in P1 and with a one-
dimension space of global sections, i.e. l(M) = 1 if (s, t) = (1, 1). In
the cases of the second paragraph we get no global sections.

�

Proposition 4.3. Let G be a graph of genus g ≥ 1. The family of
indecomposable CM modules over k[G], locally of rank 1, with multi-
degree (0, 0, . . . , 0) and where all the maps ϕve are non-zero when v ∈ e,
is parametrized by (A1

k \ {0})g.
Proof. We may choose a set E ′ of g edges such that (V,E\E ′) is a
tree. Given a module M on G of multidegree (0, . . . , 0) we may by
Lemma 4.1 for the vertices v choose generators 1v of Mv and similarly
generators 1e forMe for the edges in E\E ′ such that φve(1v) = 1e. This
choice of generators is unique up to multiplication by a common scalar.
The module M is now specified by for each edge e = vw in E ′

choosing a pair of maps ϕve and ϕwe. For a choice of generator 1e of
Me a pair of maps is given by a pair (s, t) where s, t �= 0. We may
change the generator for Me by multiplying by a scalar, or change
the set of generators {1v} by multiplying by a common scalar. This
shows that such M are parametrized by (P1

k\{(1, 0), (0, 1)})g which is
isomorphic to (A1

k\{0}).
�

5. Gonality

As we have seen, there is an analogy between line bundles on a given
curve and squarefree Cohen–Macaulay modules with support on a given
graph. We investigate this further by defining effective and special
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modules as an analogue of effective special divisors. The correspond-
ing “Brill–Noether” theory for squarefree Cohen–Macaulay modules has
some similarities and some differences from the classical theory.

Definition 5.1. An indecomposable squarefree CM module M sup-
ported on a graph G is said to be effective if M has a submodule
isomorphic to k[G], and said to be special if M ⊆ ωk[G].

A graph is CM if and only if it is connected, and 2-CM if and only if it
is 2-connected. From Corollary 2.8, we know that the canonical module
ωk[G] is generated by the cycles H̃1(G; k) if and only if G is 2-connected.
It is therefore natural to study special modules of 2-connected graphs.
Some of the following results are using that the field k is infinite.

We are therefore assuming that char(k) = 0 for the rest of this section.
Recall that the cycles Z1(G) is the kernel of the boundary map from
the one-chains to the zero-chains

C1 = kE → kV = C0.

Lemma 5.2. Let G be a two-connected graph. Then ωk[G] has a sub-
module N ∼= k[G] such that any squarefree module N ⊆ M ⊆ ωk[G] is
indecomposable, and therefore effective.

Proof. Let uN be a general element in Z1(G). Then Supp(uN) = G. Let
N be the submodule of ωk[G] generated by uN and suppose that M is a
module N ⊆ M ⊆ ωk[G]. Suppose thatM = M ′⊕M ′′ is decomposable.
Let V ′ be the vector space spanned by the elements of M ′ in degree 0,
and V ′′ the vector space spanned by the corresponding elements ofM ′′.
We will show that there exists a cycle s ∈ Z1(G) such that s �∈ V ′⊕V ′′.
We construct s as follows: Let G′ := SuppM ′ and G′′ := SuppM ′′. We
must have that dimG′ ∩ G′′ < 1. This is because Me

∼= k for every
edge e in G, which means that each edge of G must either be in G′ or
in G′′. Since G is connected, there has to be at least one vertex in this
intersection. Let v be any such vertex, and let v′ be a vertex adjacent
to v in G′ and v′′ a vertex adjacent to v in G′′. Furthermore, since
G is two-connected, G − {v} is connected and there is a simple path
from v′ to v′′. Let s ∈ Z1(G) be a cycle corresponding to the simplicial
circle obtained by connecting this path in v. This cycle is clearly not
in V ′ ⊕ V ′′, since s cannot be written as a sum of two cycles with
disjoint support. This means that dimk V

′ ⊕ V ′′ < dimk Z1(G). Any
decomposition of a module M like this corresponds to a partitioning
E = E ′ ∪ E ′′ of the edges in G, and in all cases, we will have as
above that dimk V

′ ⊕ V ′′ < dimk Z1(G). Since there are only finitely
many ways to partitioning the edges into two sets, we can only find a
decomposable M between N and ωk[G] if uN lies in this finite union of
subspaces of codimension ≥ 1. But since uN is a general element, this
is not the case. �
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Definition 5.3. Let G be a 2-connected graph of genus g ≥ 2. A
special and effective moduleM satisfying l(M) ≥ r+1 and deg(M) = d
is called a grd. We define the gonality of a graph to be

gon(G) = min
{
k
∣∣G possesses a g1k

}
.

For curves, it is well known that the gonality lies between 2 and⌊
g+3
2

⌋
. As we will see below, the same holds for a two-connected graph.

Lemma 5.4. Let G be a two-connected graph of genus g ≥ 2. Then
the gonality of G is less then or equal to the girth (i.e. the length of
the shortest nonzero cycle) of G.

Proof. From Lemma 5.2, we can choose N ⊆ ωk[G] such that N ∼= k[G].
Choose the cycle uN ∈ N and a cycle c of length w = girth(G). Then
the submodule M ⊆ ωk[G] generated by uN and c is a g1d, where d ≤ w
since Supp(uN) ∩ Supp(c) contains no more than w vertices. �
Lemma 5.5. Let G be a two-connected graph of genus g ≥ 3 and
minimum valency k ≥ 3. Then the girth of G is ≤ ⌊g+3

2

⌋
except for

three special cases:
• K3,3,
• The Petersen graph,
• The Heawood graph.

Proof. According to [5], Theorem 11.11.3, we have that the number of
vertices of G, denoted by v, is bounded by

2g − 2 ≥ v ≥ 1 + k
(k − 1)�w−1

2 � − 1

k − 2
.

Suppose that the girth w ≥ ⌊g+5
2

⌋
, then the inequality above has only

finitely many solutions. The possible solutions are given as follows:

g v w
3 4 4
4 4–6 4
6 10 5
7 10–12 6
8 10–14 6
12 22 8

However, the lower bound can be sharpened. If w = 4 then G must
have a subgraph as in the picture below, as we now explain.
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Since G has minimum valency k ≥ 3, it is clear that it has a subgraph
consisting of vertices 1–4. But furthermore, since the vertex 4 has
valency ≥ 3, and since the girth is 4 there must exist two other vertices
adjacent to 4. Likewise, if w = 6 and G has minimum valency k ≥ 3
then G must contain a subgraph like the following figure.

The reason for this is the following. G must contain a vertex, so 1 is in
G. Since G has minimum valency k ≥ 3, there has to be three vertices
adjacent to 1, call them 2, 3 and 4. The vertex 2 must also be adjacent
to three vertices. But since the girth w = 6 it is not adjacent to the
vertex 2 or 3. Therefore it must be adjacent to two new vertices, call
them 5 and 6. The same logic applies to the vertices 3, 4, 5 and 6, and
it is clear that G contains a subgraph as in the figure.
For w = 8, G must also contain a subgraph as above. However, it

is not so difficult to see, using the same argument as above, that it is
impossible to construct a graph with w = 8 and k ≥ 3 with only 8 more
vertices. Therefore most of the solutions from the inequality above can
not correspond to a graph. The only graphs satisfying the inequality
in the Lemma that can exist have the following numerical data.

g v w
4 6 4
6 10 5
8 14 6

There is exactly one graph for each of the cases above. The first
is K3,3, the second is the Petersen graph and the last is the Heawood
graph.

�

For any two-connected graph we would like to find a “canonical”
model for it. Let G be a two-connected graph of genus g ≥ 2. If v ∈ G
is a vertex of valency 2 and e1 = vw1 and e2 = vw2 are the edges that
meet v and e′ = w1w2 is not an edge in G. Then we construct a new
graph G′ = (G − v) ∪ {e′ = w1w2}. If we iterate this process, we end
up with a graph we call G̃. It is easy to verify that G̃ has the same
topological structure as G. We will say that a graph G is reduced if
G = G̃.
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Lemma 5.6. Let G be a two-connected graph of genus g ≥ 2. Then
gon(G) = gon(G̃), and G̃ is either hyperelliptic, i.e. 2-gonal, or has
minimal valency k ≥ 3.

Proof. Let M be an effective module on G, and let v be a vertex as
described above. Then k[G]v ⊆ Mv ⊆ (ωk[G])v but k[G]v ∼= k ∼= (ωk[G])v
since v has valency 2. This means that Mv

∼= k, and it does not con-
tribute to the degree of M . That means that for any effective module
on G we can construct an effective module M ′ on G′ such that M ′ has
the same numerical invariants as M . Iterating this process we get an
effective module M̃ on G̃ with the same numerical invariants as M . It
is also easy to see that any effective module N on G̃ can be obtained
from an effective module coming from G. This proves the first part.
For the other part, we notice that either G̃ has minimal valency

k ≥ 3 or there exists a vertex v of valency 2 such that if e1 = vw1 and
e2 = vw2 are the edges that meet v, then e′ = w1w2 is an edge in G̃.
That means that there exists a cycle s ∈ Z1(G) such that Supp(s) =
e1∪e2∪e′. Since G is 2-connected we can find a submodule N ⊆ ωk[G],
isomorphic to k[G], such that any module in between is effective. Let
uN be the generator of N , then M = (uN , s) is a g1d where d ≤ 3 since
Supp(uN)∩Supp(s) contains 3 vertices. Furthermore, d ≤ 2 since v has
valency 2, and d ≥ 2 sine G is two-connected. Hence G̃ has gonality 2,
that is G̃ is hyperelliptic. �
Theorem 5.7. Let G be a two-connected graph of genus g ≥ 2. Then
2 ≤ gon(G) ≤ ⌊g+3

2

⌋
.

Proof. That the gonality cannot be 1 is clear since G is two-connected.
By the previous two Lemmata, it is enough to show that there exists a
g1� g+3

2 � on the three special graphs above. The graph K3,3 can be drawn
like this:

We notice the two subgraphs

G1: and G2:

Let s1 ∈ Z1(G) be a cycle with support on G1. We claim that there
exists a cycle s2 ∈ Z1(G) with support on G2 such that the module M
generated by s1 and s2 is a g13. First of all we notice that for any s2
with support on G2 we have that M is effective since Supp(s1, s2) = G,
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and indecomposable since dim G1 ∩ G2 = 1. Next, we show that we
can choose s2 such that the restrictions of s1 and s2 are equal in the
vertex v. This follows if we show that we can choose s2 such that the
restrictions of s1 and s2 are equal in the three edges of v, and this is so
since the two four-cycles of G2 are linearly independent at the vertex
v. We now have

deg(M) =
∑

verticesv

(dimk (Span{s1|v, s2|v})− 1) = 3.

The Petersen graph is given as:

We notice the two subgraphs

G1: and G2:

Let s1 be a cycle with support on G1. As above, we claim that there
exists a cycle s2 with support on G2 such that the moduleM generated
by s1 and s2 is a g14. For any s2 with support on G2 we have that M is
effective and indecomposable for the same reasons as above. Next, we
show that we can choose s2 such that the restrictions of s1 and s2 are
equal in the vertices v and v′. As above, this follows if we can choose
s2 such that the restrictions of s1 and s2 are equal on any two of the
edges of v and any two of the edges of v′. Again, this follows since G2

has three linearly independent cycles, v and v′ each has valency 3, and
cycles are independent in these vertices. Similarly as above, we now
get that deg(M) = 4.
The Heawood graph is given as:
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We notice the two subgraphs

G1: and G2:

Let s1 ∈ H̃1(G; k) be a cycle with support on G1. As above, we claim
that there exists a cycle s2 ∈ H̃1(G; k) with support on G2 such that
the module M generated by s1 and s2 is a g15. For any s2 with support
on G2 we have that M is effective and indecomposable for the same
reasons as above. Next, we show that we can choose s2 such that the
restrictions of s1 and s2 are equal in the vertices v, v′ and v′′. As above,
this follows if we can choose s2 such that the restrictions of s1 and s2
are equal on any two of the edges of v, v′ and v′′. Again, this follows
since G2 has four linearly independent cycles and the three vertices
v, v′, and v′′ each have valency 3. Similarly as above, we now get that
deg(M) = 5.

�
One may ask which gonalities that occur in the bound. It is well-

known that in the moduli space of curves of genus g, there exist curves
of gonality k for all 2 ≤ k ≤ ⌊

g+3
2

⌋
. However, for the finite set of

reduced graphs of genus g this is not the case. For large enough g the
upper bound is not sharp. This can be seen by combining Lemma 5.4
with the inequality that bounds the number of vertices in the beginning
of the proof of Lemma 5.5.

6. Clifford’s theorem

We shall now prove the analog of Clifford’s theorem. This is a the-
orem concerning vector spaces of cycles on a graph, and so may be
formulated without the notion of squarefree modules. In algebraic ge-
ometry Clifford’s theorem concerns linear systems on smooth projective
curves. Graphs are in some sense singular, and in order for Clifford’s
theorem to hold we must have an extra assumption on our space of
cycles. It must fulfill the criterion (to be defined) of being locally inde-
composable at each vertex of the graph.

6.1. Definitions. We recall some notions from graph theory which will
be necessary, and make several definitions needed in the statements and
proofs of Clifford’s theorem.
Let G be a connected graph. A vertex P of G is called a cut point

of G if the removal of P disconnects G. The maximal subgraphs of G
which have no cut points are called the blocks of G. A block consists
either just of an edge, or it is a 2-connected graph. Note that each
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block of G must contain at least one of the cut points of G. Those
blocks which contain only one cut point will be called leaf blocks of
G. The number of leaf blocks of G is denoted by l(G). If Q is a cut
point of G, then the removal of Q and the incident edges disconnects G
into components Ĝ1, Ĝ2, . . . , Ĝr. Adding to Ĝi the edges in G between
Ĝi and Q, we get subgraphs G1, G2, . . . , Gr such that G is their union
and any pair intersects only in the cut point Q. These are the cut
components of G at the cut point Q. Note that Q will not be a cut
point of any of the Gi.
Let G = (V,E) where V are the vertices of G and E its edges. Let

C1 = kE be the one-chains of G. If c is a chain, we define the support
supp c to be the induced subgraph on the set of edges in c. The cycles
Z1(G) is the kernel of the boundary map from the one-chains to the
zero-chains

C1 = kE → kV = C0.

Lemma 6.1. Let Q be a cutpoint of G and G1, . . . , Gr its cut compo-
nents at Q. If s is a cycle on G, then s = s1 + s2 + · · · + sr where si
is a cycle on Gi. Hence there is an isomorphism

Z1(G) ∼=
r⊕

i=1

Z1(Gi).

Proof. Write s = s1 + · · ·+ sr where si is a chain in Gi. Then

0 = ∂(s) = ∂(s1) + · · ·+ ∂(sr).

Now ∂(si) is a zero chain in Gi. Every point P involved in ∂(si) must
cancel against some point in ∂(sj) for some j �= i. But since Gi and Gj

only intersect in Q we must have ∂(si) = αiQ for a constant αi. Since
∂2(si) = 0, we get each αi = 0, and so the si are cycles in Gi. �
A subspace Γ ⊆ Z1(G) of the cycles will be called a cycle system.

The support suppΓ is the union of the supports of all cycles in Γ. We
shall assume the support of Γ is G. Then each block of G must be
two-connected. In the case of the lemma above, let Γi be the image of
Γ in Z1(Gi). We then get an injection

(3) Γ ↪→
r⊕

i=1

Γi.

For each vertex P ∈ V , let EP be the set of edges incident to P and
let C1P = kEP be the vector space with these edges as basis. There is
a natural map

C1P = kEP → kP

sending each edge e �→ P , and let Z1P (G) be the kernel of this map,
the local cycles at P . There is a natural map C1 → C1P and Z1(G)
maps to Z1P (G).
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If Γ is a cycle system, we get for each vertex P a map Γ → Z1P (G),
and denote by ΓP the image of this. We define the degrees

d(Γ, P ) = dimk ΓP − 1

d(Γ) =
∑
P∈V

d(Γ, P ).

Now ΓP ⊆ Z1P (G) and this is again a subspace of C1P = kEP .
The latter is a vector space with a natural basis, the edges incident
to P . Let us now for a moment consider this situation. Let V be
a vector space over the field k with a basis B = {b1, . . . , bn}. Let
π = B1 ∪ B2 ∪ · · · ∪ Br be a partition of B into nonempty parts. A
subspace U ⊆ V is decomposable with respect to π if

U ∼= (U ∩ kB1)⊕ (U ∩ kB2)⊕ · · · ⊕ (U ∩ kBr).

We call Γ locally decomposable at the vertex P is there is a partition
of EP such that ΓP is decomposable with respect to this partition;
otherwise Γ is locally indecomposable at the vertex P . We say that Γ is
locally indecomposable if it is locally indecomposable at all its vertices.
We say Γ ⊆ kE is decomposable if there is a partition of the set of edges
such that Γ is decomposable with respect to this partition; otherwise
Γ is indecomposable.

Let P be a vertex where Γ is decomposable. Let EP = EP1 ∪ EP2

be a partition with respect to which ΓP is decomposable. We may now
make a new graph G′ by replacing the vertex P by two vertices P1

and P2 and let the edges in EP1 be incident to P1 and those in EP2 be
incident to P2. There is an exact sequence

0 → KP → Γ → ΓP → 0

where KP is the kernel. Note that

ΓP = (ΓP ∩ kEP1)⊕ (ΓP ∩ kEP2).

Define the kernels

Γ1 = ker(Γ → (ΓP ∩ kEP2))

Γ2 = ker(Γ → (ΓP ∩ kEP1)).

For i = 1, 2 chose splittings of the surjections

Γi

σi←−→ (ΓP ∩ kEPi).

We then have a decomposition

(4) Γ ∼= KP ⊕ imσ1 ⊕ imσ2.

There is an injection Z1(G
′) ↪→ Z1(G) and we see that the image of this

map contains all the summands to the right of the above isomorphism.
We then get a cycle system Γ′ on G′ mapping isomorphically onto Γ.
This subspace Γ′ does not depend on the choice of splittings.
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If Γ′ is again locally decomposable at P1 or P2 we may continue the
process. In the end we get a graph G̃ and a cycle system Γ̃ which is
locally indecomposable at all vertices Q of G̃ mapping to P . We call
(G̃, Γ̃) the resolution of the pair (G,Γ) at the vertex P .

6.2. Versions of Clifford’s theorem. Clifford’s theorem in algebraic
geometry relates the dimension and degree of a linear system on a
projective curve.

Theorem 6.2 (Clifford’s theorem). Let D be an effective special divisor
on a smooth projective curve C over Spec k. Let L(D) be the associ-
ated line bundle, and Γ(L(D)) its global sections. Then degD + 2 ≥
2 dimk Γ(L(D)).

Here is our version for cycle systems on graphs.

Theorem 6.3 (Clifford’s theorem). Let G be a two-connected graph
and Γ a cycle system with support G. If Γ is locally indecomposable,
then

d(Γ) + 2 ≥ 2 dimk Γ.

Example 6.4. The following example shows that even if Γ is indecom-
posable, it is necessary that Γ be locally indecomposable for Clifford’s
theorem to hold. Let G be the two-connected graph

where the endpoints A are identified. Let c1, c2, . . . , cr be the four-
cycles in the graph, and let Γ be generated by the cycles

c1 − c2, c2 − c3, . . . , cr−1 − cr.

Then Γ is indecomposable. But ΓP is locally decomposable at each
vertex P . We have d(Γ) = r and dimk Γ = r − 1 so the inequality
d(Γ) + 2 ≥ 2 dimk Γ far from holds.

Corollary 6.5. Let G be a two-connected graph where every vertex has
degree at most three, and Γ a cycle system with support G. Then

d(Γ) + 2 ≥ 2 dimk Γ.

Proof. In this case ΓP cannot be decomposable for any vertex P , so Γ
is locally indecomposable. �
We will prove Theorem 6.3 through an inductive argument. It will

then be necessary to have versions for the cases when the cycle systems
may be locally decomposable.
If G is a graph and Γ a cycle system on G we denote by q(Γ) the

number of vertices of G at which Γ is locally decomposable. When G
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has connectivity one a leaf block of G will be called regular if all its
vertices are locally indecomposable, except perhaps the vertex to which
it is attached to G (the cutpoint). Let lreg(Γ) be the number of regular
leaf blocks of G.

Proposition 6.6. Let G be a graph of connectivity one, and Γ a cycle
system with support G. Then

d(Γ) + q(Γ) + lreg(Γ) ≥ 2 dimk Γ.

Proposition 6.7. Let G be a two-connected graph, and Γ a cycle sys-
tem with support G. Suppose the number of locally decomposable ver-
tices is q(Γ) ≥ 1. Then

d(Γ) + q(Γ) ≥ 2 dimk Γ.

In order to formulate Clifford’s theorem for modules, we define a
k[G]-module M to be indecomposable at a vertex i if the submodule
M≥i of M , consisting of the multigraded pieces of M indexed by mul-
tidegrees ≥ i, is an indecomposable module. The module M is locally
indecomposable if it is indecomposable at each vertex i of G. Formu-
lated in terms of modules we get.

Theorem 6.8 (Clifford’s theorem). Let G be a two-connected graph
and M a special effective k[G]-module. If M is locally indecomposable,
then

deg(M) + 2 ≥ 2 l(M).

Proof. Let N be the submodule of M generated by the sections M∅.
Then N is also special and effective. Let q be the number of vertices at
which N is locally decomposable. Then deg(M) ≥ deg(N)+q. If q = 0
the statement follows by Theorem 6.3. If q ≥ 1 we have by Proposition
6.7

deg(M) ≥ deg(N) + q ≥ 2 l(N) = 2 l(M),

which implies the inequality of the theorem. �
In the same way as we got Corollary 6.5 we get the following.

Corollary 6.9. Let G be a two-connected graph where every vertex has
degree at most three, and M a special effective k[G]-module. Then

deg(M) + 2 ≥ 2 l(M).

6.3. The proofs. We will prove Theorem 6.3 and Propositions 6.6
and 6.7 by induction on the number of locally decomposable vertices
and the number of edges of G. The argument will be simultaneous
induction in the sense that when we prove one of the statements we
assume that all three statements hold if the number of edges is strictly
smaller or the number of edges is the same, but the number of locally
decomposable vertices is strictly smaller.
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Proof of Proposition 6.6. Let Q be a cut point of G. If F is a cut
component of G at Q, then Γ induces a cycle system Φ on F . For all
points P in F distinct from Q we will have ΦP = ΓP . Note that the
point Q on F will not be a cut point of F .
If F has connectivity one, either Q will be in a nonleaf block of F ,

denote the set of such F ’s by NL1, or Q will be in a leaf block of F .
This leaf block may either be regular, denote the set of such F ’s by
L1
reg, or non-regular, denote the set of such F ’s by L1

nreg. Let C1 be
the union of these three sets, the set of F ’s of connectivity one.
Let now F be two-connected. Either Φ is locally indecomposable,

denote the set of such F ’s by B2
reg, or the only locally decomposable

vertex for Φ is Q, denote the set of such F ’s by B2
Q, or Φ contains a

vertex distinct from Q which is locally decomposable, denote the set
of such F ’s by B2

nreg. Let C2 be the union of these three sets, the set
of two-connected F ’s. Finally let C = C1 ∪ C2 be the set of all the
components F .
By induction, when F has connectivity one, we have

(5) d(Φ) + q(Φ) + lreg(Φ) ≥ 2 dimk Φ,

and when F is two-connected we have

d(Φ) + 2 ≥ 2 dimk Φ, (F,Φ) ∈ B2
reg(6)

d(Φ) + q(Φ) ≥ 2 dimk Φ, (F,Φ) ∈ B2
Q ∪B2

nreg.(7)

If F has connectivity one and is in NL1 or L1
nreg, the regular leaf

blocks of F will still be regular leaf blocks in G, but when F is in
L1
reg, the attaching regular leaf block will cease to be a leaf block. The

two-connected F ’s which are in B2
reg and B2

Q will become regular leaf
blocks of G, but not the ones in B2

nreg. We therefore have

lreg(Γ) =
∑

(F,Φ)∈NL1

lreg(Φ) +
∑

(F,Φ)∈L1
nreg

lreg(Φ)

+
∑

(F,Φ)∈L1
reg

(lreg(Φ)− 1) + |B2
reg|+ |B2

Q|(8)

=
∑

(F,Φ)∈C1

lreg(Φ) + |B2
reg|+ |B2

Q| − |L1
reg|.

Concerning the locally decomposable vertices with respect to Φ,
when F is in NL1 or L1

nreg we may lose a decomposable vertex when
going from Φ to Γ, since Q may be changing its status from locally de-
composable to locally indecomposable. Similarly for F in B2

Q ∪ B2
nreg.
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Hence

q(Γ) ≥
∑

(F,Φ)∈NL1∪L1
nreg

(q(Φ)− 1) +
∑

(F,Φ)∈L1
reg

q(Φ)

+
∑

(F,Φ)∈B2
Q∪B2

nreg

(q(Φ)− 1) + ε(9)

=
∑

(F,Φ)∈C
q(Φ)− |NL1| − |L1

nreg| − |B2
Q| − |B2

nreg|+ ε,

where ε = 1 if Γ is locally decomposable at Q, and ε = 0 if Γ is locally
indecomposable at Q.
By (3) there is a commutative diagram

(10)

Γ −−−→ ⊕(F,Φ)∈CΦ −−−→ T⏐⏐� ⏐⏐� ⏐⏐�
ΓQ −−−→ ⊕(F,Φ)∈CΦQ −−−→ TQ

where T and TQ are the cokernels of the injections on the left. Since
each Φ → ΦQ is surjective, there is a surjection T → TQ.
From this we obtain

d(Γ, Q) + 1 =
∑

(F,Φ)∈C
(d(Φ, Q) + 1)− dimTQ(11)

d(Γ, Q) =
∑

(F,Φ)∈C
d(Φ, Q) + |C| − 1− dimk TQ.(12)

At all points P of F distinct from Q we have d(Γ, P ) = d(Φ, P ). There-
fore

(13) d(Γ) =
∑

(F,Φ)∈C
d(Φ) + |C| − 1− dimk TQ.

Now we add the equations obtained by induction (5), (6), and (7) and
get∑
(F,Φ)∈C

d(Φ)+
∑

(F,Φ)∈C
q(Φ)+2|B2

reg|+
∑

(F,Φ)∈C1

lreg(Φ) ≥ 2
∑

(F,Φ)∈C
dimk Φ.

Equations (13), (9), and (8) give expressions for d(Γ), q(Γ) and lreg(Γ)
respectively. Inserting these in the above equation and taking into
account the upper row in the commutative diagram (10), we obtain

d(Γ)− |C|+ 1 + dimk TQ

+ q(Γ) + |NL1|+ |L1
nreg|+ |B2

Q|+ |B2
nreg| − ε

+ 2|B2
reg|+ lreg(Γ) + |L1

reg| − |B2
Q| − |B2

reg|
≥ 2 dimk Γ + 2dimk T.
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The terms containing the cardinalities of sets of cut components are

−|C|+ |NL1|+ |L1
nreg|+ |L1

reg|+ |B2
reg|+ |B2

nreg| ≤ 0.

Hence we get

d(Γ) + lreg(Γ) + q(Γ) ≥ 2 dimk Γ + (2 dimk T − dimTQ + ε− 1).

If dimT ≥ 1, the expession in the paranthesis on the right is ≥ 0 since
dimk T ≥ dimk TQ. If dimk T = 0 then ε = 1 and so the paranthesis is
also ≥ 0. Hence we obtain

d(Γ) + lreg(Γ) + q(Γ) ≥ 2 dimk Γ.

�
Proof of Proposition 6.7. Let P be a locally decomposable vertex on G
for the cycle system Γ and let (G̃, Γ̃) be the resolution of (G,Γ) at the
vertex P . Since G is two-connected, G̃ will be connected.
If G̃ is two-connected we will have q(Γ̃) = q(Γ) − 1 and d(Γ) ≥

d(Γ̃) + 1. If q(Γ̃) ≥ 1 we have by induction

d(Γ̃) + q(Γ̃) ≥ 2 dimk Γ̃,

and so we obtain

d(Γ) + q(Γ) ≥ d(Γ̃) + q(Γ̃) + 2

≥ 2 dimk Γ̃ + 2 = 2 dimk Γ + 2 ≥ 2 dimk Γ.

If q(Γ̃) = 0 we have by induction

d(Γ̃) + 2 ≥ 2 dim Γ̃

so
d(Γ) + q(Γ) = d(Γ) + 1 ≥ d(Γ̃) + 2 ≥ 2 dimk Γ.

Suppose now G̃ has connectivity one. Then

d(Γ̃) + q(Γ̃) + lreg(Γ̃) ≥ 2 dimk Γ̃.

Let D be the set of vertices in G̃ which map to P in G. Then each
leaf block of G̃ must contain an element of D which is not the vertex
at which the leaf block is attached to G̃ (the cut point). Otherwise
the leaf block maps to a leaf block of G, which is impossible since G is
two-connected. Thus |D| ≥ l(G̃).
Now we have d(Γ) = d(Γ̃) + |D| − 1. Also q(Γ) = q(Γ̃) + 1. We

therefore get

d(Γ) + q(Γ) = d(Γ̃) + q(Γ̃) + |D| ≥ d(Γ̃) + q(Γ̃) + l(G̃)

≥ d(Γ̃) + q(Γ̃) + lreg(Γ̃)

≥ 2 dimk Γ̃ = 2 dimk Γ.

�
Finally we are able to prove Clifford’s theorem.
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Proof of Theorem 6.3. Choose a cycle s in Γ, and an edge e on s. Let
Γ0 be the subspace of Γ consisting of cycles not containing the edge e.
Then Γ = Γ0 ⊕ ks. Let G0 be the support of Γ0, so G0 has less edges
than G. On each connected component F of G0 the cycle system Γ0

induces a cycle system Φ. Denote by C1 the set of components of G0

of connectivity one, and by C2 the set of components of G0 which are
two-connected. We may decompose C2 = C2

reg ∪ C2
nreg where C2

reg are
the components F of G0 where the induced cycle system Φ is locally
indecomposable, and C2

nreg are those where Φ has some vertex which
is locally decomposable.
Now we have

d(Φ) + lreg(Φ) + q(Φ) ≥ 2 dimk Φ, (F,Φ) ∈ C1

d(Φ) + 2 ≥ 2 dimk Φ, (F,Φ) ∈ C2
reg(14)

d(Φ) + q(Φ) ≥ 2 dimk Φ, (F,Φ) ∈ C2
nreg.

Let T be the set of vertices P of G0 where dimk ΓP > dimk Γ0P . We
may decompose T = T 1 ∪ T 2 where T 1 are the vertices in T contained
in components of connectivity one and T 2 the vertices which are in
two-connected components. Furthermore T 1 = T 1

reg ∪ T 1
nreg where T 1

reg

are the points which are in regular leaf blocks, and are not cutpoints
in the component they belong to, and T 1

nreg are the rest of the points
in T 1. Also T 2 = T 2

reg ∪ T 2
nreg where T 2

reg are the points of T which
are on components in C2

reg and T 2
nreg are the points of T which are on

components of C2
nreg.

As we now explain the following three inequalities hold:

|T 1
reg| ≥

∑
(F,Φ)∈C1

lreg(Φ),

|T 1
nreg ∪ T 2

nreg| ≥
∑

(F,Φ)∈C
q(Φ),(15)

|T 2
reg| ≥ 2|C2

reg|.

The first inequality is because a regular leaf block L of F must con-
tain a vertex of T 1 which is not the vertex at which the leaf block is
attached to the rest of F (the cut point). Otherwise the cycle s can
only enter and leave L at the cut point, and so L will be a leaf block
of G0 ∪ supp s = G, contrary to G being two-connected.
The second inequality is because ΓP is indecomposable at every point

P . So at all points P at which Φ is decomposable we must have
dimk ΓP > dimk Γ0P = dimk ΦP .
The third inequality is because the cycle smust enter a two-connected

component F in at least two points in order to avoid F becoming a
leaf block in G.
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Adding the equations (14) obtained by induction we get:∑
(F,Φ)∈C

d(Φ)+
∑

(F,Φ)∈C1

lreg(Φ)+
∑

(F,Φ)∈C
q(Φ)+2|C2

reg| ≥ 2
∑

(F,Φ)∈C
dimk Φ.

Now
d(Γ) =

∑
(F,Φ)∈C

d(Φ) + |T |.

Using this and the inequalities (15) we obtain

d(Γ)− |T |+ |T 1
reg|+ |T 1

nreg|+ |T 2
nreg|+ |T 2

reg|
≥ 2

∑
(F,Φ)∈C

dimk Φ ≥ 2 dimΓ0.

Since T is the union of T 1
reg, T

1
nreg, T

2
reg and T 2

nreg we obtain

d(Γ) ≥ 2 dimk Γ0

and since dimk Γ0 = dimk Γ− 1 we get

d(Γ) + 2 ≥ 2 dimk Γ.

�

Remark 6.10. An interesting topic for further work was pointed out by
F.O. Schreyer. When the graph is trivalent, the multiplication in the
canonical module gives rise to a line configuration in Pg−1 in the fol-
lowing way. The projectification of the surjective multiplication maps
H̃d−1(G) ∼= (ωk[G])0

xi→ (ωk[G])ei
∼= H̃d−1(G;G − {i}) is a line in Pg−1.

The line configuration of the union of all these lines is a graph curve
of arithmetic genus g which is canonically embedded. Furthermore,
a g1d for the graph gives a projection of this curve to a P1 of degree
d. It is therefore natural to ask if the gonality of the graph and this
curve is the same. Similar curves can also be made from more gen-
eral 2-connected graphs, by choosing appropriate rational curves in the
corresponding union of projective spaces. One interesting question is if
there is a connection between the gonality (or an appropriately defined
Clifford index) of the graph and the minimal free resolution of this
canonical curve as in Green’s conjecture for a canonical curve, which
says that you can read the Clifford index of a curve of the graded betti
numbers of the minimal free resolution. In many examples we made,
this seems to be the case, but it seems very difficult to show this in
general. This is first of all because the ideal of the canonical curve is
not multigraded, and there is not a combinatorial way to describe the
minimal free resolution. Secondly, the Clifford index of a graph is also
not easily computed.
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