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Abstract 
 

Cis-regulatory elements can control gene transcription over large distances. Studying 

the association between cis-regulatory elements and the mechanism of gene 

regulation is important since the disruption in the transcriptional control can lead to 

developmental defects and many complex diseases. This thesis describes the 

identification and characterization of transcription factor complexes and their 

associated cis-regulatory regions during erythropoiesis. These include the dynamics 

of protein complexes and their associated binding patterns, the chromatin interactions 

between them and their target promoter at specific loci, and the involvement of 

identified cis-regulatory complexes in gene regulation during erythroid cell 

differentiation.  

 

Transcription factor occupancies of multiple key factors were profiled using ChIP-seq 

during erythroid development, in proerythroblast-like cells and in fully differentiated 

erythrocyte-like cells. These factors consist of proteins involved in the LDB1 

complex (LDB1, GATA1, SCL/TAL1, ETO2, and MTGR1) and several other factors 

that are critical for gene regulation such as RUNX1, GFI1B, FOG1, LSD1, LMO2, 

LMO4, P300, TIF1γ, CTCF, and RNAPII. To analyze ChIP-seq data, a set of 

bioinformatics tools were developed that expanded on the functionality of existing 

R/Bioconductor packages. These tools provide functions for data processing, 

manipulation, mining and visualization, thus greatly facilitating hypothesis generation 

and interpretation of experimental results. Integrative analysis enabled the 

identification of how protein complexes change during differentiation and how 

identified complexes affect gene regulation. We show that the dynamics of the LDB1 

complex compositions, in particular, the binding of the co-repressor ETO2 and 

MTGR1 significantly decreases during differentiation. This dynamic LDB1 complex 

occurs at a very specific subset of genes that are induced late during erythroid 

differentiation, suggesting the role of LDB1 as an activation complex. Using 

computational techniques we discovered twelve distinct patterns of P300 binding 

complexes. These binding patterns showed distinct characteristics and could be 

classified into enhancer, promoter, and insulator-associated classes. Integrating the 
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identified binding patterns with associated gene expression profiles demonstrated the 

central roles of P300 TF complexes in both activating and repressing target genes.  

 

Finally, an integrative approach using multiple ChIP-seq data sets together with 3C-

seq has been used to demonstrate the long-range regulation of regulatory elements 

and their associated chromatin contacts at the β-globin and Myb loci. To analyze 3C-

seq data, I developed a R/Bioconductor package called r3Cseq to facilitate 3C-seq 

data analyses. Using r3Cseq, we demonstrated the importance of long-range 

chromatin contacts. We showed that the dynamics of long-range chromatin 

interactions between TF binding sites and the associated target promoters is involved 

in the transcriptional control of β-globin and Myb genes.  

 

In summary, this thesis work is primarily concerned with the development of 

computational methods and tools for the analysis of large-scale experimental data, 

with an emphasis on data generated by ChIP-seq and 3C-seq technologies, and the 

application of these tools to generating new hypotheses and acquiring new biological 

knowledge on mammalian gene regulation. 
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1. General introduction 
 

1.1 Transcriptional regulation in mammalian genomes 
 

Genes are transcribed to protein-coding and non-coding RNAs. The process of gene 

transcription is usually referred to as gene expression. Regulated gene expression is 

essential for the development and differentiation from a single fertilized cell to 

numerous different cell types, which are required for the development of tissues and 

the whole organism [1-3].  

 

In eukaryotes, transcription takes place within the nucleus of a cell, and is initiated by 

one of the three RNA polymerase enzyme complexes. RNA Polymerase II (RNAPII) 

synthesizes many protein-coding and many non-coding RNAs (including most 

microRNAs) [4,5]. Transcription is initiated when general transcription factors 

(GTFs), such as TFIIA-H, assemble on DNA at a region known as a core promoter in 

order to recruit RNAPII onto sequence-specific DNA binding sites. The core 

promoter contains a transcription start site (TSS), and other crucial core DNA 

promoter elements. These elements may include: a TATA box, the downstream 

promoter element (DPE), TFIIB recognition elements (BREs), downstream core 

elements (DCEs), the motif ten elements (MTE), and the initiator element (INR).  

Importantly, each of these elements is found in only a fraction of core promoters with 

different combinations and is rarely present all together in one particular promoter [6-

10].  

 

GTFs form a complex with the core promoter, termed the transcription pre-initiation 

complex (PIC). The formation of PIC leads to the recruitment of RNAPII and the 

subsequent formation of a transcription initiation complex (TIC). At this stage, the 

TIC is sufficient to direct low levels of transcription, generally referred to as basal 

transcription [11] – at least at a subset of promoters [12]. 

 

Transcription is highly context-specific and modulated by a set of cis-acting elements 

and trans-acting factors that either stimulate or repress expression. Several trans-



 2 

acting factors, termed activators, interact with components of RNAPII transcriptional 

machinery to stimulate transcription [13,14]. Activators stimulate PIC assembly by 

recruiting other non-DNA binding proteins, known as co-activators, via protein-

protein interactions. There are several types of co-activators, which are classified 

depending on their distinct biological and biochemical functions. Some types of co-

activators promote accessibility between GTFs and activators [15]. Other types are 

involved in the formation of chromatin remodeling complexes, which modify 

chromatin structure and restructure nucleosomes around the core promoter (as well as 

in other regulatory regions). These co-activators facilitate the binding GTFs to the 

core-promoter and other essential DNA elements that are otherwise protected by 

nucleosomes and the compactness of heterochromatin [16].  

 

Another type of trans-acting factors, termed repressors, inhibit transcription through 

one of several different mechanisms (as reviewed in [17-19]): (1) they may directly 

inhibit transcription of the basal transcription machinery by interacting with core 

subunits of GTFs protein complex, either resulting in modifying the TIC or inhibiting 

the binding of GTFs to DNA; (2) they may regulate activators by competing to bind 

DNA at the same specific DNA-binding regions as activators; or they may bind to 

activators via protein-protein interactions, thus preventing activators from interacting 

with their targets; (3) they may bind to specific binding sites called insulators located 

between promoters and cis-activating elements known as enhancers, thus preventing 

communication between them; or (4) they may recruit other non-DNA binding 

proteins termed co-repressors, forming chromatin-remodeling complexes to 

deacetylate histone tails, to methylate nucleotides, and to recruit other repressive 

nucleosome and chromatin-remodeling complexes, such as a Polycomb-repressive 

complexes (PRC1 and PRC2), to certain regions. In addition, other gene repression 

mechanisms have recently been discovered. For instance, long (intergenic) non-

coding RNAs (lincRNAs or lncRNAs) have been shown to play critical roles in 

transcriptional repression of HOX gene clusters and X chromosome inactivation 

[20,21]. Further more, nucleosomes restrict the accessibility of the protein complexes 

to DNA to ensure that transcription can be activated in the correct context [22]. 

 

Activators and repressors bind to several types of cis-acting DNA elements with 

specific sequence constraints, called transcription factor binding sites (TFBSs). Since 



 3 

TFBSs have critical roles in the regulation of gene expression, most of the work 

presented in this thesis concentrates on the identification and characterization of these 

elements. Cis-acting elements can be found in different classes of regulatory regions, 

including promoters, enhancers, silencers, insulators, and locus control regions 

(LCRs) (Figure 1). The following sections will provide basic descriptions of these 

regulatory regions, their structure and function in gene regulation. 

 

 
Figure 1. The typical location for each type of regulatory elements (proximal or 
distal), relative to the transcription start site. These elements are proximal or distal by 
distinct TFs that may recruit other cofactors to stabilize or destabilize the 
transcription-initiation machinery or to modify chromatin structure. Insulators prevent 
the spread of condensed chromatin through the formation of a ‘barrier’ to allow the 
accessible DNA for the binding of TFs. The condensed chromatin restricts the 
accessibility of the transcriptional activation complexes to DNA to ensure that 
transcription can only be initiated at the correct context. The figure is modified from 
the original model of Figure1 in [23]. 
 

 

1.1.1 Promoters 

 

Promoters are regulatory regions located in front of the transcribed part of genes. 

There are two types of promoter sub-regions which can distinguished based on the 

distance from a TSS and their motif content: (1) core promoters, which are regions 
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located within ~100 bp around TSSs containing essential DNA elements (i.e. TATA 

box), and are targeted by GTFs to form the PIC complex; and (2) proximal promoter 

regions, which are further away from the TSS, but generally limited to a few hundred 

bp upstream, and contain essential TFBSs that mediate regulatory inputs by binding 

activators or repressors that play critical roles in context-specific gene expression 

[24,25]. In vertebrates, many core promoters are known to be associated with CpG 

islands (CGIs), which are genomic regions that contain a higher frequency of CG 

dinucleotides [26-28] than most of the rest of the genome. The association between 

core promoters and CGI frequency can be used to classify core promoters into two 

groups according to their GC content and CpG frequency: (1) high-CG promoters, 

associated with CGIs and are generally associated with housekeeping and 

developmental genes; (2) low-CG promoters, associated with low CG content, many 

of which have a TATA box, and are associated with genes involved in tissue-specific 

transcription [28-31].  

 

A genome-wide analysis of mouse and human promoters using cap analysis of gene 

expression (CAGE) classified mammalian promoters into “sharp” and “broad” 

promoters [9]. Sharp promoters have a precisely defined TSS position, with the 

dominant peak located at a restricted distance from TATA box, and is overrepresented 

in low-CG promoters. In contrast, broad promoters have multiple TSSs or broad TSS 

clusters and are generally associated with high-CG promoters. CGIs seem to be 

tightly associated with broad promoters in the initial mammalian promoter studies. 

However, a recent analysis of promoters looking at non-vertebrate promoters, in 

Drosophila, which does have TATA box promoters but does not have CGIs, found 

both sharp and broad TSS clusters, which were associated with the same functional 

classes of genes as in mammalian genomes. These findings suggest that high-CG 

promoters are not a requirement for broad TSS. Instead, distinct patterns of 

nucleosome positioning and histone modifications were found to be associated with 

sharp and broad promoters in both human and Drosophila [32], implying that these 

epigenetic marks may be a more precise means to distinguish sharp and broad 

promoters than the presence of CGIs (reviewed in [10]).   

 

Proximal promoters are genomic regions located upstream of the core promoters and 

are known to harbor sets of multiple TFBSs known as cis-regulatory modules (CRMs) 
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[33]. CRMs integrate the activity of many transcription factors (TFs) involved in 

cellular communication during tissue development as well as allowing the 

preservation of specific expression patterns in terminally differentiated tissues 

[24,25,34]. In mammals, TFBSs experimentally identified in proximal promoter 

regions are highly enriched in low-CG promoters, whereas high-CG promoters have a 

lower density of TFBSs [25]. Several studies demonstrated that DNA motifs found in 

proximal promoters in mammalian genomes were capable of successfully predicting 

tissue-specific gene expression patterns [24,35]. Computational and chromatin 

immunoprecipitation (ChIP)-based approaches have been developed to identify and to 

characterize these elements, in order to help understand gene regulation in higher 

organisms.      

 

1.1.2 Enhancers and silencers 

 

Enhancers [36-38] and silencers [39,40] are the cis-regulatory elements located 

further away from the TSS compared to those in the proximal promoter. The distance 

between these elements and their target promoters is extremely variable, ranging from 

a few hundred bp up to megabase distances. One of the best known enhancers that 

acts from an extreme distance is the enhancer for the mouse sonic hedgehog (Shh) 

gene, located within the intron of Lmbr1 gene, which is positioned several hundreds 

kb away from the Shh promoter [41]. The location of enhancers and silencers can be 

observed upstream, downstream, within exons and introns of the target gene, and even 

within the gene body of neighboring genes [36-38,41,42] and they are often, but not 

always, conserved across species [43-46].  

 

Traditionally, enhancers and silencers are detected by their ability to drive or reduce 

the expression of a reporter gene after transferring a DNA construct containing them 

next to a reporter gene into transgenic organisms or into cells in culture [47]. In gene 

transfer assays, they typically regulate their target genes in a distance- and 

orientation-independent manner [47]. Similar to proximal promoters, enhancers and 

silencers may contain either individual or multiple TFBSs for tissue- or cell-specific 

binding of activators and repressors [48-50]. It is thought that distant enhancers 

regulate their target promoters via chromatin looping; it has been shown that distant 

regulatory elements of the active β-globin locus can be positioned in close spatial 
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proximity to gene promoters while intervening sequences are looped out [51,52]. 

Similar to enhancers, it has been shown that the Polycomb response elements (PREs), 

which are silencers and are the binding target of PRC1/2, interact with promoters to 

initiate a higher-order chromatin structure to maintain the compactness of chromatin 

at repressed genes [53,54].  

 

The advent of chromosome conformation capture (3C)-based technologies [54], has 

led to the generation of interaction profiles between regulatory elements and their 

corresponding promoters, which supports the chromatin loop hypothesis and its 

involvement in gene regulation. By using 3C-based technologies, several genes, 

described in Section 1.4, have been demonstrated to be under long-range regulation in 

different cell types over various stages of development and cell differentiation.  

 

 

1.1.3  Insulators 

 

Insulators are cis-regulatory elements, typically ~0.5-3 kb in length [55,56], located 

throughout the genome [57]. Characterization of insulators using transgenic 

constructs has revealed two roles of insulators: (1) the ability to block communication 

between adjacent regulatory elements, for example between an enhancer and a 

promoter, in a position-dependent and orientation-independent manner known as 

“enhancer-blocking” [58-61]; and (2) the ability to prevent the spread of 

heterochromatin through the formation of a “barrier” [62,63]. One of the best 

characterized insulator elements is a 42 bp fragment located at the 5’ end of the 

chicken β-globin locus and its orthologous element located at the 5’ end of the human 

β-globin gene [61,64]. Insulators have also been identified within an imprinting 

control region (ICR) located ~5 kb upstream of the noncoding IGR2/H19 locus and 

found to be involved in its regulation [65,66]. These elements are bound by CCCTC-

binding factor (CTCF), an ubiquitously expressed protein with 11 zinc finger motifs, 

which is highly conserved from Drosophila to human [67,68]. Studies of vertebrate 

insulators using enhancer-blocking transgenic assays has revealed that CTCF is 

universally required for the enhancer-blocking activity of insulators [69].   
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The first genome-wide analysis of CTCF binding sites in human genome identified 

~14,000 CTCF binding sites in primary human fibroblast cells [70]. This number of 

CTCF binding sites is similar to that observed when using computational approaches 

involving the identification of conserved noncoding elements CNEs [71]. These two 

studies showed that: (1) the distribution of CTCF binding sites in human is 

nonrandom and strongly correlates with gene locations; (2) the identified human 

consensus motif of CTCF binding sites, as well as many individual CTCF binding 

sites, are highly conserved across mammals; and (3) the binding location of CTCF is 

largely invariant across different cell types, setting CTCF apart from many well-

characterized factors that bind DNA in a cell type-specific manner. A recent analysis 

of human CTCF binding sites in various cell types using ChIP-seq also showed that 

CTCF binding sites overlap extensively between cell types; it further showed that 

regions occupied by the repressive histone mark H3K27me3 and active regions 

marked by H2AK5ac are separated by CTCF, suggesting the importance of the 

chromatin barrier activity of insulators [72]. Using 3C-based technologies, CTCF 

binding sites have been shown to participate in mediating chromatin interactions in 

several selected gene regions; for instance: (1) CTCF mediates the formation of an 

active chromatin hub (ACH) to promote coordinated transcription of β-globin genes 

throughout differentiation [73]; (2) the contacts between DNA-bound CTCF proteins 

play a critical role in mediating the formation of chromatin loops necessary for 

regulation at the imprinted IGF2/H19 locus [74]; and (3) CTCF binding sites restrict 

the interaction specificity of ĸ enhancer elements to Igĸ locus, which is essential for 

the regulation of V(D)J recombination [75]. Furthermore, a study of the CTCF- 

associated chromatin interactome in mouse embryonic stem (ES) cells [76] has 

suggested that CTCF can function as a genome organizer in several ways: (1) by 

creating a local chromatin hub to facilitate coordinated gene expression, (2) by 

promoting physical contacts between enhancers and their corresponding promoters, 

and (3) by establishing boundary structures that can restrict the spreading of the 

silenced nature of the nuclear lamina into the neighboring regions, or vice versa. 

Moreover, 10 well-positioned nucleosomes were demonstrated to locate on either side 

of a CTCF binding site and these nucleosomes are much better positioned than those 

located near TSSs [77], suggesting  that CTCF has a role in influencing nucleosome 
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occupancy since the binding of CTCF provides an anchor point for positioning 

nucleosomes.  

 

 

1.1.4 Locus control regions 

 

A LCR is a cluster of cis-regulatory elements that plays critical roles in the regulation 

of a single gene locus or a gene cluster. The first identified LCR was found at the 

human β-globin locus [78]. The β-globin LCR is located over 25 kb upstream of the 

gene cluster, and consists of a group of five DNaseI hypersensitive sites that overlap a 

cluster of TFBS. This LCR specifies a high-level of erythrocyte expression to the 

genes within the locus in position-independent manner [78]. A more recent study 

found that LCR activity at the β-globin locus is orientation-dependent; altering the 

orientation of the LCR drastically altered the transcription of β-globin genes [79]. 

Several LCRs have been identified (reviewed in [80]) for example: CD2 gene [81], 

TH2 cytokine locus [82], T cell receptor α/δ locus [83], Immunoglobulin heavy chain 

locus [84], and CD4 gene [85]. These identified LCRs can also strongly enhance the 

expression level of their linked genes in a tissue-specific and copy number-dependent 

manner. The mechanism by which LCRs control their linked genes has been 

demonstrated using 3C, showing that the β-globin LCR is in contact with its 

corresponding promoter when the gene is expressed [51]. This chromatin looping 

mechanism may play an important role in establishing open chromatin domains [51]. 

However, a recent study demonstrated that deletion of endogenous DNaseI 

hypersensitive sites of the β-globin LCR impaired the recruitment of factors required 

for efficient transcriptional elongation of β-globin genes, suggesting a new role of the 

LCR in β-globin gene transcriptional control [86]. 

 

 

1.2 Genome-wide identification of transcription factor binding sites 
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As described above, cis-regulatory elements are the binding targets of TFs, which 

often recruit other proteins, and these protein-DNA complexes are involved in gene 

regulation. In general, TFs recognize and bind DNA sequences at specific recognition 

sites called transcription factor binding sites (TFBSs). There are several approaches 

for the genome-wide detection of TFBSs. These approaches can be broadly divided 

into computational approaches, which focus on using DNA sequence-based analysis, 

and experimental approaches, which focus on the development of ChIP- and DNaseI 

HS-based technologies.  

 

 

Figure 2. Methods used to identify TFBSs genome-wide. Binding sites can be 
identified (A) by computational techniques combined with evolutionary sequence 
conservation, (B) by using direct assays, including ChIP-chip and ChIP-seq, or (C) by 
using indirect techniques, such as DNaseI-chip and DNaseI-seq. The figure is 
modified from Figure1 in [87]. 
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1.2.1 Genome-wide identification of cis-regulatory elements using computational 

approaches 

 

The classical approach to identify putative cis-regulatory elements is to match 

genomic DNA sequences with known DNA binding motifs. This method has been 

used extensively for the prediction of TFBSs (Figure 2A). Known motifs were 

derived [88,89] from various sources, e.g. systematic mutagenesis and nested deletion 

experiments, systematic evolution of ligands by exponential enrichment (SELEX) 

[90], protein-binding microarray (PBM) [91], and ChIP-based technologies [92,93]. 

In the past several years, ChIP-based genome-wide methods have been used to 

generate a large number of representative target sequences, from which highly 

accurate profiles can be derived [94]. Motifs derived from well-characterized TFs, 

typically represented by position weight matrices (PWMs), have been compiled in 

databases such as JASPAR [89] and TRANSFAC [88]. The PWM describes the log-

likelihood of finding each nucleotide at each position in the DNA motif compared to a 

chosen background sequence model. It is derived using the nucleotide frequency from 

the target sequences of known binding sites. To predict TFBSs from input genomic 

sequences, several programs such as MatInspector [95], MATCH [96], MAST [97], 

TFBS Perl modules [98], and the matchPWM function from Biostrings (Bioconductor 

package) [99] can be used to scan a set of PWMs against an input genomic sequence, 

and return a list of potential TFBSs with the matching score of the matches between 

the query PWMs and the input sequence. This method, especially for short motifs, 

often predicts a large number of matches with many false positives [23].  

 

To reduce the number of false positives, one can limit detection only to putative 

TFBSs with high PWM matching score that are found in regions exhibiting high 

evolutionary conservation (described below). The latter approach is known as 

phylogenetic footprinting [97,98], which relies on the evolutionary conservation of 

genomic sequences over multiple species. Using this approach, functional TFBSs can 

be detected when orthologous sequences from distantly related species are aligned, 

thus identified conserved regions will be selected as putative TFBSs. Several methods 

and tools from different research groups have been developed to facilitate the 

identification of TFBSs using phylogenetic footprinting, e.g. FootPrinter [100], and 
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various methods for estimating evolutionary conservation such as phastCons [101], 

and phyloP [102] can be used for the purpose.  

 

Comparative genomic approaches have been successfully applied for the detection of 

cis-regulatory elements [44,45,103]. However, detection using these methods is 

limited since the relationship between conservation and function is imperfect. It is 

clear that a high proportion of experimentally determined binding sites for many 

factors are not conserved, e.g. (1) 95% of OCT4 (POU5F1) binding sites are not 

conserved between human and mouse ES cells [104]; and (2) most candidate heart 

enhancers are not highly conserved in vertebrate evolution [105]. In addition, a 

comparative ChIP-seq analysis of several factors in five different vertebrates 

suggested that most binding sites are species-specific, and aligned binding events 

present in all species are rare [106,107], although it remains to be seen how much of 

this lineage-specific binding is functional. In contrast, conserved regions do not 

necessarily retain function [57,87]. Taken together, using computational approaches 

alone is not sufficient to identify functional cis-regulatory elements. For that reason, a 

number of experimental approaches, described in the following sections have been 

extensively used for the detection of functional cis-regulatory elements.  

   

1.2.2 Genome-wide chromatin immunoprecipitation (ChIP)-based approaches 

 

The most efficient tool to identify cis-regulatory elements directly is to use chromatin 

immunoprecipitation. ChIP allows the isolation and identification of genomic 

fragments occupied by transcription factors, modified histones, methylated cytosines, 

or any other molecular feature detectable by antibodies, in vivo [108]. ChIP-based 

approaches were developed more than a decade ago [93,109,110] and have been 

widely used and extensively reviewed elsewhere [111-114]. Briefly (Figure 2B), cells 

are cross-linked with a chemical agent, usually formaldehyde. This cross-linked 

material is randomly sheared by sonication or enzymatic digestion to reduce the 

fragment size to ~200-600 bp. A specific antibody against a protein of interest (e.g. a 

transcription factor, a modified histone, and RNA polymerase) is then used to 

immunoprecipitate nucleoprotein complexes containing the protein of interest. 

Alternatively, if a specific antibody is not available against the endogenous protein, 

the direct knock-in approach can be used to introduce small Flag-epitope tags to the 
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target TFs. Ectopically expressed epitope-tagged proteins can then be generated in 

cell lines and can be precipitated using commercially available anti-Flag [115-117]. 

After extensive washing of the immuno-enriched products, cross-links are reversed 

and DNA fragments associated with the protein of interest are purified and subjected 

to the size selection typically in the range of ~100-300 bp in preparation for ChIP-

chip or ChIP-seq analysis. For ChIP-chip, the ChIP sample and its control sample 

(input DNA or a non-specific antibody IgG) are labeled with fluorescent dyes and 

hybridized on microarrays. Protein binding sites can be identified based on the 

comparison of detected signal between ChIP and its control using ChIP-chip peak-

calling software [118,119]. For ChIP-seq, the bound DNA sequencing libraries of the 

ChIP sample and its control are created and subsequently subjected to the massively 

parallel sequencing. One of several peak-calling programs [120-123] can then be 

applied to detect protein-binding sites or to detect regions enriched for histone 

modifications.  

 

A large number of studies regularly report the use of ChIP-based approaches. As of 

June 2013, the gene expression omnibus (GEO) (http://www.ncbi.nlm.nih.gov/geo/), 

a database repository of high throughput data maintained by the National Center for 

Biotechnology Information (NCBI), reports ~1,807 ChIP-chip and ~1,837 ChIP-seq 

experiments (status, taken from http://www.ncbi.nlm.nih.gov/geo/summary/). 

Recently, the Encyclopedia of DNA elements (ENCODE) consortium project carried 

out hundreds of ChIP-seq experiments derived from various cell types from human 

and mouse [124]. ENCODE organizes all of identified binding sites, their 

corresponding derived motifs, and other associated histone modification patterns for 

each TF in the FactorBook [125], a public resource for storing the results of the on-

going analysis of the ChIP-seq data generated by ENCODE. ENCODE also provides 

guidelines and practical advice for conducting ChIP-seq experiments based on their 

experience [126]. The number of ChIP-seq experiments has increased rapidly over 

ChIP-chip, becoming the dominant method for TFBS detection. There are many 

reasons why the number of ChIP-seq experiments has increased rapidly (reviewed in 

[113,114]): (1) since it uses the massively parallel sequencing its resolution is higher 

than ChIP-chip and does not suffer from the noise generated by the hybridization step 

in ChIP-chip, (2) its resolution is not limited by the probe sequences fixed on array; 

and (3) its detected signal has a greater dynamic range compared to ChIP-chip.  



 13 

 

ChIP-based approaches are powerful and have been widely used to identify protein-

binding sites and enriched regions of modified histones. However, their success 

depends on the availability of a highly specific antibody. The quality of an antibody is 

important since e.g. 25% of 200 antibodies suitable for other immunochemical 

methods (e.g. Western blotting) (tested in Drosophila) failed in specificity tests and 

20% failed in chromatin immunoprecipitation experiments [127]. The alternative- 

epitope-tagging approach can be used in cell lines or in model organisms, but might 

not reflect the endogenous protein binding activity since overexpression of the epitope 

fusion-protein might cause spurious binding. In addition, ChIP-based approaches 

require a large number of cells, typically ~107 cells yielding 10-100 ng of DNA. Cell 

types that have small populations such as stem or cancer-initiating cells may limit the 

application of these approaches due to the limited number of cells. Recently, modified 

ChIP-seq protocols, Nano-ChIP-seq [128] and LinDA [129], have been developed to 

address this problem. Nano-ChIP-seq has been successfully carried out using 10,000 

cells for histone modifications, whereas LinDA has been successfully applied using 

5,000 cells for the estrogen receptor-α transcription factor and 10,000 cells for the 

H3K4me3 histone modification. Increasing the resolution to precisely detect binding 

sites is another concern. The resolution of ChIP-based approaches, focusing on ChIP-

seq, depends on the library size preparation typically ~100-300 bp long. This much 

wider than the specific binding position of TFs, which mostly bind only ~6-20 bp of 

DNA [89]; this limited resolution cannot distinguish binding among closely spaced 

neighboring sites. ChIP-exo [130], which uses lambda (λ) phage exonuclease to digest 

the 5’ end of protein-bound DNA fragments, has successfully achieved near single-

base resolution. In addition, ChIP-exo has been demonstrated to diminish erroneous 

and missed calls from unbound DNA contaminates [130].   

 

ChIP-based approaches profile the genome-wide binding of a single protein of 

interest. Therefore, to reveal the dynamics of typical multi-protein regulatory 

complexes it is necessary to profile binding sites derived from multiple proteins over 

different conditions. Novel insights can be gained by the integrative analysis of such 

multiple data sets. For example, the combination of 13 transcription factors revealed 

that specific combinatorial patterns of binding sites are associated with ES cell-

specific transcription circuitry [131]. ChIP-seq analysis of ten key TFs in 
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hematopoiesis showed uncharacterized combinatorial interactions between 

transcription factors (SCL/TAL1, LYL1, LMO2, GATA2, RUNX1, ERG and FLI1) 

in hematopoietic progenitors/stem cell 7 (HPC-7) [132]. These studies propose critical 

roles for the combination of protein complexes that bind DNA at the same binding 

sites in the transcriptional control of stem/progenitor-like cells. Since these studies 

focused on the identification of multiple factors in a specific stage, they cannot be 

used to explain how protein binding intensity and differences in the combinations of 

protein complexes can affect transcriptional control during cell development and 

differentiation process. To this end, a genome-wide study of the dynamics of LDB1 

complex [133] (LDB1, GATA1, SCL/TAL1, MTGR1, and ETO2) in mouse 

erythroleukaemic (MEL) cells before and after erythroid differentiation has shown 

that the binding intensity of different factors changes during differentiation. 

Importantly, the repressive factors, ETO2 and MTGR1, showed significant decreases 

in both binding intensity and the number of binding sites toward MEL cell 

differentiation [133], indicating that LDB1 complexes acquire stronger gene 

activation potential toward erythroid maturation. Additionally, integrative analyses of 

multiple data sets generated by the ENCODE consortium have provided new insights 

into the mechanisms of gene regulation in the human genome, which can be used to 

infer the link between mutations in regulatory elements and human diseases 

[124,134,135].   

 

Finally, protein-binding information alone cannot provide a complete understanding 

of gene regulation. Integrative analyses, combining protein binding information with 

various data types, such as gene expression, chromatin conformation, nucleosome 

positioning, and histone modifications in a various cell types and in specific tissue 

types are among the key data types to accomplish the understanding of the gene 

regulation program. Currently, large data sets generated by large-scale consortia like 

ENCODE, the functional annotation of the mammalian genome (FANTOM), the 

Blueprint epigenome projects, and the NIH roadmap epigenomics mapping project 

have become increasingly challenging for data analysis. The challenge is the large 

requirements for data storage and computational power. Importantly, converting raw 

data to biologically relevant hypotheses, interpretations and conclusions requires 

human expertise. 
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1.3 Genome-wide DNaseI hypersensitivity approaches 
 

DNaseI hypersensitivity assay can detect open chromatin regions that often 

correspond to nucleosome-depleted regions, which are often associated with binding 

of regulatory proteins. The DNaseI hypersensitivity assay was developed over 30 

years ago and has been widely used to identify genomic regions that are sensitive to 

cleavage by DNaseI enzyme [136,137]. Conventionally, DNaseI hypersensitive sites 

(DHSs) have been detected by subjecting isolated nuclei to DNaseI treatment. DNA 

fragments from DNaseI-digested chromatin are subjected to detect DHSs with the 

standard Southern blot assay. After this method was developed, hundreds of DHSs 

were identified, revealing the locations of all types of cis-regulatory elements 

including promoters, enhancers, silencers, insulators and locus control regions [137-

139].  

 

With the advent of high-throughout microarray technology, DNase-chip and DNase-

array were developed to map DHSs genome-wide [140,141]. DNase-chip (Figure 2C) 

detects DHSs based on tagging biotinylated linkers to DNaseI-digested fragments, 

breaking them into smaller size fragments (~200-500 bp), isolating them with the 

streptavidin, labeling them with fluorescent dye, and hybridizing them on high-

density oligonucleotide microarrays [140]. DNase-array relies on two or more cuts 

per DHS made by DNaseI treatment, releasing smaller fragments of DHSs. The DNA 

is then isolated by phenol-chloroform-isoamyl and a sucrose gradient is used to 

isolate appropriately sized fragments. Selected DHSs fragments are then labeled with 

fluorescent dye, and hybridized on microarrays.  

 

These methods were initially used to detect DHSs across 1% of the human genome 

for the ENCODE pilot project. More than 2,500 DHSs were identified and were found 

to fall most often within evolutionarily conserved, and gene-rich regions; some of 

them were cell-type specific [140]. The majority of them occurred more than 10 kb 

away from annotated genes. Surprisingly, more than 80% of them formed large DHS 

super-clusters separated by 100-500 kb implying the existence of higher-order 

organization of chromatin structure [140,141]. Another study of DNase-chip enabled 

the detection of ~4000 DHSs in 6 human cell lines [142]. 22% of the DHSs identified 
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in this study were ubiquitously present across cell lines and a large number of them 

were bound by CTCF. In addition, a large number of cell-type specific DHSs were 

enriched for enhancers and were correlated with both cell type-specific gene 

expression and cell-type specific histone modifications [142].  

 

With the advent of massively parallel sequencing technology, DNaseI microarray-

based assays have being replaced by the high-throughput sequencing-based 

technology. DNase-seq, adapted from DNase-chip [143], was first used to identify 

~95,000 DHSs in human primary CD4+ T cells [143]. DNase-seq showed higher 

sensitivity detection of DHSs over DNase-chip assays. Thus, more studies have used 

DNase-seq to detect DHSs from various cell types in diverse organisms. In 

Drosophila, DNase-seq was used to profile DHSs and explore the changes of 

chromatin landscape during five stages of embryonic development [144]. In 

mammals, ~70,000 DHSs were identified in male and female mouse livers and 1,284 

DHSs of them showed robust sex-related differences [145].  Recently, ENCODE 

identified ~2.9 million DHSs that were derived from 125 diverse cell and tissue types 

in human, with an integrative analysis revealing novel relationships between 

chromatin accessibility, transcription, DNA methylation, and regulatory factor 

occupancy patterns [146]. In addition, correlated locations of distal DHS with their 

target promoters enabled systematic pairing of different classes of distal DHSs and 

specific promoter types [146].  

 

The sensitivity of the DNaseI hypersensitivity assay may be limited because the 

specific regulatory complexes, bound at each open chromatin site, could affect the 

ability of DNaseI to cut or formaldehyde to crosslink [147]. Therefore, using only one 

particular technique to detect nucleosome-depleted regions is not sufficient. 

Integrating DNaseI hypersensitivity with other open-chromatin region detection 

techniques such as formaldehyde-assisted isolation of regulatory elements (FAIRE) 

assay (FAIRE-chip/FAIRE-seq) [148], and Sono-seq (a variant method of FAIRE-

seq) [149] is essential to enable high-confidence  comprehensive detection of open 

chromatin regions [147]. Although open chromatin regions identified using these 

approaches cannot determine the particular types of cis-regulatory elements, 

integrating the results with data from other approaches, such as ChIP-seq, can be used 

to further classify open chromatin regions to each type of cis-regulatory element.          
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1.4 Studying long-range chromatin interactions using chromosome 

conformation capture (3C)-based technologies  
 

During the past decades, experimental techniques have been developed to study 

genome architecture and function. One of these techniques, DNA fluorescence in situ 

hybridization (DNA-FISH) [150] has been used as an important tool to allow the 

identification of some features of spatial genome organization (reviewed in [151-

154]). DNA-FISH offers the measurement at the single cell level, which is the 

greatest advantage of this technique. However, it is limited by its resolution and the 

severe treatment of chromosomes during sample preparation. Thus, the need for new, 

minimally invasive experimental techniques to analyze the spatial organization of the 

genome at high resolution is essential. A considerable portion of this thesis is focused 

on the application of 3C coupled with massively parallel sequencing (3C-seq) to 

investigate long-range gene regulation during erythropoiesis. In this section, the 

various techniques for investigating chromosome capture are described in more detail. 

 

1.4.1 Chromatin Conformation Capture (3C) 

 

The 3C assay was developed by Job Dekker and colleagues in 2002 [155] to analyze 

the spatial organization of chromatin interactions at high resolution, originally in 

yeast. The principle of 3C is outlined in Figure 3A. Isolated cells are treated with a 

cross-linking agent to preserve in vivo nuclear proximity between DNA sequences.  

DNA isolated from these cells is then digested using a primary restriction enzyme, 

typically a 6-base pair cutting enzyme such as HindIII, BglII, EcoRI or BamHI. A 

more frequent cutter such as DnpII can also be used for studying smaller loci. The 

digested DNA products are then ligated under diluted conditions to favor intra-

molecular over inter-molecular ligation events. This digested and ligated chromatin 

yields composite sequences representing (distal) genomic regions that are in close 

physical proximity in the cell nucleus. The cross-linking in digested and ligated 

chromatin are then reversed and individual ligation products are detected and 

quantified by the polymerase chain reaction (PCR) using locus-specific primers.  
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The initial study by Dekker et al. [155] generated a matrix of interaction frequencies 

to determine the average three-dimensional conformation of yeast chromosome III, 

demonstrating the shape of a contorted ring of chromosomes in vivo [155]. 

Afterwards, the 3C technique has been applied to detect physical interactions between 

regulatory elements and their targets in mammalian cells. For instance, 3C was used 

to demonstrate the looped conformation between the β-globin gene and the LCR that 

is specific to erythroid cells where the gene is expressed [51]. 

 

The 3C technique has also been used to demonstrate physical chromatin interactions 

at other genomic loci, both within and between chromosomes. For instance, in cis, 

Murrell and colleague used 3C to demonstrate that differentially methylated regions 

(DMRs) of the imprinted IGF2 gene and noncoding H19 gene interact in mice [156].  

These interactions described the maternal and paternal allele epigenetic switch for 

IGF2 gene when it moved between an active and a silent chromatin domain. In 

addition, the T helper type2 (TH2) cytokine gene loci has also been demonstrated to 

physically interact with its activator LCR, located ~120 kb from the cluster of 

cytokine coding genes [157]. Furthermore, erythroid-specific DHSs located within the 

introns of C16ORF35 physically contact with -globin target genes [158].   

 

Inter-chromosomal or trans-interactions have also been demonstrated by 3C. The 

initial study investigating trans-interactions reported that in murine naïve CD4+ T 

cells, the IFNG gene located on chromosome 10 strongly interacts with the DHSs of 

the TH2 LCR located on chromosome 11. The interactions are greatly reduced after 

the differentiation of naïve T cells to TH1 or TH2 cells, whereas non-T cell types did 

not exhibit these interactions [159]. Another example is the H enhancer element 

located ~75 kb upstream of MOR28, one of the odorant cluster receptor genes on 

chromosome 14, associates with multiple odorant gene promoters on multiple 

chromosomes. The interaction between the H element and an individual odorant gene 

promoter regulates the expression of the gene [160]. These studies suggested the 

importance of inter-chromosomal interactions and proposed how the deletion of 

genetic elements on one chromosome can affect the expression of target genes located 

on other chromosomes. 
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3C technology has also demonstrated the role of insulators [59]. As described in the 

previous section, insulators are DNA elements that have ability to protect a gene or 

cluster of genes from the influence of neighboring cis-regulatory elements. The 

cellular functions of insulators are dependent on the spatial organization within the 

nucleus. Using 3C, CTCF was demonstrated to mediate the formation of an ACH to 

promote the coordinated transcription of β-globin genes during erythroid 

differentiation [73]. The most obvious example of well characterized CTCF contacts 

is the mechanism of gene regulation at the imprinting IGF2/H19 locus.  The ICR 

located ~5 kb upstream of the noncoding H19 locus has been shown to physically 

interact with DMRs (DMR1 and DMR2), located around the IGF2 gene [74]. These 

contacts are different on the two alleles. On the maternal allele, ICR is bound by 

CTCF and forms multiple chromatin loops to prevent physical interactions between 

the IGF2 gene and its enhancers.  On the other hand, on the paternal allele, the ICR is 

methylated therefore inhibiting the binding of CTCF. Consequently, the IGF2 gene is 

able to interact with its enhancers to ensure that the IGF2 gene is expressed only from 

the paternal allele.  

 

3C technology has revolutionized the study of spatial chromosome organization and 

chromatin interactions at specific loci. However, the original technique is still low 

throughput and hypothesis-driven, since it relies on locus-specific PCR primers and 

can only be used to interrogate chromatin interactions between preselected sequences. 

3C is suitable to detect interactions when target regions are close in the linear 

chromosomal distance.  However, 3C PCR becomes unreliable when the target 

interacting regions are separated over distances more than a few hundred kb away 

from each other. For that reason, genome-wide scale methods such as microarray and 

high-throughput sequencing have been leveraged to develop methods to adapt 3C for 

generation of high-throughput, high resolution chromatin interaction profiles.  A 

number of high throughput 3C-based methods were developed for the purpose, 

including: (1) 3C-on-chip and circular 3C (4C)[161,162], a genome-wide scale 

method to identify interactions involving a specific fragment of choice (a 

‘viewpoint’), (2) 3C-carbon-copy (5C) [163,164], the identification of interactions 

with many viewpoints within a confined genomic region, and (3) Hi-C [165], the 
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identification of interactions between all genomic sites. The summarized description 

for each 3C-based method and its application is reviewed in [166].  

 

Figure 3. The experimental techniques use to identify chromatin interactions 
consisting of : (A) 3C, (B) 3C-on-chip (4C), and (C) 3C-seq/4C-seq. 3C is a classical 
method that is suitable to detect interactions when target regions are close in the linear 
chromosomal template. 4C/3C-seq/4C-seq are genome-wide scale methods use to 
identify interactions involving a specific fragment of choice (a ‘viewpoint’). The 
figure is redrawn based on [161,166,167]. 
 

 

 

1.4.2 4C and 3C-seq/4C-seq 

 

4C is an acronym for chromosome conformation capture on chip (3C-on-chip) or 

circular chromosome conformation capture (circular 3C). 4C has been developed to 

identify interactions between all of genomic fragments present on the array and a 
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selected genomic region (“viewpoint”) [161,162]. These two variants of 4C have 

slightly different protocols. The circular 3C requires circular intra-molecule ligation, 

where ligation is carried out to form a circle such that both ends of the viewpoint are 

ligated to both ends of any interacting fragment. In contrast, in 3C-on-chip the 

ligation is carried out such that only one end of the viewpoint fragment is required to 

ligate with one end of the interacting fragment.  

 

The protocol for 4C is very similar to 3C (Figure 3B, 3C). Isolated cells are fixed and 

cross-linked. DNA is isolated from these cells and is digested using a primary 

restriction enzyme, typically a 6-base pair cutting enzyme such as HindIII, EcoRI or 

BamHI. The digested products are ligated under diluted conditions and are then de-

crosslinked. The de-crosslinked products are subjected to a second restriction digest 

using secondary restriction enzyme to decrease the fragment sizes (e.g. Nla III or Dpn 

II). The digested DNA is then ligated again under diluted conditions, creating small 

circular fragments. These fragments are inverse PCR-amplified using primers specific 

for any genomic region of interest (e.g. promoter, enhancer, or any other element 

potentially involved in long-range interactions). The amplified fragments are then 

purified and either hybridized to a microarray (3C-on-chip), or subjected to massively 

parallel sequencing (3C-seq/4C-seq). 3C-seq uses the same protocol as 4C-seq, but 

was developed by different laboratories [133,168]. Although they are the same 

protocol, 3C-seq normally uses 6-base pair cutter enzymes for both primary and 

secondary restriction, whereas 4C-seq uses 4-base pair cutters for both restrictions.   

 

4C was initially used to demonstrate that active and inactive genes are engaged in 

many long-range intra- and inter-chromosomal interactions. 4C analysis of the β-

globin gene, using the LCR hypersensitive site 2 (HS2) as the viewpoint, 

demonstrated significant differences in chromatin contacts between the LCR and the 

β-globin gene in fetal liver, where the gene is actively transcribed, compared to fetal 

brain, where the gene is not transcribed [161]. Interaction profiles demonstrated that 

the β-globin gene in fetal liver interacts with other active regions in both cis and trans 

when it is actively transcribed, whereas the silent β-globin gene in fetal brain prefers 

to contact other inactive regions. This observation suggests that the chromatin 

conformation of the β-globin locus is tissue-specific.  
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Significant differences in chromatin conformation between tissue types have also 

been demonstrated at the Myb locus. Myb, encoding the c-Myb transcription factor, is 

a key hematopoietic regulator required for maintaining a proper balance between 

erythroid cell proliferation and differentiation [169-171]. Many reports have shown 

that intergenic regions located between Myb and Hbs1l spanning ~110 kb are the 

target binding sites of the key hematopoietic TFs [133,172,173]. These binding sites 

may represent distal regulatory elements involved in the regulation of Myb 

expression. 3C-seq analysis using Myb promoter as the viewpoint revealed high 

interaction signals between Myb promoter and the binding sites of TFs complex in 

fetal liver, which expresses high levels of Myb, while interactions in fetal brain, which 

expresses low levels of Myb, were relatively low or absent [174]. This result suggests 

that the regulatory regions interact with the promoter of the Myb gene in tissue-

specific manner. This study also demonstrated dynamic changes in the spatial 

organization of the locus during erythroid differentiation. 3C-seq was used to 

demonstrate that the ACH formed by the contacts between Myb promoter and TFs 

complex binding sites is destabilized toward differentiation. The enhancers are no 

longer in contact with the Myb gene, in agreement with the loss of TF occupancy at 

the binding sites, and a loss of transcriptional activity of the locus [174].  

 

HOX genes are sequentially transcribed during the body patterning development in 

vertebrates [175]. The changes of chromatin modifications and structures regulate the 

collinear gene expression pattern of these developmental genes [176]. Recent 4C-seq 

analyses have demonstrated dynamic changes in the chromatin conformation of the 

HOX gene cluster (HOXA to HOXD) [177]. Interaction profiles generated using 

multiple genes as viewpoints have revealed comparable domains of contacts in 

forebrain cells, where all HOX genes were inactive. The viewpoints of these inactive 

genes mostly interacted with random genomic regions with no specific contacts and 

overlapped with domains of the repressive histone mark H3K27me3. On the contrary, 

4C-seq analyses of anterior trunk and posterior trunk cells showed bimodal interaction 

profiles between the viewpoints and their associated genomic contacts. These 

interactions separated gene clusters into two distinct chromatin compartments [177]. 

These results suggested that HOX genes associate into a single three-dimensional 

(3D) chromatin structure when genes in the cluster are inactive.  Once genes are 
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sequentially active during body patterning development, new activated genes 

progressively migrate from the inactive chromatin structure and cluster into a 

transcriptionally active 3D chromatin organization that can be demonstrated by the 

bimodal shape of interaction profile for each progressively active HOX gene. 

 

The preference of physical contact between inactive regions seems to be common, 

since there are some indications that Polycomb group (PcG) proteins can be involved 

in mediating long-range chromatin interactions in nuclear space. Using 4C, some 

PREs were shown to interact over long distances to mediate gene silencing in 

Drosophila [53]. In mammals, a repressive chromatin hub formed by multiple 

chromatin loops, has been demonstrated to be responsible for the silencing of GATA4 

[54]. This chromatin structure was mediated and maintained by PcG. These 

observations suggest that long-range chromatin interactions among PcG binding 

domains are a general phenomenon. 4C interaction profiles revealed that PcG target 

genes prefer to interact with other PcG targets. However, these interactions are 

constrained by the chromosome architecture since the long-range interactions between 

PcG targets occur almost exclusively on the same chromosome arm [178]. Therefore, 

distinct territories of the chromosome structure may limit contact between two 

chromosome arms [178]. This phenomenon can be observed from other 4C and Hi-C 

studies in mammals, where intra-chromosomal interactions occur more frequently 

than inter-chromosomal contacts [161,165,174,177].   

 

4C has also been used to address whether chromatin interactions are a cause or a 

consequence of gene activity. Many studies confirmed that active genes dynamically 

co-localize into the nuclear space, termed “transcription factories” [179-181]. These 

active genes move into or out of these factories resulted in the changes of chromatin 

conformation structure [180-182].  A modification of 4C protocol, e4C (enhanced 

ChIP-4C), which includes an additional RNAPII at Ser-5 phosphorylation ChIP 

enrichment step, was developed to investigate the co-localization in the nuclear space 

of actively transcribed erythroid responsive genes Hba and Hbb within transcription 

factories [180]. This study demonstrated that mouse globin genes preferentially 

interact with hundreds of other transcribed genomic loci in transcription factories and 

that the majority of potential globin genes contacts occur with genomic regions from 

trans-chromosomes. These observations suggest that globin genes and other active 
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genomic regions are moved to the transcription factories with a varied subset of their 

preferred transcriptional partners (TFs) to facilitate their transcriptional activation, 

resulting in changes in chromosome conformation.  However, various transcription 

inhibition studies often fail to show a significant influence of chromosome 

conformational changes [183,184] on gene expression.  

 

4C-seq has been applied to investigate the differences in chromatin conformation 

between the active and inactive X chromosome in female cells [185]. In mammals, 

female has two X chromosomes. One X chromosome per cell undergoes X-

chromosome inactivation (XCI), in order not to have twice as many X chromosome 

gene products as in male. Random XCI is initiated by the upregulation of the 

noncoding Xist gene during early embryonic development [186]. During the 

accumulation of Xist RNA, various silencing-related factors are recruited to target 

silence regions in the X chromosome. These factors consist of PcG protein complexes 

PRC1 and PRC2; the recruitment of the latter leads to the deposition of H3K27me3 

[187]. Thus, most genes on the inactive form of X chromosome are silenced. 4C-seq 

analyses using multiple gene loci as viewpoints were used to demonstrate in both 

active and inactive X chromosomal forms. In the active X chromosome, active genes 

MeCP2 and Jarid1C interact with each other and share a distinct set of interactions 

with other active genes in both cis and trans, whereas the inactive genes Slitrk4 and 

Pcdh11x interact with each other and share a set of interactions with other inactive 

loci. In the inactive X chromosome, the majority of genes showed a near complete 

loss of interactions except a small subset that can escape XCI, such as the Jarid1C 

gene. This gene showed many specific interactions with regions on other 

chromosomes and interacts with other identified genes that escape XCI [185]. These 

results suggested that the chromatin conformation of active and inactive X 

chromosomes is completely different. Deletion of Xist in the inactive X chromosome 

showed a dramatic reduction of H3K27me3, whereas the interactions regained from 

the depletion of Xist located on the inactive X chromosome seem to have similar 

interactions as those on the active X chromosome [185]. 

 

4C-based approaches are suitable for studying genomic interacting partners of any 

given genomic region of interest such as promoter, enhancer, or any other cis-

regulatory or structural element. The analyses of 4C and 3C-seq/4C-seq for studying 
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chromatin interactions at specific loci can vary depending on the type of question to 

be answered (as described in the previous examples). However, these approaches are 

limited to the detection of only “one versus all” strategy, which is not sufficient to 

explain the chromatin structure at complex loci. Other technologies such as 5C and 

Hi-C can be used to address this limitation of 4C-based methods. The resolution of 

4C-based approaches is dependent on the restriction enzyme used. A 6-cutter 

restriction enzyme is typically used in the 4C protocol and cuts once every few kb. A 

more frequent cutter such as a 4-cutter can potentially increase the resolution but may 

also increase the noise and decrease statistical power per fragment, requiring 

windowing approaches to establish significant interactions [168]. 4C-based 

approaches normally capture high signals of interactions near the viewpoint because 

DNA sequences near the viewpoint have an increased chance of being non-

specifically captured during chromatin cross-linking and digestion. Therefore, 

interaction signals near the viewpoint are biased and may not be sufficiently reliable 

for the detection of interactions involving regions that are located very close to the 

viewpoint. During the data analysis, one has to take the nature of this bias into 

account to quantify detectable interaction signals. Other potential biases come from a 

number of steps that can locally differ in efficiency. These biases could be due to 

differences in the efficiency of crosslinking, restriction digestion, ligation, PCR 

amplification, and microarray hybridization or sequencing. Some of the biases are 

relatively common to other high-throughput protocols. Thus, to reduce the biases, 

biological and/or technical replicates and robust data analysis methods are required to 

ensure reproducible biological interpretation.      

 

 

1.5 Transcription factor binding complexes and their role in gene 

regulation during erythroid differentiation 
 

The hematopoietic system has served as a classical model for studying transcriptional 

control during multi-lineage differentiation [188-190]. Pluripotent stem cells in this 

system generate progenitor cells that can further differentiate into more than ten 

distinct types of mature blood cells [191]. Differentiation from hematopoietic stem 

cells (HSCs) to a specific lineage requires the trigger of a relatively small number of 
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critical transcription factors that are sequentially expressed and are largely restricted 

to that specific lineage. These factors include well-studied TFs such as GATA1, 

GATA2, FOG1, SCL/TAL1, LDB1, ETO2, EKLF, PU1, LYL1, LMO2, GFI1B and 

RUNX1 (reviewed in [192-194]). Gene-targeting knockout in mouse models for these 

crucial factors leads to the development of specific hematological malignancies 

[190,195]. Distinct multi-protein complexes of these factors have been demonstrated 

to have critical roles in specification and biological function of HSCs, and also in the 

development of specific mature blood lineages.  

 

One of the branches of hematopoiesis that has been well studied with respect to TF 

involvement is the formation of red blood cells, called erythropoiesis. Formation of 

distinct multi-protein complexes including GATA1, SCL/TAL1, LMO2, LDB1, and 

KLF1 is important for the control of transcription during erythropoiesis [195]. The 

repertoire of multi-protein complexes and the cellular mechanisms involved in the 

activation and repression of specific genes is not completely known. Therefore, 

significant effort has been expended, using new techniques such as ChIP-seq, to 

identify the binding sites of individual regulators, as well as to characterize the 

relationships between them. To understand the roles of regulators in transcriptional 

activation or repression, ChIP-seq can be integrated with gene expression profiles to 

provide new information and to build regulatory networks that describe the regulatory 

mechanisms underlying erythropoiesis. Recently, several studies have reported a 

number of TFBS identified by ChIP-seq, for both individual factor and multiple 

factors of key erythroid factors. For instance, GATA1 binding sites have been 

reported in several mouse and human erythroid cell lines [133,196-199]. Genome-

wide occupancy of GATA1 from all studies revealed that ~10-15% of GATA1 

binding sites are located at the proximal promoter regions, whereas the remainder 

occurs at distal regulatory elements distributed in both intra- and inter-genic regions 

[133,196-199]; these identified elements are also enriched for active histone marks 

such as H3K4me1, H3K9ac, and H3K27ac [199]. Integrating patterns of GATA1 

occupancy with gene expression profiles demonstrated that GATA1 activates a large 

number of genes in concert with other factors and co-factors known as the LDB1 

complex. This complex consists of several crucial factors such as GATA1, LMO2, 

E2A, and SCL/TAL1 as well as co-factors like ETO2, MTGR1, and CDK9 [133].  

This activation complex assembles at the E-box-GATA1 DNA motifs spaced 9-11 
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nucleotides apart [195]; derived motifs from ChIP-seq data revealed a preference for 

TG dinucleotide upstream of WGATAR, with a preferred consensus (C)TGN7-

8WGATAR [133]. This protein complex activates target genes via the formation of a 

chromatin loop, as demonstrated by 3C-seq analyses at both -globin and Myb locus 

[133,174]. GATA1 has a role not in only gene activation but also in the repression of 

a large number of target genes during erythropoiesis [198]. However, the components 

of the GATA1 repressive complex are not completely known or understood. A recent 

study suggested that GATA1 potentially recruits components of the repressor GFI1B 

complex via LSD1. This recruitment may remove H3K4 methylation at genes 

expressed during the earlier stages of erythroid development such as at the GATA2 

gene. The PRC2 complex may then act to mediate and stabilize gene silencing at a 

subset of genes [198].  

 

Similar to GATA1, SCL/TAL1 is present at all GATA binding elements that activate 

target genes, and depleted at sites where GATA1 acts as a repressor [200]. ChIP-seq 

analysis of SCL/TAL1 revealed approximately 3,000-5,000 binding sites, mostly 

found at distal regulatory regions similar to those observed for GATA1 binding 

[133,200,201]. SCL/TAL1 physically interacts with E2A with the help of LMO2 to 

form the LDB1 complex, which is involved in the activation of a large number of 

target genes. To repress target genes, SCL/TAL1 may recruit the co-repressors ETO2 

and MTGR1 to mediate gene silencing, since some SCL/TAL1 target genes are de-

repressed when the binding level of ETO2 and MTGR1 is depleted during 

differentiation [133,200].  

 

As described previously, GATA1 and SCL/TAL1 are components of the LDB1 

complex. The LDB1 complex is a key regulatory complex during erythroid 

maturation [202]. ChIP-seq analysis of the LDB1 complex in MEL cells during the 

induction of differentiation revealed that the LDB1 complex changes during 

differentiation [133]. Importantly, the co-repressors ETO2 and MTGR1 showed 

significant decreases in both binding intensity and the number of binding sites 

towards the terminal stage of differentiation, suggesting that the full LDB1 complex 

binds to genes that are poised to be expressed in the earlier stage. After induction of 
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differentiation, the LDB1 complex dynamically changes to activate target genes while 

the levels of the co-repressors ETO2 and MTGR1 are decreased [133]. 

 

KLF1, a zinc finger transcription factor that binds to DNA at the CACC box motifs, is 

one of the key erythroid factors, and is remarkably erythroid-restricted [203]. ChIP-

seq analysis of KLF1 revealed between 945 and 1,380 binding sites in primary 

erythroid cells; ~10% of these sites located within 1 kb of the TSS, whereas the 

remainder were distributed > 10 kb away from TSSs [172]. About a half of these 

identified KLF1 binding sites are within 1 kb of the GATA1 binding sites that overlap 

with a small number of SCL/TAL1 binding sites. This suggests a KLF1/GATA1 

complex, which is distinct from the complexes that contain SCL/TAL1. Surprisingly, 

many binding sites of KLF1 are not co-occupied by P300, suggesting KLF1 functions 

at these sites in a P300-independent manner [204]. As demonstrated by the integration 

of ChIP-seq and expression profiles of wild-type and the Klf1-/- cells, these two 

distinct KLF1/GATA1 complexes activate a large number of target genes involving in 

terminal erythroid differentiation and maintaining of homeostasis within the erythroid 

compartment [172]. Recent mRNA-seq analysis identified additional KLF1 target 

genes and demonstrated that KLF1 targets are not only the genes responsible for the 

production of hemoglobin, but also include regulators of the cell cycle, membrane and 

cytoskeletal components, and apoptosis [204].  
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2. Present investigation 
 

This thesis was a part of, and supported by, the European Transcriptome, Regulome 

and Cellular Commitment Consortium (EuTRACC), therefore the aims for this thesis 

have been proposed to support the scientific objectives of EuTRACC, specifically 

focusing on following topics: 

 

• To study protein complexes of basic, general and tissue-specific transcription 

factors, and their interacting partners in hematopoietic cell types; this thesis has 

focused on the identification of TFBSs of several key factors and the 

characterization of the binding patterns of protein complexes involved in gene 

regulation during hematopoietic development, primarily during erythropoiesis. 

   

• To develop computational procedures, bioinformatics methods, and tools for the 

analysis and visualization of next-generation sequencing data; specifically 

focusing on the development of high-throughput sequencing data analysis 

pipelines, including data visualization software (implemented in R statistical 

programming environment) to allow the public dissemination of findings.  

 

• To perform an integrative computational analysis of large-scale experimental data, 

specifically using data generated from ChIP-seq, microarray and/or RNA-seq, and 

3C-seq technologies, with the aim of generating new hypotheses and acquiring 

new biological knowledge on mammalian gene regulation. 

 

2.1 The genome-wide dynamics of the binding of LDB1 complexes 

during erythroid differentiation (Paper I) 
 

LDB1 is known to form a protein complex with GATA1 and TAL1. This complex is 

critical for the differentiation of the erythroid cell lineage [200,205,206]. To study the 

importance of the LDB1 complex during erythropoiesis, we took the advantage of the 

MEL cells, which correspond to the proerythroblast stage of erythroid differentiation. 

MEL cells were induced to differentiate with 2% dimethylsulfoxide (DMSO) for 4 

days to erythrocyte-like cells. To identify binding sites of the LDB1 complex, we 
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performed ChIP-seq analysis for individual factors that are known to be involved, 

consisting of LDB1, GATA1, SCL/TAL1, ETO2 and MTGR1, both before and after 

differentiation. Using a comprehensive bioinformatic analysis to identify binding 

sites, we were able to detect 4,271 and 4,982 LDB1 binding sites, 5,368 and 5,205 

GATA1 binding sites, 671 and 4,173 SCL/TAL1 binding sites, and 2,159 and 480 

ETO2/MTGR1 binding sites before and after differentiation, respectively. The 

binding site analysis showed that a large number of LDB1 occupied regions are bound 

by GATA1 and TAL1 in both stages. Motif analysis of the top scoring LDB1 binding 

sites confirmed a preference for binding of the LDB1 complex to the E-box-GATA1 

motif with a preferred consensus DNA motif of (C)TGN7–8WGATAR, which is 

known to be the binding motif of SCL/TAL1 and GATA1. We noted that the 

observed E-box motif in our study is different from the previously published E-box 

sequence (CANNTG) [207]. Our observations have established that the LDB1 

complex is the most prevalent complex involved in the regulation of terminal 

erythropoiesis.  

 

We observed that the LDB1 complex changes the number of binding sites and the 

binding intensity (peak height) of its protein complexes during MEL cell 

differentiation. There was a significant net decrease in the relative binding intensity of 

co-repressors ETO2 and MTGR1, whereas the relative binding intensity of LDB1 and 

TAL1 was increased towards an activating state. This change was observed at Epb4.2, 

Alas2, and Slc22a4 genes, which are target genes of the LDB1 complex and are 

induced late during erythroid differentiation. To allow genome-wide identification of 

target genes of the LDB1 complex, gene expression profiles from MEL cells both 

before and after differentiation were analyzed and integrated with regions that were 

identified as being occupied by the LDB1 complex. Integrative analysis showed that 

the LDB1 complex acts almost exclusively as an activator, since most of upregulated 

genes are direct targets of the complex (with binding sites located within 50 kb of the 

TSS), whereas the most strongly downregulated genes showed no evidence of binding 

of the LDB1 complex. Many of the identified direct target genes were involved in 

different pathways such as heme biosynthesis, cell cycle, apoptosis, and gas transport. 

This result suggested that the complete LDB1 complex, which contains ETO2 and 

MTGR1, binds to target genes that are poised to be expressed during the earlier stage 

(before differentiation). After the induction of differentiation, the LDB1 complex 
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dynamically changes to activate target genes while the levels of ETO2/MTGR1 are 

decreased and LDB1/TAL1 are increased toward the terminal stage of differentiation.  

 

The binding distribution of the LDB1 complex around target genes also showed that 

the complex frequently binds downstream from the TSS, and is typically found in the 

first intron of a gene. We observed a clear difference in the binding pattern of the 

LDB1 complex between target genes with high-CpG and low-CpG promoters. In 

high-CpG promoters, the binding sites were commonly found between 1 and 3 kb 

downstream from the TSS, whereas in low-CpG promoters, most binding sites were 

found in the promoter. This result suggested that the LDB1 complex binds differently 

to different types of core promoters, with low-CpG promoters being associated with 

specific expression in terminally differentiated tissues [9] and high-CpG promoters 

being associated with either housekeeping genes or developmentally regulated genes 

[208].  

 

Although the binding sites of the LDB1 complex are distributed around promoter 

regions, we observed that clusters of binding sites are often located at a long distance 

from genes, which are (possibly) upregulated and are developmental genes. These 

genes may be regulated by long-range interactions. To determine whether the LDB1 

complex is involved in mediating long-range interactions involving target genes, we 

performed 3C-seq using the β-globin gene (β-major promoter) as the viewpoint. 3C-

seq analyses revealed that β-major promoter interacts with binding sites of the LDB1 

complex that are located within the LCR. This result suggested that binding sites of 

the LDB1 complex mark positions of sites involved in long-range interactions. 

 

2.2 The updated JASPAR database with new matrix profiles derived 

from high-throughput sequencing data (Paper II) 
 

While we were analyzing LDB1 complex-binding sites from ChIP-seq data, we 

derived PWMs for individual factors using a thousand of actual binding DNA 

sequences. Our derived profiles from ChIP-seq data, using a large number of 

representative target sequences, obviously improved existing matrices found in 

JASPAR database [89] because ChIP-seq provides higher information content than 
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the original ones, which were derived using the SELEX assay. We therefore updated 

existing matrix profiles in JASPAR database with the first batch of matrix profiles 

derived from ChIP-seq data. We have expanded the number of matrix profiles and 

updated existing matrices for the JASPAR core database and also derived and curated 

PWMs from other genome-wide methods such as ChIP-chip, a comprehensive protein 

binding matrix (PBM) experiment [91], and new literature-based profiles from 

PAZAR [209]. Currently, JASPAR contains 457 non-redundant matrix profiles. 

 

2.3 Dynamic long-range chromatin interactions control Myb proto-

oncogene transcription during erythroid development (Paper III) 
 

During the analysis of the binding of components of the LDB1 complex [Paper I], we 

observed that, although the LDB1 complex was found to bind at promoter regions, its 

bindings sites were most frequent in gene introns and often located more than 100 kb 

away from annotated genes and showed a preference towards intergenic regions.  

Using an integrative analysis of ChIP-seq and 3C-seq, we demonstrated that the 

cluster of multiple distal LDB1 binding sites interacts with β-globin locus, and these 

interactions appear to increase upon differentiation, suggesting that the LDB1 

complex marks the formation of chromatin loops, which are important for β-globin 

gene activation [Paper I].  

 

Several clusters of LDB1 complex binding sites were observed in intergenic regions. 

One interesting example was identified within the Myb-Hbs1l intergenic region, a 135 

kb region known to harbor a set of common intergenic single nucleotide 

polymorphisms (SNPs) and other variants that were highly associated with clinically 

important human erythroid traits [210-212]. Since Myb, encoding the c-Myb 

transcription factor, is a key hematopoietic regulator and plays a pivotal role in 

maintaining a proper balance between erythroid cell proliferation and differentiation 

[169-171], we performed an integrative analysis of ChIP-seq and 3C-seq to identify 

the presence of erythroid-specific long-range interactions between intergenic LDB1 

complex-binding regions and Myb gene during MEL cell differentiation. ChIP-seq 

analysis showed five LDB1 binding sites in MEL cells and in primary mouse 

erythroid progenitor cells from fetal liver, located -36, -61, -68, -81, and -109 kb 
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upstream of the Myb transcription start site. Using a luciferase reporter gene assay, we 

found that these regions appeared to function as enhancers, and were associated with 

strong binding of P300, RNAPII, H3K4me1, and H3K27ac. Interestingly, the -81 kb 

binding site was co-occupied by KLF1, one of the master erythroid-restricted 

regulators [171] .  

 

3C-seq experiments were performed using the Myb promoter as a viewpoint on fetal 

liver erythrocytes (expressing high levels of Myb) and fetal brain cells (expressing 

undetectable levels of Myb) to investigate whether these binding sites interact with the 

Myb gene via chromatin looping. The fetal brain cells were used as a negative control. 

Using our r3Cseq analysis pipeline [Paper IV], we reported that 3C-seq signals were 

detected to coincide with the binding of LDB1 complex, KLF1, and CTCF. 

Interaction frequencies of these regions in fetal liver erythrocytes were statistically 

significant and substantially higher than in fetal brain, where they were either absent 

or low. Interestingly, the repeat experiment using the -36, and -81 kb binding sites as 

the viewpoints clearly demonstrated that these sites interact with the Myb promoter 

and the adjacent CTCF-bound intron 1 element. Thus, 3C-seq data confirmed the 

presence of erythroid-specific long-range interactions between intergenic binding 

sites, Myb promoter, and the first intron bound by CTCF, suggesting the formation of 

an ACH coincident with upregulation of Myb expression.  

 

We further investigated the association between the CTCF-bound intron 1 element 

and markers of productive transcription elongation, Ser2-phosphorylated RNAPII and 

H3K36me3. We observed that the transition to productive transcription elongation 

occurs around the CTCF-bound intron 1 element.  

 

Since Myb expression is decreased during differentiation of MEL cells, while nearby 

genes (Hbs1l or Ahi1) are unaffected, we decided to investigate the dynamics of long-

range chromatin interactions that lead to the loss of Myb expression during cellular 

differentiation. To this end, we analyzed 3C-seq data obtained from MEL cells before 

and after differentiation, using the Myb promoter as a viewpoint. 3C-seq data analysis 

during differentiation demonstrated that in non-induced MEL cells (expressing high 

levels of Myb), interacting regions are similar to those found in fetal liver erythrocytes 

and often overlapping with intergenic enhancers. Strikingly, upon induction of 
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differentiation these interacting regions showed much lower interaction signals. These 

results revealed the loss of interactions between the promoter and intergenic 

regulatory regions upon cellular differentiation, suggesting that Myb downregulation 

upon erythroid differentiation is accompanied by loss of communication between Myb 

promoter, Myb intron 1 element (bound by CTCF), and intergenic enhancers. We 

therefore proposed a Myb ACH model, which consists of the Myb promoter, intron 1 

element, and distal enhancers. In erythroid progenitors, this ACH primarily maintains 

high-level of the Myb expression with a local high concentration of RNAPII, 

transcription and elongation factors. During terminal differentiation, the ACH is 

destabilized due to a loss of contacts between the Myb promoter and intergenic 

regulatory regions, resulting in decreased Myb transcription.  

 

Our analysis provides a framework for further study in human erythroid cells, where 

the MYB-HBS1L intergenic region has long been suspected to possess a regulatory 

function. The region harbors several SNPs associated with clinically relevant human 

erythrocyte traits, e.g. the persistence of fetal hemoglobin in adults and pain crises in 

sickle cell disease [210-212]. The analysis of association between TF-bound elements 

that contain SNPs and the long-range chromatin contacts in Myb gene regulation may 

provide crucial information to investigate the functional impact of the erythroid 

phenotype-associated variants in human diseases. 

 

 

 

2.4 r3Cseq: an R/Bioconductor package for the discovery of long-

range genomic interactions from chromosome conformation 

capture and next-generation sequencing data (Paper IV) 
 

We performed 3C-seq studies to demonstrate the phenomena of long-range gene 

regulation via chromatin looping [Paper I and Paper III], while 3C-seq data analysis 

and tools were not available at that time. For this reason, we have developed a 

R/Bioconductor package called r3Cseq to perform the analysis of data generated by 

3C-seq technology. The package is built on and extends the functionality of existing 

Bioconductor packages. It is composed of several basic functions consisting of 
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aligned read manipulation, data processing, data normalization, identification of 

interacting regions and visualization. The package supports different experimental 

designs, e.g. either with or without a control experiment and either with or without 

replicates.  

 

We adapted existing methods used in high-throughput sequencing data analysis and 

applied them for data normalization and statistical testing to allow the identification 

of cis- and trans-interactions. To normalize 3C-seq data, we fitted the reverse-

cumulative distribution of reads per region to a power-law distribution. This 

normalization technique increases the statistical power of interaction signal detection. 

To detect significant interactions in both cis and trans, we adapted methods used in 

previous 4C [161] and 5C [213] studies. Our detection method corrects for any bias 

resulting from background signal and assigns an interaction score (q-value) to a 

specific restriction fragment or a defined window.  

 

Our r3Cseq package supports the identification of interacting regions in both 

restriction fragment-based and window-based methods, which is a great help to allow 

scientists to compare different ways of analyzing their dataset and to select the most 

suitable analysis for the interpretation of their data. To show the usefulness of the 

package, we have successfully demonstrated the use of r3Cseq to characterize long-

range interactions at the mouse β-globin locus [Paper I] and to study chromatin 

interactions in a structurally unexplored Myb locus [Paper III] in erythroid cells.  

 

Finally, r3Cseq is an R user-friendly tool that produces a range of plots specifically 

designed for the visualization of genomic regions at both the genome-wide and user-

defined level with additional genomic features, such as gene models. Its generated 

output consists of plain text and bedGraph files compatible with other visualization 

tools, such as the UCSC Genome Browser [214]. 

 

2.5 Genome-wide dynamics of P300 transcription factor complexes 

during erythroid differentiation (Paper V) 
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In paper I, we reported the genome-wide dynamics of the LDB1 complex (LDB1, 

GATA1, SCL/TAL1, MTGR1, and ETO2) during MEL cell differentiation. To gain a 

detailed insight in the dynamics of regulatory complexes in this system, we extended 

this work by conducting ChIP-seq experiments for additional factors consisting of 

RUNX1, GFI1B, FOG1, LSD1, LMO2, LMO4, P300, TIF1γ, CTCF and RNAPII, 

both before and after MEL cell differentiation. In this study, we focused on the 

analysis of the P300 complex, because it is known to mark regulatory sequences both 

in vitro and in vivo and is required for hematopoiesis [215-221].  

 

Multiple peak calling software were used to detect binding sites from ChIP-seq data, 

and we selected only consensus-binding sites generated using the combined detected 

regions from different software as representative binding sites for each factor. We 

reported the number of identified binding sites for all factors in both stages. These 

numbers varied between ~2,000 (FOG1 after differentiation) and ~110,000  (RNAPII 

before differentiation) binding sites. We observed that for most of the factors the 

number of identified binding sites is different before and after differentiation.  For 

example, the number of binding sites for TAL1, P300, and LMO2 were significantly 

increased, whereas the number of binding sites for RNAPII, RUNX1, ETO2, GFI1B, 

FOG1, LSD1, and TIF1γ were significantly decreased during differentiation. 

Interestingly, the key regulators, such as GATA1, LDB1, LMO4 and the insulator 

CTCF, showed negligible differences in the number of identified binding sites during 

differentiation.  

 

We have investigated how the binding intensity of each factor changes at individual 

binding sites during differentiation. One of the main problems for this investigation 

was that ChIP-seq library sizes from before and after differentiation are highly 

different in many data sets.  These differences may bias the analysis of the binding 

intensity comparison between two stages. To this end, we applied quantile 

normalization to normalize peak heights of binding sites before and after 

differentiation. ChIP-qPCR validation of a number of selected binding sites was 

found to validate the normalized binding signals from ChIP-seq data. We therefore 

applied this normalization technique genome-wide. We used P300 binding sites as 

reference points to identify its binding complexes. We assumed that P300 forms 

protein complexes with other factors when binding sites from other factors are located 



 37 

within ±250bp of P300 binding sites. Using this technique, we could retrieve 

normalized binding signals (Z-scores) for all factors in individual P300 binding sites 

to generate a P300 complex-binding matrix. This matrix was then subjected to 

unsupervised K-means clustering. Importantly, this analysis identified twelve distinct 

patterns of P300 binding complexes. These patterns exhibited different compositions 

of the P300 complex during MEL cell differentiation. Importantly, we did not find a 

clear pattern where P300 was alone in the complex (although P300 may form a 

complex with other factors which were not examined in this study), suggesting that all 

P300-containing complexes during erythropoiesis also contain key erythroid factors, 

and that no other types of P300-containing complexes exist in significant number. 

 

We have classified twelve binding patterns of the P300 complex into three different 

classes consisting of (1) binding patterns with no/low/moderate RNAPII binding 

signal (clusters A, C, D, E, F, H, I, K and L), (2) binding patterns with high signal of 

RNAPII (clusters B and J), and (3) the binding pattern with high signal of CTCF 

(cluster G). The distribution of these P300 binding patterns around the TSS showed 

that these classes are associated with enhancers, promoters, and insulators 

respectively. Each class showed different levels of DNaseI hypersensitive sites 

(DHSs), H3K27ac, H3K4me1 and H3K4me3. Indeed, cluster A, B, C, D, and J 

showed high signals of DHSs and H3K27ac. Clusters A, C and D, which were 

classified into the enhancer class, were marked by DHSs with high level of H3K4me1 

and low level of H3K4me3.  Clusters B and J, classified in the promoter class, were 

associated with DHSs marked by high level of H3K4me3 and low level of H3K4me1. 

These results revealed the characteristics of P300 binding patterns and confirmed the 

existence of biological relevance between computationally identified binding patterns 

and chromatin signatures. 

 

We next demonstrated that the P300 complex dynamically changes during 

differentiation. We observed that five out of twelve binding patterns (cluster A, C, E, 

F and L) contain all of the factors, while other clusters lose one or more factors in the 

complexes. Cluster A, C, D, and I showed strong binding intensity of P300 and key 

factors GATA1, LDB1, TAL1, GFI1B, and LSD1 were significantly increased, 

whereas FOG1, LMO2, LMO4, and TIF1γ were significantly decreased within the 
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complex during differentiation. Individual gene loci that are known to be induced late 

during erythroid differentiation were associated with multiple bindings of cluster A 

and C, such as Alas2 and Gata1. These clusters likely include the previously 

identified activating LDB1 complex [Paper I]. Interestingly, we showed that P300 

binding-intensity of cluster F, K and L significantly decreased during differentiation, 

resulted in the decreasing of binding-intensity in other factors in these complexes.  

 

Integrative analysis using P300 binding patterns and RNA-seq data generated both 

before and after differentiation showed a clear bias for cluster A, C, and E to contain 

significantly upregulated genes. Although less visible, clusters D, H and I also 

occurred preferentially around upregulated genes. This result suggested that these 

complexes activate their target genes, which may due to the increased binding 

intensity of P300. We thus defined these P300 binding patterns as the P300 activation 

complex. In contrast, we observed that clusters F and K, corresponding with the 

decrease of P300 binding intensity during differentiation, are strongly associated with 

downregulated genes. We thus defined these binding patterns as the P300-containing 

erythroid repression complex. Motif analysis revealed preferentially binding DNA 

motifs of both P300 activation and repression complexes.  Consistent with the 

previous study [Paper I] the activation complex contained a high fraction of 

TAL1::GATA1, suggesting that TAL1::GATA1 motif is important for erythroid gene 

activation. In contrast, the repressive complex contained a high fraction of the 

GATA1 motif only. Our findings were consistent with recent studies, which reported 

that the activation complex in erythroid cells tends to be assembled at the 

TAL1::GATA1 motif, whereas the repressive complex has either lost or has lowered 

levels of TAL1 [200,222-224]. We also observed that conservation (phastCons 30-

way) scores of TAL1::GATA1 motif found in the P300 activation complex are 

significantly higher than GATA1 motif found in the repression complex. Our results 

showed that the constraint on TAL::GATA1 motif occurs more frequently for 

transcriptional enhancement than for repression.  

 

We further demonstrated that the majority of differentially expressed genes are 

associated with multiple P300 binding patterns within 50kb upstream and 10kb 

downstream of genes. Multiple clusters occurred to be biased towards up- and down-

regulated genes when compared to genomic background. We next asked which pairs 
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of clusters were associated to the same target genes more often than expected by 

chance. Using cluster pair association analysis, we observed that the frequency of co-

occurrence of clusters A, C and/or E is significant in the proximity of upregulated 

genes, whereas clusters F and K are significantly co-occur in the proximity of 

downregulated genes. We also demonstrated how the co-occurrence of multiple P300 

binding patterns correlate with different gene expression levels. The cluster pair 

association analysis at different gene expression levels showed that clusters E and I 

are frequently co-occurred at lowly expressed genes, whereas clusters A, C, E, and B 

increase their co-occurrences from mid to highly expressed genes. Gene ontology 

analysis of multiple P300 complex-binding targets showed that target genes with 

multiple clusters were widely associated with some of the most important erythroid-

specific processes, including heme biosynthesis, hemoglobin metabolic process and 

erythroid differentiation. 

 

We finally associated our patterns of P300 complex-binding sites with eRNA derived 

from erythroid cells generated by Kowalczyk et al [225]. We identified 943 

extragenic and 1,266 intragenic P300 binding sites, which are associated with eRNAs. 

Interestingly, cluster A, C, and D, classified as the P300 activation complex, showed 

high fraction of intragenic/extragenic binding sites that produced eRNAs, whereas 

other clusters seems to have very low signal of eRNAs. Importantly, clusters A and C 

contain a high level of eRNA signal at binding sites that were associated with 

significantly upregulated genes. In contrast, there was very low/no signal of eRNAs at 

binding sites that were associated with significantly downregulated genes, and highly 

or lowly expressed genes which were not differentially expressed. These results 

suggest that our identified P300 activation complexes show evidence of transcription 

at active enhancers, which may imply that P300 activation complexes bind RNAPII 

and produce eRNAs to facilitate active transcription. 
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3. Discussion 
 

Technological advances, especially in high-throughput sequencing technologies, have 

significantly improved the identification and characterization of regulatory regions. 

This thesis describes my contributions to the analysis of massively parallel 

sequencing data for studying regulatory elements, their associated TF complexes and 

chromatin interactions that are essential for gene regulation during erythropoiesis.  

 

The identification and characterization of regulatory elements has been significantly 

improved in the past several years from using computational techniques to using 

ChIP-based genome-wide methods, which currently are the most efficient tool to 

directly identify TFBSs. Here, we used ChIP-seq technology to study regulatory 

elements generated from multiple TFs involving in erythropoiesis. ChIP-seq was 

conducted to profile binding sites bound by multiple proteins that are involved in the 

LDB1 complex (LDB1, GATA1, SCL/TAL1, ETO2, and MTGR1), both before and 

after MEL cell differentiation [Paper I]. To gain a detailed insight of TF involvement 

in this system, additional ChIP-seq experiments and data analyses involving other key 

factors (RUNX1, GFI1B, FOG1, LSD1, LMO2, LMO4, P300, TIF1γ, CTCF, and 

RNA Polymerase II (RNAPII) were performed [Paper V]. Short reads were generated 

from each factor yielding between ~6 million and ~53 million mapping reads [Paper I 

and V]. In total, there were about a half billion informative reads from ChIP 

experiments used in the downstream analysis. This massive amount of informative 

reads required the development and use of a set of bioinformatics tools for in-depth 

analysis. The results from the analysis of ChIP-seq data provided an invaluable 

resource for studying regulatory elements during erythropoiesis.  

 

Comprehensive ChIP-seq analysis pipelines have been implemented using the 

existing R/Bioconductor packages [99] such as ShortRead [226], Rsamtools, 

GenomicRanges [227], rtracklayer [228], and BSgenome packages, to facilitate data 

processing, manipulation, mining and visualization. These analysis tools have been 

used to identify the binding sites of multiple factors and to both discover the binding 

patterns of protein complexes and the correlation of these patterns with the expression 

level of associated genes [Paper I and V]. A customized set of analysis tool has been 
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used to demonstrate the association between identified protein-binding sites and their 

relationship with their target genes, as well as their target promoter types. When 

promoters were classified according to their CpG content; we discovered a clear 

difference in LDB1-binding distribution between high-CpG and low-CpG target 

promoters, demonstrating that different promoter types respond differently to 

proximal promoter versus mid/long-range regulatory inputs [Paper I]. The analysis 

tools also support the de novo motif discovery using parallelized MEME [229] on a 

supercomputing platform, which can handle inputs of many thousands of sequences 

generated from identified binding sites. Using these tools, motif analyses such as 

motif logo generation, motif scanning, and motif identification can be efficiently 

performed, thus greatly facilitating the interpretation of experimental results. One of 

the great advantages of using these tools is to derive new matrix profiles from ChIP-

seq data for improving existing matrices found in the JASPAR database [Paper II].  

 

The analysis of ChIP-seq data showed that several clusters of LDB1 complex-binding 

sites are often found at long distances from erythroid genes. For instance, five binding 

sites were located at the LCR of β-globin gene [Paper I]. At the Hbs1l-Myb intergenic 

region, the cluster of LDB1 complex-binding sites was also observed upstream of the 

Myb gene. Other large intergenic regions of genes, such as Klf3, Ets2, Max, Mef2c, or 

Pim1, were occupied by LDB1. These genes are known to be involved in 

hematopoiesis and are regulated by long-range enhancers [44,45,230]. We therefore 

suggested that LDB1 complex-binding sites are involved in long-range gene 

regulation. We tested this possibility at the β-globin and Myb loci using 3C-seq [Paper 

I, III, and IV]. To analyze 3C-seq data, we developed a R/Bioconductor package 

called r3Cseq to provide basic functions and to facilitate 3C-seq data analyses [Paper 

IV]. Using r3Cseq, we demonstrated the importance of long-range chromatin contacts 

involving in β-globin and Myb gene regulation. Our integrative method that combines 

the analysis of multiple ChIP-seq and 3C-seq data would be a good example to show 

the advancement in studying long-range gene regulation. Our method would pave the 

way to go beyond the integration of individually analyzed TF binding profiles to 

instead study how TFs or cis-regulatory elements act cooperatively to affect the 

transcriptional level of their target genes [Paper III].  

 

Most studies of TF binding sites in hematopoietic system have analyzed TFs in a 
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particular cell type or lineage [132,196,231-233] to demonstrate the importance of 

TFs in that cell populations. Therefore, these studies cannot be used to explain the 

dynamics of protein complexes during cell development and differentiation process. 

Here, in our ChIP-seq studies, we analyzed ChIP-seq data over a time course to 

understand how diverse TF complexes are established during the differentiation of 

lineage-specific cell types. We studied the dynamics of regulatory complexes, in 

particular the LDB1 and P300 complexes during differentiation of proerythroblast-

like cells to fully differentiated erythrocyte-like cells. Our integrative analysis 

produced significant findings relating to how protein complexes change during 

differentiation and how these changes relates to gene regulation. We showed that 

dynamic changes in the composition of the LDB1 complex have major impacts on the 

expression of its targets, in particular, the binding of the co-repressor ETO2 and 

MTGR1 significantly decreases during differentiation. The LDB1 complex that 

contains ETO2 and MTGR1 directly binds to genes that are involved in important 

pathways (e.g. heme biosynthesis, cell cycle, apoptosis, and gas transport) and these 

genes are not expressed during the earlier stage. This suggests that this version of the 

LDB1 complex can act as the repressor. During cell differentiation, the composition 

of the LDB1 complex changes to activate these genes, while the binding level of its 

composition ETO2 and MTGR1 is decreased toward the terminal stage of 

differentiation. This suggests that the LDB1 complex acts as an activator by binding a 

very specific subset of genes that are induced late during erythroid differentiation.  

 

Another example is the genome-wide dynamics of P300 complexes. We extended the 

study of the LDB1 complex to involve more TFs. In this study, computational 

techniques have been intensively used to discover the pattern of co-occupancy by 

multiple TFs at each binding site. We computationally discovered twelve distinct 

patterns of P300 binding complexes, according to dynamic changes of binding 

intensity during differentiation. These patterns exhibited specific characteristics in 

each group of binding patterns, such as the motif composition, the distribution in 

relation to genes, and the type and level of histone modifications. Importantly, 

integrative analysis of these identified binding patterns with gene expression profiles 

showed specific P300 binding patterns that are associated with up- and 

downregulation of gene during erythropoiesis. This study presents how a 

comprehensive bioinformatics analysis can be used to mine multifactor ChIP-seq data 
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and to reveal new insights into the combination of TF complexes that are essential for 

transcriptional control.  

 

We studies TF complexes by using the protein of interest as the reference. For 

instance, P300 was used as a reference for the identification of P300 complex-binding 

patterns. Using this strategy, we have successfully described how P300 complexes 

change their composition during differentiation. The advantage of this technique is to 

reduce the complexity of the combinatorial analysis, since finding all of the 

combinations in all binding sites from all factors may generate a large number of 

combinations, which can be difficult to discover significant and biologically relevant 

binding patterns. However, using this technique may limit the identification of 

important binding patterns if there is low co-occupancy between the references factor 

and other factors in binding regions. Thus, the integrative results from individual 

protein complex analysis may be required in order to provide all relevant protein-

binding information using this method. The techniques presented in this thesis could 

provide the ideas for the analysis of other key erythroid factors such as GATA1, 

TAL1, and RUNX1 complexes.     

 

In summary, the thesis work demonstrated the analysis of large-scale experimental 

data in particular for ChIP-seq, and 3C-seq technologies. Computational methods and 

tools were developed to identify and to characterize TF complexes and their binding 

patterns as well as to study the dynamics of protein complexes and their associated 

chromatin interactions that are involved in gene regulation during erythropoiesis. Our 

comprehensive data analysis presented in this thesis work may facilitate the analysis 

of high-throughput sequencing data that can be used for a broader research 

community in epigenomics and mammalian gene regulation. 
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