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Abstract

The ocean surface is a complex boundary where air-sea fluxes of mass, momentum and
energy take place. The processes at this dynamic interface are of great importance in
the coupled atmosphere-ocean system. The coupling between winds, surface gravity
waves, and currents in the adjacent turbulent boundary layers plays a significant role
in the the global energy budget, and hence on synoptic weather system and the global
climate. However, the characteristics of upper ocean turbulence very close to the air-
sea interface still remain insufficiently resolved both theoretically and experimentally.
This dissertation aims to improve the gap in our knowledge about air-sea interaction by
combining theory, numerical model predictions, and high quality observations under
various sea states and wind conditions.

An autonomous Microstructure Ocean Turbulence System (MATS) has been de-
signed and constructed in collaboration with Rockland Scientific International, Canada,
to collect long time series of turbulent quantities at a fixed level below the wavy air-sea
interface. The system allows for measurements of the turbulent dissipation rate using
shear probe signals. The motion of the platform is monitored using an inertial measure-
ment unit. Four successful deployments have been carried out, including two periods
with storm conditions in late 2011 and early 2012, respectively. Surface gravity waves
were also estimated using a high-resolution pressure sensor mounted on the MATS. In
addition, a direct covariance flux system was mounted on a moored buoy, and mea-
surements of turbulent heat and momentum fluxes were performed approximately 3.7
m above the sea surface during a field campaign at Martha’s Vineyard Coastal Obser-
vatory (MVCO), Massachusetts.

This dissertation also aims to improve the parameterizations in numerical modelling
studies of upper ocean mixing, by incorporating the effects of wave forcing which
are quantified by means of model-observation comparisons. Responsible mechanisms
such as breaking and non-breaking waves, and Langmuir Circulation contributions to
the enhanced dissipation rate of Turbulent Kinetic Energy (TKE) in the upper ocean
are studied theoretically and numerically. A wave toolbox to be incorporated in the
General Ocean Turbulence Model (GOTM) has been developed to implement wave
effects in an upper ocean vertical mixing model. Moreover, statistics of small scale
turbulence below the air-sea interface are investigated under a variety of environmental
conditions using model results compared with MATS-measured TKE dissipation rates.
The wave-modified model results are further compared with some published empirical
parameterizations of the dissipation rate, and some other data from the literature. All
model-observation study results support the importance of wave forcing in modulating
and modifying upper ocean dynamics and the turbulence structure near the sea surface.





Outline with list of papers

The aim of this thesis is to investigate the importance of surface gravity waves for
vertical mixing, both observationally, theoretically, and numerically. The measure-
ments have been made using a Microstructure Autonomous Ocean Turbulence System
(MATS) under various atmospheric forcing and sea state conditions. A one-dimensional
modified numerical model is developed to include such wave-induced mechanisms as
wave breaking, Langmuir turbulence, and the generation of turbulence by non-breaking
waves. The model results are compared with data collected from MATS shear probes.

This thesis consists of 6 chapters together with six papers and four appendices.
Chapter 1 presents an overview of the main features of upper ocean mixing under the
influence of wave forcing. Chapter 2 provides a general scientific background, and
Chapter 3 contains approaches and methods covering various aspects of wave interac-
tion with currents and turbulence. Chapter 4 contains a more thorough descriptions of
the approaches and methods used in this study. A summary of all papers included in
this thesis is given in Chapter 5, and a summary and suggestions for further work are
provided in Chapter 6.

The six papers included in this dissertation are listed as follows:

Paper I: Mostafa Bakhoday Paskyabi, Ilker Fer, and Alastair D. Jenkins, Surface
gravity wave effects on the upper ocean boundary layer: modification of a one-
dimensional vertical mixing model, Cont. Shelf Res., 38, 63–78, 2012.

Paper II: Ilker Fer and Mostafa Bakhoday Paskyabi, Autonomous ocean turbulence
measurements using shear probes on a moored instrument, J. Atmos. Ocean.
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Paper III: Mostafa Bakhoday Paskyabi and Ilker Fer, Turbulence measurements in
shallow water from a subsurface moored moving platform, Energ. Proced., 35,
307–316, 2013.

Paper IV: Mostafa Bakhoday Paskyabi and Ilker Fer, Turbulence structure in the up-
per ocean: a comparative study of observations and modeling, Ocean Dyn., 38,
63–78, 2014.

Paper V: Mostafa Bakhoday Paskyabi and Ilker Fer, The influence of surface gravity
waves on the injection of turbulence in the upper ocean, Nonlin. Proc. Geophys.,
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Reuder, Wave-induced characteristics of atmospheric turbulence flux measure-
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Chapter 1

Introduction

The Upper Ocean Turbulent Boundary Layer (UOTBL), which is in direct contact
with atmosphere above has a great influence on air-sea interaction processes such as
the transport of heat, momentum, energy, gas, and other materials, as well as climate
change. Approximately 30–40 % of atmospheric carbon dioxide (CO2) is taken up by
the upper ocean, more than 40% of solar radiation is absorbed in the upper roughly 0.5
m below the sea surface. Few meters below the air-sea interface, the heat content of
water is nearly the same as that in the atmosphere above (Soloviev et al., 1998). The
upper 10–50 m are vertically well mixed with uniform temperature and salinity, and
this layer at base is bounded by a sharp change of these quantities which separates the
UOTBL from a stable and non-turbulent pycnocline. These highlight the ability of the
UOTBL to buffer atmospheric climate changes by the means of thermal and mechan-
ical processes, and to modulate atmospheric fluxes of energy, momentum, and tracers
to the deeper water masses, e.g. climate models require sea surface temperature to set
the lower boundary condition for the atmosphere (Belcher et al., 2012). Furthermore,
the biological and chemical cycles in the ocean are highly connected to the upper ocean
mixing. The critical importance of the UOTBL has therefore led to many observational,
experimental, and theoretical studies during the last five decades toward better under-
standing of turbulent mixing and other important processes influencing upper ocean
mixing. However, current global climate and UOTBL models, as an integrated system,
exhibit substantial systematic errors in the prediction of the underlying physical pro-
cesses when compared to observations (Fig. 1.1). This may be a result of missing key
wave-related processes such as episodic intermittent wave breaking, Langmuir Circu-
lations (LC), and wave-turbulence interactions (Gemmrich and Farmer, 2004; Melville
and Matusov, 2002; Sullivan et al., 2004; Thorpe and Humphries, 1980).

The physical structure of the UOTBL covers a wide range of temporal and spa-
tial scales, depending on the magnitude of different forcing conditions which influence
the strength of the turbulence such as buoyancy fluxes, bed stress, wind stress, break-
ing and non-breaking waves, and LC. The buoyancy loss at the surface due to surface
cooling, evaporation, and ice freezing at high latitudes results in convection due to un-
stable surface density stratification. The formation of whitecapping waves as a result
of wave breaking leads to a surface layer that is dominated by the generation of Turbu-
lent Kinetic Energy (TKE)(Fig. 1.2) (Terray et al., 1996). Within this layer, dissipation
rates of TKE, ε , scale with the rate of energy input from the wind to the waves and
a wave-dependent length scale (e.g., wave height or inverse wave number). Then, the
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Figure 1.1: Comparison between observed sea surface temperature and mixed-layer depth,

and simulation results from the HadGEM3 climate model: a) percentage error in mixed-layer

depth in December, January, and February (DJF); b) percentage error in mixed-layer depth in

June, July, and August (JJA); c) percentage error in sea surface temperature in DJF; and d)

percentage error in sea surface temperature in JJA. Adapted from Belcher et al. (2012).

ocean surface layer in the presence of intermittent wave breaking, and the absence of
stratification and rotation can be divided into four sublayers (Terray et al., 1996):

1. A viscous sublayer (where the normal component of turbulent velocity fluctua-
tions near the density interface is suppressed);

2. A wave breaking sublayer adjacent to the surface (enhanced ε with negligible
rates of shear production);

3. A transient sublayer (in which ε decays with depth as z−2, where z denotes the
distance below the sea surface);

4. the deepest layer in which the evolution of ε is controlled by local production of
energy (law-of-the-wall (LOW) ).

Up to 50% of the wave energy lost is used to entrain bubbles into the water col-
umn during breaking events, in which momentum and energy are also injected into the
water column, down to the depths of the order of a few wave heights (Lamarre and
Melville, 1991; Rapp and Melville, 1990). Furthermore, wave breaking increases the
roughness length scale, z0, on both sides of the air-sea interface, z0 being an impor-
tant scaling parameter for the dynamics of the wave-affected boundary layer. Another
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important source of convective wave-related motions in the UOTBL is the large-scale
Langmuir circulation which arises as a result of interaction between wind-induced flow
and wave-generated Stokes drift. These wave-induced circulations are able to generate
high-frequency internal waves in a stratified water column that may significantly en-
hance turbulent mixing below the surface mixed layer (Polton et al. 2008). Stokes drift
can also distort turbulence in the surface layer resulting in an additional wave-induced
shear stress under non-breaking wave conditions.

Figure 1.2: Schematic diagram of the vertical structure of the UOTBL resulting from wind

forcing and wave breaking. The Stokes drift associated with non-breaking waves also injects

energy into the transient layer and deeper into the water column.

Observational evidence of enhanced turbulence and mixing near the wavy surface
has motivated several theoretical long-standing investigations toward the coupling be-
tween wave, current, and turbulence near the air-sea interface. As mentioned, below the
sea surface, surface gravity waves affect turbulence mainly in three ways: 1) second-
order wave effects, including the formation of LC by interaction of the wave-induced
Stokes drift, us, with the near-surface shear and also a divergence of a stress tensor
as a result of wave-averaged effects on the ambient current (radiation-stress); 2) dis-
sipative wave effects (wave breaking and whitecapping); and 3) wave-induced shear
stress, −ũw̃, where the overbar denotes a time average, where the waves are not truly
irrotational.

Ursell (1950) demonstrated that surface gravity waves cannot induce a steady-state
drift current in an inviscid and rotating ocean. This paradox was resolved by Hassel-
mann (1970) and Pollard (1973) for a non-viscous ocean. For monochromatic waves in
a viscous non-rotating fluid, Longuet-Higgins (1953) applied an Eulerian fluid descrip-
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tion with curvilinear coordinates to study surface wave effects on the mean momentum
transport. Hasselmann (1970) introduced a wave-induced force, fcor ×us, in a rotating
fluid due to interaction of the planetary vorticiy, fcor, and wave-induced Stokes drift.
Averaging horizontal momentum equations over the wave period results in arising the
Coriolis-Stokes forcing (CSF) term in the equations of motions. Huang (1971) demon-
strated that the CSF changes the Ekman balance of the upper ocean wind-induced mix-
ing with a combined effect of Coriolis forcing and the divergence of vertical momen-
tum transfer by turbulent stress. Weber (1983b) and Jenkins (1986, 1987) combined
both the rotational effects and eddy viscosity to study wave-current interaction. We-
ber (1983a,b) used a constant eddy viscosity for monochromatic waves, while in the
model of Jenkins (1987), the eddy viscosity was treated as vertically varying function
of depth for random sea waves. Jenkins (1989) presented a combination between a
wave prediction model and a hydrodynamic model by using a second order perturba-
tion expansion in a Lagrangian coordinate system, and vertically varying eddy viscosity
for the current field. Teixeira and Belcher (2002) used rapid-distortion turbulence the-
ory to study wave-current interaction. Craik and Leibovich (1976) developed a theory
for the large-scale current motion interacting with Stokes drift, resulting in a vortex
force (the wave-averaged effect on the vorticity of the current) and Bernoulli head (the
effect of the waves on the pressure) (Leibovich, 1983). Wave breaking is a nearly coex-
istent phenomena with LC that is trigged by non-linear wave-wave, wave-current, and
wind-wave interactions. Using a multi-scale technique, Weir (2010) generalized the
Craik and Leibovich (1976) theory for the formation of LC based on McWilliams and
Restrepo (1999) to include wave breaking. Melsom (1996) proposed a parametrization
for the transfer of momentum from breaking waves to the mean flow. Sullivan et al.
(2004, 2007) introduced the stochastic breakers forcing terms for the momentum and
energy equations, based on field and laboratory observations of breaking waves made
by Rapp and Melville (1990) and Melville and Matusov (2002). Theoretical and exper-
imental studies by Ardhuin and Jenkins (2006), Babanin and Haus (2009), Qiao et al.
(2004), and Dai et al. (2010) have shown that non-breaking waves can also transfer
energy to the water column.

Development of theory, measurement techniques, and computational facilities have
allowed for major advances in the numerical modelling of upper ocean mixing during
the past 30 years. A necessary assumption in all these mixed layer models is the ex-
istence of a spectral gap between large and small scales. This assumption allows us
to introduce averaging operators to separate resolved and unresolved scales. Craig and
Banner (1994) and Craig (1996) proposed closure model of a one-dimensional wave-
modified model based on the Reynolds-averaged level 21

2 Mellor and Yamada (1982)
(MY). In their model, they included wave forcing by modifying the TKE flux at the
surface. Burchard (2001) treated wave-breaking as a source of TKE using a k-ε model.
Following the wave-turbulence idea of Kitaigorodskii and Lumley (1983), Benilov and
Ly (2002) incorporated wave kinetic energy effects into the TKE budget equation. Mel-
lor (2013) used pressure-slope correlation as the mechanism responsible for transfer-
ring momentum and injecting energy into the water column, using MY-type closure
model. Sullivan et al. (2004, 2007) followed the idea of direct depth injection of wave
energy using stochastic breakers context. They determined the spatial and temporal dis-
tributions of breaking waves for momentum and energy exchange. Kudryavtsev et al.
(2008) used the same idea of the depth injection of energy and assumed that turbulent
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Figure 1.3: Diagram of UOTBL dynamic structures. The coloured contours show the TKE

dissipation rate, ε , scaled by mixed layer depth and water-side friction velocity which are

divided in regions by solid lines to present where single forcing produce greater than 90%

of the total ε . The white contours show the joint probability density function of Langmuir

turbulence number, La, and normalized depth computed for the Southern Ocean winter (JJA).

The left and lower panels show the variation of non-dimensional ε versus non-dimensional

depth, and the variation of non-dimensional ε versus La. Here, LL is the Langmuir stability

length scale. Adapted from Belcher et al. (2012).

quantities near the sea surface only depend on the spectral distribution and the size of
wave breaking fronts. Rascle et al. (2012) investigated breaking-induced turbulence
and its vertical distribution, using the models of Sullivan et al. (2007) and Kudryavtsev
et al. (2008). Belcher et al. (2012) investigated gravity wave interactions with turbulent
motions and showed that existing turbulent mixing parameterizations lead to substan-
tial errors in the depth of the upper ocean boundary layer in global climate models.
They proposed a parametrization for the depth-dependence of ε as a function of Lang-
muir turbulence number, La (Fig. 1.3). McWilliams et al. (2012a) employed a wave-
modified K-profile parametrization of eddy viscosity to study Ekman layer variations in
the presence of surface gravity waves. Following Jenkins (1986, 1987) and Tang et al.
(2007), Bakhoday-Paskyabi et al. (2012) developed an improved k-ε model by includ-
ing CSF and a wave-breaking momentum redistribution term in the equations of mo-
tion. Bakhoday-Paskyabi and Fer (2014a,b) conducted a series of model-observation
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runs to predict near-surface turbulence variability by including wave effects from dif-
ferent wave-current interaction theories, and introduced a new long-term measuring
system for upper ocean turbulence. They used their observed ε to check the skill of
the wave-modified model results. Recently, D’Asaro et al. (2014) found consistent
agreement between observations (as carried out with a neutrally buoyant Lagrangian
profiler) and the predictions of Langmuir turbulence theory both in Lake Washington
and at Ocean Station Papa. They concluded that the Craik and Leibovich (1976) mech-
anism explains nearly the differences between prediction and observation of vertical
velocity variance in lake and open ocean.

Objectives
The goal of the investigations described in this thesis is to understand the physics of

small-scale processes near the wavy air-sea interface with emphasis on observations of
wind-generated waves, wind-induced current and turbulence, and numerical model de-
velopment for wave-current and wave-turbulence interactions. The principle objectives
of this study can be separated into two categories: 1) observations, and data analysis
algorithms, and 2) wave-current-turbulence theories and model studies.

The prime observational objectives are to:

1. document and test a new platform to measure turbulence variability in the upper
ocean;

2. conduct field experiments covering various atmospheric conditions and wave
forcing, to investigate the characteristics of combined wind, wave, and platform
interactions. Satisfaction of this objective will provide a reliable assessment of
the upper ocean energy components applicable in the environmental monitoring
program for development of the offshore wind energy industry;

3. develop data analysis tools for removing wave-induced motion contamination
from moving oceanographic and atmospheric sensors, and for estimating the wave
energy spectrum from a high-resolution pressure sensor mounted on a moving
platform below the sea surface.

The prime modelling objectives are to:

1. investigate theoretically the algebraic turbulence closure equations in the pres-
ence of waves, wave-current, and wave-turbulence interactions. This gives us
the chance to gain further in-depth understanding of the coupled processes, and
improve the scaling of turbulence quantities near the sea surface.

2. apply different parameterizations and scaling of wave interaction with near sur-
face turbulence and conduct a series of model-observation comparisons to con-
firm the skill of parameterizations.

3. understand and identify the behaviour of current wave-modified turbulence mix-
ing models. To this extent, a wave toolbox has been developed and incorporated
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into a turbulent mixing model. This toolbox contains the required options for in-
corporating the effects of wave-current and wave-turbulence interactions near the
wavy air-sea interface.





Chapter 2

Scientific background

In this section, I provide a concise overview of the governing processes in the upper
ocean as a framework for the outlined papers in this study.

The basic equations of motion in the Cartesian coordinate (x,y,z) are expressed as

Dq
Dt

+ fcorẑ×q = − 1

ρ0
∇p+Bẑ+F, (2.1)

∇h ·u+
∂w
∂ z

= 0, (2.2)

with tracer equation
∂θ
∂ t

+u ·∇hθ +w
∂θ
∂ z

= 0, (2.3)

and

q = (u,w); u = ui+ vj; B= g
ρ0 −ρ

ρ0
,

D

Dt
=

∂
∂ t

+u ·∇h +w
∂
∂ z

,

where ∇ = (∇h,∂z) is the del function, ∇h is the horizontal differential operator,
u = (u,v) is the horizontal velocity, u and v are the x and y components of horizon-
tal velocity, respectively, w is the vertical velocity component, fcor is the Coriolis pa-
rameter, and D/Dt is the total derivative. i and j are the unit vectors in the x and y
directions, respectively, ẑ is the unit vector in the vertical direction, B is the buoyancy,
ρ is the density, ρ0 is the reference density, g is the gravitational acceleration, p is the
kinematic pressure which includes the hydrostatic contribution, F denotes the accelera-
tion due to frictional forces, and θ is temperature here. The boundary conditions at the
air-sea interface and bottom are expressed as

∂ζ
∂ t

+u ·∇hζ −w = 0, at z = ζ (x, t), (2.4)

w = −u ·∇H at z =−H, (2.5)

where z = H(x) describes the bottom topography, x = (x,y), and ζ denotes the sea
surface elevation. The kinematic pressure p in Eq. (2.1) is defined as

p = P−ρ0gz+Pa, (2.6)
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where the first term on the right-hand side is the hydrostatic pressure and Pa is the mean
atmospheric surface pressure.

One of important assumptions in studying wave-current and wave-turbulence inter-
action is the existence of spectral gaps between wave, turbulence, and current scales
(although finding such gaps empirically is not straightforward) resulting in the parti-
tioning of flow quantities into mean, turbulent, and wave components. This assumption
can be meaningful if

T ′ � T̃ � T̄ ; and X = X ′+ X̃ +X , (2.7)

where T ′, T̃ , and T̄ are the characteristic time scales of turbulent fluctuations, wave
motions, and mean motion, respectively; X denotes a generic flow quantity; and X ′, X̃
and X are the contributions due to turbulent, wave, and mean motions, respectively.

It should be noted that many wave-current-turbulence interaction models use a
phase-averaging operator based on the dominant wave period. For a narrow-band wave
energy spectrum, it can be assumed that all frequency components beyond the dominant
frequency propagate with the dominant wave speed and this averaging works perfectly
(Jiang and Street, 1991). Otherwise, the phase-average does not properly separate wave
motions from other types of motion.

2.1 Surface gravity waves and wind-wave interaction

The evolution of wave field can be modelled using the energy transport equation:

∂E( f ,Θ)

∂ t
+ cg ·∇E = Sin +Sds +Snl, (2.8)

where E is the wave energy spectrum, f is the wave frequency, Θ is the wave direction,
cg is the wave group velocity, and Sin, Sds, Snl are the wind energy input, dissipation,
and non-linear wave-wave interaction source terms, respectively. More details can be
found in Paper I. Over the ocean, as a result of wave-wind interaction, the total overly-
ing wind stress will be composed of wave correlated, mean wind, and turbulent compo-
nents. If we assume stationary and horizontal homogeneous flow (in a one-dimensional
vertical model and for the x-component), we obtain

ρa
∂
∂ z

(u′w′+ ũw̃+ν
∂ ū
∂ z

) =
∂
∂ z

τx
a︷ ︸︸ ︷

[τt + τw + τν ] = 0, (2.9)

where τττa = (τx
a,τ

y
a) is the total stress, ρa is the air-side density, and ν is kinematic

viscosity. The form drag, τw, is determined by the wave-pressure slope covariance as:

τx
w = p̃

∂ζ
∂x

; τy
w = p̃

∂ζ
∂y

, (2.10)

where τττw = (τx
w,τ

y
w) is the wave-induced momentum vector, and p̃ is the surface wave-

induced pressure (Paper V). Since, the direct measurement of p̃ is difficult near the
sea surface, we transform Eq. (2.10) into frequency space to parameterize τττw. Thus,
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using the relation E = Mcph between energy and momentum, where M denotes the
wave-induced momentum, the (infinitesimal) contribution to the form drag for ( f ,Θ)
is calculated from the wind energy input source function as:

τττw( f ,Θ) =
Sin( f ,Θ)

cph( f ,Θ)
, (2.11)

where cph is the phase speed, and τττw in Eqs. (2.9–2.10) is the integral of all the τττw( f ,Θ)
in Eq. (2.11). Alternatively, the wave-induced momentum in the presence of breaking
crests can be expressed in terms of breaking crest length per unit area. Assuming that
the surface gravity waves can be described by Fourier components and that waves of
amplitude greater than a critical amplitude will break, Kudryavtsev and Makin (2001,
2002) used the pressure drop at the forward face of breaking fronts to modify the form
drag by including the effects of breaking crests.

2.2 Wave-current interaction

In the upper ocean boundary layer, wind-generated surface gravity waves, and cur-
rents coexist and interact prominently resulting in ultimately turbulent mixing in the
UOTBL. There is a growing interest in the role of (phase-averaged) wave-current inter-
action in the dynamics of the upper ocean boundary layer. Basically, I can classify the
mathematical representations of wave-current interaction into three categories:

1. the ”vortex force” that was initially derived by Garrett (1976) to study the for-
mation of coherent Langmuir cells through the Stokes drift shear interaction with
the wind-driven near-surface current. The vortex force effect includes a Bernoulli
head (adjustment to the pressure), and a vortex force (interaction between vortic-
ity and Stokes drift);

2. the ”radiation stress” concept presented by Longuet-Higgins and Stewart (1962,
1964) and many other investigators, in the depth-integrated paradigm. This wave-
induced effect appears in the governing equations as the divergence of a stress
tensor;

3. the wave-current interaction concept in the Lagrangian or hybrid Eulerian-
Lagrangian reference frames (Aiki and Greatbatch (2012), Ardhuin et al. (2008),
Mellor (2003), Jenkins (1989), Jenkins (1987), Jenkins (1986), Weber (1983b),
Weber (1983a)).

The theoretical formulations of the first two categories depend on the representation
of the advection term in Eq. (2.1). In the vortex force representation, it is formulated as

(q.∇)q =
1

2
∇(q ·q)−q×ωωω,

where ωωω = ∇ × q is the vorticity and q = (u,w) is the Eulerian three-dimensional
velocity. In the radiation stress representation, the advection term is expressed by

(q.∇)q = ∇ · (qq)+q(∇ ·q).
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Although these two types of theoretical representations for wave-current interaction are
highly consistent, their applications and numerical model results may perform differ-
ently. The radiation stress representation is usually used for generation of alongshore
currents and wave set-up, whereas the vortex force representation is used to explain
LC generation and evolution. In this section, I re-formulate the governing equations
of motions using these three types of wave forcing, addressing appropriate references
wherever required.

2.2.1 Vortex force (vertically resolved approach)

McWilliams and Restrepo (1999) and McWilliams and Lane (2004) studied the large-
scale dynamics of the wave-driven ocean circulation at shelf to basin scales. Lane et al.
(2007) conducted a comparison between the ”vortex force” model (VF) and the ”radia-
tion stress” formulation (RS) for wave-current interaction. In addition to the conserva-
tive effects of VF and Bernoulli head, there are important non-conservative effects due
to depth-induced breaking (and whitecapping as the short-lived, and random episodes)
near the surface and frictional wave dissipation near the bottom. In their derivations,
McWilliams and Lane (2004) developed representations for the conservative dynam-
ics of currents and gravity waves. Restrepo (2007) addressed the non-conservative
whitecapping effects on wave-current interactions using a parametric representation of
breaking as a diffusion term (Langevin-like stochastic differential equations).

Here, for brevity I will not show the interactions between dissipative effects on
both wave scales and the general wave-current interaction evolution equations. The
main goal of the current section is to provide a robust derivational methodology for
wave-current interaction, based on the Craik and Leibovich (1976) approach. It is em-
phasized that resolving both wave, mean, and turbulent scales is computationally very
expensive, and it is thus conventional to study the resultant large-scale wave-current in-
teraction dynamics in terms of some filtered wave quantities appearing in the resultant
governing equations, with the provision that they retain as many dynamical properties
as possible, for example conservation. In this regard, I introduce two independent types
of averaging: (̂·) which is used for filtering out the fast time scales, and (< ·>) which
is applied over the slow time scales. For instance, these two scales separate the veloc-
ity field into rapidly and slowly varying components in time, t f and ts, respectively. If

X is a generic flow quantity, we have X = 〈X〉+ X̂.
While much of the work in this section is a re-formulation of previous works, some

minor modifications are carried out to incorporate the Coriolis effect on the multiple-
scale method used by Weir (2010). The tracer equations are omitted from this section
for the sake of brevity. Eqs. (2.1-2.2) are non-dimensionalized according to

(x,z) −→ L−1
0 (x,z),

t −→
(

U0

L0

)
t,

q −→ U−1
0 q,

P −→ (ρ0U2
0 )

−1P,

where the quantities on the right-hand sides are non-dimensional. L0 = k−1
0 is the char-

acteristic depth, U0 = σ0k−1
0 is the characteristic velocity, ε = a0k0 is the typical wave
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steepness, where a0 and k0 are the characteristic wave amplitude and wavenumber,
respectively. σ0 is the characteristic angular frequency satisfying the deep water dis-
persion relation σ2

0 = gk2
0. Furthermore, the Coriolis term is scaled by the characteristic

planetary vorticity ΩΩΩ0. Assuming U0k−1
0 � 1, the rapid and slow time scales are de-

fined as a linear function of wave time scale, tw, as:

ts = εctw and t f = ε−1
t tw, (2.12)

where εc = T̃/T and εt = T ′/T . The three-dimensional, non-dimensional velocity field,
q, is expressed as an expansion with O(ε) wave velocity and O(ε2) current (q = εq̃+
ε2v). Taking the curl of Eq. (2.1), considering the irrotationality of wave field (∇×q =
ε2∇×v = ε2ωωω), and averaging over the fast scales, we find an expression for the non-
dimensional vorticity ωωω . Substituting the perturbation expansion v̂ = v0 + εv1 + · · ·
and ω̂ωω = ωωω0 + εωωω1 + · · · for velocity and vorticity, we obtain a set of equations. For
instance, the zero-order balance for vorticity is (McWilliams and Restrepo, 1999):

∂ωωω0

∂ ts
= ∇× (us ×ωωω0)+∇× (v0 ×ωωω0)+∇× (v0 ×2ΩΩΩ)+La∇2ωωω0 + · · · , (2.13)

where La is the Langmuir turbulence number (Paper IV), ΩΩΩ = (0,0, fcor/2) is the
angular velocity vector of Earth’s rotation, and us = (us,vs,0) is the Stokes drift:

us =

〈∫ tw
q̃(·,s)ds ·∇q̃

〉
, (2.14)

with a dimension scale of ε2σ0/k0. The current velocity equations are then given by
setting q = v0 and ts = t as

∂q
∂ t

+q ·∇q = us × (∇×q+2ΩΩΩ)−∇Π+La∇2q+ · · · , (2.15)

where wave-modified pressure (Bernoulli head) is given by

Π = p+
1

2
(q+us)2.

The term us × (∇×q), the Craik and Leibovich (1976) vortex force, is a result of the
interaction between the wave-induced Stokes drift and the wind-driven shear current,
generating Langmuir turbulence.

2.2.2 Radiation stress (vertically integrated approach)

In this section, all quantities are presented in their dimensional forms, and I will clarify
changes whenever it is required. I examine the vertically-integrated momentum budget
by accounting for both mean current and wave motions. For simplicity, the turbulence
contribution is ignored. The mean flow is then divided into Eulerian mean and wave
motions.

The radiation stress as the net flux of momentum due to the surface wave field
was first introduced by Longuet-Higgins and Stewart (1962, 1964) as a vertically in-
tegrated tensor without any vertical distribution. Haas et al. (2003) introduced a new
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splitting algorithm to study vertical variations of horizontal velocities. Their formu-
lations were derived from depth-integrated and wave-averaged momentum equations.
Xia et al. (2004) extended the vertically integrated RS to the vertically varying by uti-
lizing linear wave theory. Mellor (2003) derived a formulation for the depth-dependent
RS, again using linear wave theory for the vertically Lagrangian three-dimensional
equations of motion. Ardhuin and Elfouhaily (2004) discovered a phenomenon for
producing deep mean current when Mellor (2003) RS was employed (in the presence
of a bottom slope or wave field gradients). Mellor et al. (2008) improved the repre-
sentation of RS and proposed a new representation for the depth-dependent RS. In this
section, I reformulate the vertically-integrated wave-current interaction problem using
approaches proposed by Smith (2006), Lane et al. (2007), and Broström et al. (2008).

Upon vertically integrating Eq. (2.1) from the bottom (z = −H) to the surface ζ ,
using boundary conditions (Eqs. 2.4 and 2.5), and splitting the flow into mean and wave

components (ui = ūi + ũi, p = p̄+ p̃, and ζ = ζ + ζ̃ ), the time-averaged equations are
obtained as:

∂T i

∂ t
+

∂ T̃i

∂ t
= − ∂

∂x j

(∫ ζ̄

−H
ūiū j dz+

∫ ζ̄

−H
p̄δi j dz

)
− ∂Si j

∂x j

− fcor(ẑ×T )i − fcor(ẑ× T̃ )i + p̃(z =−H)
∂H
∂xi

+ [ p̄(z = ζ̄ )− p̃(z = ζ̄ )]
∂ ζ̄
∂xi

+ · · · , (2.16)

where

T i =
∫ ζ̄

−H
ui dz; and T̃i =

∫ ζ

ζ̄
uidz,

Si j =
∫ ζ

−H
(ũiũ j + p̃δi j)dz−

∫ ζ

ζ̄
(uiu j +Pδi j)dz. (2.17)

The first term on the right-hand side (RHS) of Eq. (2.17) is the radiation stress as de-
fined by Longuet-Higgins and Stewart (1962, 1964). From the left-hand side (LHS)
of Eq. (2.16), the wave-current interaction equation can be connected to the wave
evolution (Eq. 2.8). Here, I briefly list the required steps and refer to Smith (2006)
for further details. The radiation stress may be expressed using an estimate given by
Longuet-Higgins and Stewart (1962) and Longuet-Higgins and Stewart (1964). Then,
the conservation of wave action together with conservation of wavenumber result in a
wave-momentum evolution equation that is then substituted to the LHS of Eq. (2.16).
The resulting mean current equation includes a new form of wave-induced force (a vor-
tex term) obtained by accounting for wave refraction by current shear (Smith, 2006).

2.2.3 Hybrid approaches

Traditionally, a single coordinate system is employed for both vertical and horizontal
coordinates in ocean circulation models. In the presence of a moving wavy surface
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boundary, however, a number of alternative coordinate systems have been proposed. In
particular, differing vertical coordinates are chosen, in order to improve the represen-
tation of the surface elevation, which is poorly resolved by conventional model grids.
Mellor (2003) proposed a σ -coordinate in the vertical domain to study wave-current in-
teraction (Mellor et al., 2008). Aiki and Greatbatch (2012) used a vertical Lagrangian
coordinate system to investigate the same problem. However, two important questions
arise when using such hybrid coordinate systems: how do the wave-induced terms
in the hybrid systems compare with those in the single coordinate models?, and how
meaningful and relevant are the additional wave-induced terms obtained in the hybrid
approaches? Here, I briefly discuss these concerns by re-formulating the vertically
Lagrangian coordinate system proposed by Aiki and Greatbatch (2012) as a double
averaging hybrid approach.

Let us call the single coordinate frame with independent variables x, y, z, and t, a
z-system. The generalized vertical coordinate system, g-system, is defined using x, y,
and t similar to those of the z-system, but vertical coordinate is defined as a function of
s rather than z:

z = z(x,y,s, t). (2.18)

Now, any quantity can be expressed in the g-system using Eq. (2.18) and the chain
rule. For example, the horizontal equation of motion (Eq. 2.1) can be transferred to the
g-system as

Du
Dt

+ fcor ẑ×u =− 1

ρ
∇gP+

1

ρ

(
∂ s
∂ z

)
(∇gz)

∂P
∂ s

+F, (2.19)

where ∇g is the horizontal del function in the g-system. Using the following relations

w =

(
∂ z
∂ t

)
g
+u ·∇gz+ ṡ

∂ z
∂ s

, (2.20)

∇z ·u = ∇g ·u−
(

∂ s
∂ z

)
(∇gz) · ∂u

∂ s
, (2.21)

the continuity equation can be obtained in the g-system:

∇g ·u+
∂ ṡ
∂ s

=

[
∂
∂ t

(
ρ

∂ z
∂ s

)]g

+
∂
∂ s

(
ρ ṡ

∂ z
∂ s

)
= 0. (2.22)

Aiki and Greatbatch (2012) used Favre averaging (conventional for compressible
flows) to perform separation of scales by multiplying the incompressible version of
Eq. (2.19) by the layer thickness in the g-system and decomposing the velocity and
pressure fields into Favre-averaged and fluctuation components. Their hybrid system
leads to two wave-induced terms: the Favre-averaged Reynolds stress, and a form
stress, respectively. Their technique results further in a wave-induced quasi-Stokes
drift, closely related to the Stokes drift (2.14).

Another method which provides a hybrid Eulerian-Lagranian formulation is the
Generalized Lagrangian Mean (GLM) formulation of Andrews and McIntyre (1978)
with a (on average) stationary coordinate system. In this approach, the mean fluid
velocity at a particular position is expressed by the mean velocity drift of fluid parti-
cles. Ardhuin et al. (2008) used an exact GLM wave-averaged momentum equations of
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Andrews and McIntyre (1978), and under the hypothesis of small surface slope, they
provided analytical expressions for the wave-induced terms to second order. Trough
the change of vertical coordinate, they obtained glm2z-RANS equations in cartesian
coordinates.

2.3 Wave-turbulence interaction

Wave-turbulence interactions in the presence of surface currents have been the subject
of many theoretical (Babanin and Haus, 2009; Jiang and Street, 1991; Kitaigorodskii
et al., 1983), experimental (Fer and Bakhoday-Paskyabi, 2014; Gemmrich and Farmer,
2004; Rapp and Melville, 1990), and numerical studies (Burchard, 2001; Craig, 1996;
Craig and Banner, 1994). The present understanding of this complex coupled dynam-
ical system is, however, rudimentary due mainly to the scarcity of accurate measure-
ments and the lack of appropriate stable platforms (to carry oceanographic sensors in
the UOTBL), and appropriate data analysis techniques which allow for separation of
wave motions from turbulent components of current. Different aspects of the coupled
wave and turbulence in the surface zone can be summarized as follows:

1. near the sea surface, most of turbulent energy is concentrated in frequencies lower
than the wave-affected frequency band;

2. there exists an inertial subrange with a slope of −5/3 for the turbulent spectra
similar to those observed in the vicinity of a solid boundary;

3. wave orbital velocities, together with the mean current, advect turbulent eddies
past a fixed point;

4. surface gravity waves dissipate energy locally via wave breaking into the water
column (with depths proportional to the wave height), resulting in a substantial
enhancement of TKE and its dissipation near the sea surface;

5. surface waves are not perfectly irrotational, i.e., the horizontal and vertical ve-
locities are not in quadrature and there exist wave-induced downward Reynolds
stresses;

6. wave energy can be transferred to the turbulent field associated with the attenua-
tion of surface waves and non-breaking wave effects;

7. wave-induced transport of TKE can be another mechanism associated with wave-
turbulence interaction.

Based on field measurements in Lake Ontario, Kitaigorodskii and Lumley (1983)
found dramatically increased levels of both the TKE and its dissipation, ε , near the sea
surface below wind-generated waves. ε was nearly 2 orders of magnitude larger than
the value predicted by LOW. They suggested that ”wave-turbulence interaction” can
be responsible for such enhancement. They also argued that there is a wave-induced
bump in the turbulent spectra with a peak at the dominant wave frequency. Lumley
and Terray (1983) analysed the measurements of Kitaigorodskii and Lumley (1983) by
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filtering the wave-induced motions from the total velocity. They found that there ex-
ists an inertial subrange with a −5/3 slope away from the dominant wave frequency
with an apparent enhancement of energy at high frequencies (Terray and Bliven, 1985).
Magnaudet and Thais (1995) and Thais and Magnaudet (1996) separated the rotational
and irrotational components of the wave orbital velocities from the turbulent fluctua-
tions. They showed that the rotational component of the wave orbital velocity plays a
substantial role in the exchange of energy between the mean shear flow and wave mo-
tions. Cheung and Street (1988) and Thais and Magnaudet (1996) suggested that an
important part of wave-turbulence interaction results from wave-induced stress linked
to the rotational characteristics of the wave motions. In addition to the wave stress, de-
parture from potential flow, and vertical transport of Wave Kinetic Energy (WKE) by
turbulent motions, Anis and Moum (1995) proposed that wave-turbulence interaction
can also occur as a result of low-frequency wave motions (swell). Teixeira and Belcher
(2002) studied the interaction between a monochromatic irrotational wave field and
weak near-surface turbulence. They attributed the generation of LC and wave-induced
shear stresses as a result of the distortion of turbulence by the Stokes drift. They also
suggested that these stresses perform work against the straining of the wave motions,
resulting in conversion of WKE into TKE over many wave periods.

2.3.1 TKE budgets in the presence of wave forcing

Before dealing with the TKE budget equations, I briefly explain how momentum
transfer can occur through wave-turbulence interaction. The wave motions are sep-
arated from mean and turbulent flows using a phase-averaging operator. The time-
averaged momentum equations contain the following wave-induced, turbulent, and
mixed Reynolds stresses:

ūiū j + ūiũ j + ũiū j +u′iu′j + ũiũ j. (2.23)

Assuming horizontal homogeneity and ignoring the horizontal gradient contributions,
the wave-induced terms such as ũu′, w̃w′, ũw′, and w̃u′ cannot play an important role
in momentum exchange (Jiang and Street, 1991). However, the terms ũw̃ and ṽw̃ may
make a significant contribution to extracting momentum from the wave field (Section
2.1).

I assume that the mean flow is in the x-direction and ū= (u,0,0). The kinetic energy
of the mean flow (MKE), of the wave orbital flow (WKE), and of turbulence (TKE) are
then defined by k̄ = 1

2(ūū), k̃ = 1
2(ũiũ j), and k′ = 1

2(u
′
iu

′
j), respectively. Following Anis

and Moum (1995), and using Eq (2.1), the time average of the triple decomposed flow
field is

MKE:
Dk
Dt

= u′w′∂ ū
∂ z

+ ũw̃
∂ ū
∂ z

− ∂
∂ z

(u′w′ū)− ū
∂
∂x

(
p̄
ρ

)
, (2.24)

WKE:

Dk̃
Dt

= ũ′iu′j
∂ ũi

∂x j
− ũw̃

∂ ū
∂ z

− ∂
∂ z

(ũ′iu′jũi)− ∂
∂ z

(
p̃w̃
ρ

)
− ∂

∂ z
(k̃w̃), (2.25)
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TKE:

Dk′

Dt
=−ũ′iu′j

∂ ũi

∂x j︸ ︷︷ ︸
1

−u′w′∂ ū
∂ z︸ ︷︷ ︸

2

− ∂
∂ z

[
(k′w′+ k̃′w̃)+

(
p′

ρ
w′
)]

− ε, (2.26)

where ε is the dissipation rate of TKE, term 1 indicates the direct production of TKE as
a result of periodic wave shear interaction with wave-modulated Reynolds stress (ac-
cording to the analysis of Kitaigorodskii et al. (1983) and Kitaigorodskii and Lumley
(1983) the contribution of term 1 is negligible in the case of irrotational waves), term
2 is the production of TKE by mean shear, and ∂ (k′w′)/∂ z is the turbulence diffu-
sion (vertical flux of energy). Generally this term plays an important role in the budget
equation when the rotational wave velocity component is significant or when there ex-
ists a strong vertical gradient of wave orbital velocities (in large-scale plunging waves,
the potential component, irrotational waves, may contribute in diffusion of energy)

(Thais and Magnaudet, 1996). ũ′iu′j is the wave-modulated turbulent momentum flux,
i.e. the part of the Reynolds stress tensor which has phase correlation with waves.

The pressure-diffusion contribution is ∂ (p′w′/ρ)/∂ z, and term ∂ (k̃′w̃)/∂ z is the ver-
tical transport of wave-modulated TKE by the wave vertical velocity (this approach is
explained in Paper V).

In the absence of breaking wave crests, the enhanced ε as a result of wave-
turbulence interaction may be explained in two ways: 1) Non-zero wave-induced stress,
−ũw̃, results in the wave-induced production term in Eq. (2.24) which converts the
wave energy to the mean current. Gradually, this energy is transferred to the TKE
through the mean shear production term; 2) The wave-modulated Reynolds stresses do
work against the shear of the (rotational) wave component as represented in Eq. (2.26).

2.3.2 Second moment closure

The turbulent fluxes in Eqs (2.24)–(2.26) are obtained using turbulence closure
schemes. In this section, I present briefly how to calculate these fluxes diagnostically
for a wave-modified model with the vortex force effect.

To characterize the turbulent flow, the phase-averaged quantities in Eq. (2.15) are
decomposed into ensemble-averaged (ūi) and turbulent components (u′i). Then the

prognostic equations for turbulent Reynolds stress, u′iu′j is assigned by assuming hor-
izontal homogeneity. As an example, the final form for the momentum flux budget is
given by (Harcourt, 2013):

∂u′iu′j
∂ t

= Pi j +Ps
i j −α(gδ3 ju′iθ ′+gδ3iu′jθ ′)︸ ︷︷ ︸

1

−2ν
∂u′i
∂xk

∂u′j
∂xk︸ ︷︷ ︸

2

− ∂
∂xk

[
u′iu′ju′k −ν

∂u′iu′j
∂xk

+ p′(δ jkui +δ jku j)

]
︸ ︷︷ ︸

3

− 2Ωk(ε jklu′iu′l + εiklu′ju′l)︸ ︷︷ ︸
4

+Πi j, (2.27)
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where f j is the jth component of the Coriolis vector, ν is the molecular viscosity, and

Pi j = −
[

u′ju′k
∂Ui

∂xk
+u′iu′k

∂Uj

∂xk

]
, (2.28)

Ps
i j = −

[
u′ju′k

∂us
k

∂xi
+u′iu′k

∂us
k

∂x j

]
, and (2.29)

Πi j = p′
(

∂u′i
∂xk

+
∂u′j
∂xk

)
, (2.30)

are the production rates by mean velocity shear, by wave-induced Stokes shear, and by
pressure-strain redistribution processes, respectively. Equation (2.27) includes various
mechanisms for controlling the Reynolds stress balance. In this equation, term 1 de-
notes buoyancy production or consumption, term 2 is the viscous dissipation, term 3
is redistribution by the return to isotropy, and term 4 represents Coriolis effects. It can
be seen that Eq. (2.27) contains both second-order and third-order moments including
the viscous dissipation, the turbulence transport, and the pressure-strain terms. These
should be prescribed to close the equations. Following Mellor and Yamada (1982),
Kantha and Clayson (1994), and Harcourt (2013), and using an algebraic approach, we
can obtain representations of Reynolds stresses without solving the full second-moment
closure equations, while retaining the effects of anisotropic forcing. For instance, the
u′w′ component of momentum flux is thus:

u′w′ = −3A1lq−1

⎧⎪⎪⎨⎪⎪⎩
[q2γ∗+6A1lq−1(αgw′θ ′ −u′w′∂zus − v′w′∂zvs)]∂zū
+[q2γ∗ −6A1lq−1u′w′∂zū]∂zus

−3A1lq−1[u′w′∂zv̄+ v′w′∂zū]∂zvs

+3αgA2lq−1[u′w′∂zθ +(1−C2)w′θ ′∂zū−Cs
2w′θ ′∂zus]

,(2.31)

where γ∗ = (1−6A1/B1 −3C1)/3, C2 and Cs
2 are model constants, and ∂z denotes the

derivative with respect to z. In general, the momentum and heat flux equations can be
closed by the means of closures in the presence of wave effects, for example:

u′w′ =−Km
∂ ū
∂ z

−Ks
m

∂us

∂ z
; θ ′w′ =−Kh

∂θ
∂ z

, (2.32)

and
Km = lqSm; Ks

m = lqSs
m; Kh = lqSh,

where l is the mixing length, q is the turbulent velocity, and Sm, Ss
m and Sh are the

stability functions (Harcourt, 2013). Alternatively, McWilliams et al. (2012b) proposed
the following closure for the momentum flux:

u′w′ =−K′
m

(
∂ ū
∂ z

+
∂us

∂ z

)
, (2.33)

where the wave-modified eddy viscosity is defined as

K′
m = lqSm + lqSs

m. (2.34)

For more information, I refer readers to Harcourt (2013).
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2.3.3 Scaling of Langmuir turbulence

Using results from a large eddy simulation model and Eq. (2.27), Belcher et al.
(2012) conducted a diagnostic study to resolve the observed underestimation of mix-
ing in the UOTBL as a result of the neglect of important contributions from physical,
wave-induced (Langmuir turbulence), processes from current parameterizations of the
UOTBL. As shown in Fig. 1.2, the turbulence structure is influenced substantially by
wave breaking in the regions close to the sea surface. However, Belcher et al. (2012)
suggested that in the middle of mixed layer, the dissipation rate of TKE can be param-
eterized as a linear combination of the dissipation from wind, waves, and buoyancy
forcing:

ε =
u3∗w

h
ϒ
(

z
h
,La,

h
LL

)
, (2.35)

where u∗w is the water-side friction velocity, ϒ is a universal function, LL is the Lang-
muir stability length, and h is the mixed layer depth. They parameterized ε at z = h/2
as

εB(z = h/2)

u3∗w/h
= As +ALLa−2 +AcLa−2 h

LL
, (2.36)

where εB denotes the parametrization of the dissipation rate at z = h/2, as suggested by
Belcher et al. (2012), As = 2(1− exp(−La/2)), AL = 0.22, and Ac = 0.3. Figure 1.3
shows contours of log10 (ε/εB) in the diagram of regions in the (La)-(h/LL) plane.



Chapter 3

Approaches and methods

The existing gaps in our understanding of upper ocean mixing may reflect the inac-
curacy of large-scale ocean circulation models to model small-scale processes such as
dissipation rates of TKE, ε , in the presence of surface wave effects. The lack of accu-
rate microstructure measurement systems in the vicinity of the wavy air-sea interface
is one of the obstacles to improving our understanding. However, a number of emerg-
ing elegant theoretical, numerical, and experimental studies are closing this gap. The
following sections will briefly review the relevant progress, focusing mainly on the
small-scale parameterizations, modelling, and measurements.

3.1 Wave effects and numerical modeling

Rapp and Melville (1990) conducted laboratory measurements of wave breaking, in
which it was determined that for spilling breakers, breaking accounted for approxi-
mately 10% of the wave energy loss, whereas the corresponding proportion for plung-
ing breakers was 25%. In Melville and Matusov (2002) experiments, it was found that
approximately 90% of the wave breaking energy is dissipated by turbulence within four
wave periods, and the remaining energy contributes to the generation process of a co-
herent ”roller” structure scaled with the significant wave height. Terray et al. (1996)
proposed a parametrization of enhanced turbulence below breaking waves using en-
ergy input from wind to waves, significant wave height, Hs, and depth. The dissipation
rate ε in the wave-affected surface layer can be written as (Gerbi et al., 2009):

ε = 0.3Gt
u3∗wHs

z2
,

where Gt is a dimensionless parameter defined as the ratio between the water-side fric-
tion velocity, u∗w, and the energy flux from wind to wave (90 < Gt < 250). We have
used this parametrization in Papers I, II, IV, and V.

From measurements of ocean temperature made at 0.67 m below the sea surface,
Gemmrich and Farmer (1999) observed that cooling events, accompanied by increased
mixing, occurred between breaking events. Gemmrich and Farmer (2004) reported the
correlation between enhanced dissipation rate of TKE and breaking events and their
corresponding wave breaking energy lost in the surface layer. However, as much as
50% of the breaking wave energy is also spent on work done in the submersion of
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bubbles (Loewen and Melville, 1991). Gemmrich (2010) measured ε in the field using
an acoustic profiling system looking upward to the wave crest located above the mean
sea level, and found that turbulence was enhanced substantially in the crest regions, and
was more energetic than those observed previously.

Let us assume Sds = Sbrk + Svis + Swti, where Sbrk denotes the energy loss asso-
ciated with breaking waves, Svis is the energy loss due to viscous force, and Swti ∼∫ 0
−z′ ũw̃∂u/∂ z is the energy loss due to wave-turbulence interaction, where ũ and w̃ are

the horizontal and vertical components of the wave orbital velocity. Following Duncan
(1981) and Phillips (1985), the breaking energy dissipation rate per length of breaking
front, εl , can be scaled, especially when wave breaking is the principle source of TKE,
according to:

εl =
bρwc5

g
=

Sbrk

Λ(c)
, (3.1)

where c is the speed of the breaking crest front, Λ(c) is the length of breaking crest
per unit area, and b is an empirical breaking parameter which depends on wave age,
wave slope, and other wave parameters. Sullivan et al. (2004) and Sullivan et al. (2007)
developed a model of breaker impulses for the injection of momentum, Mb, and energy,
εb (the transport terms in Eqs. 2.25 and 2.26). For a horizontally uniform and vertically
decaying breaker impulse, the wave-induced terms can be specified approximately as
(Rascle et al., 2012):

F(z) =
∫

c
Mb(z,c,ϑ)P(c) dc, and Pwb(z) =

∫
c
εb(z,c,ϑ)P(c) dc, (3.2)

where the frictional acceleration F has been introduced in Eq. (2.1), ϑ is the angle
between wind and wave directions, and the Probability Density Function (PDF), P(c),
corresponding to speed c is expressed as

P(c) =
αbg
2π

Λ(c)
c2

.

Alternatively, Tian et al. (2010) obtained an expression for the wave breaking energy
loss, Pwb, by the means of a breaking-induced eddy viscosity model.

Craig and Banner (1994) and Craig (1996) made a numerical investigation of near-
surface turbulence under the effects of wave breaking using a wave-modified MY clo-
sure. Noh et al. (2004) reported the importance of including wave breaking effects
to predict efficiently the formation of a diurnal or seasonal thermocline under a stabi-
lizing heat flux. Gemmrich and Farmer (1999) modified the Craig and Banner (1994)
model by including the LC effects, and found very good agreement between model and
observation near the sea surface by assuming a constant water-side roughness length.
Recently, several studies have incorporated wave effects on upper ocean mixed layer
dynamics; for example, D’Alessio et al. (1998) and Burchard (2001) for the effects
of wave breaking, Stips et al. (2005) and Jones and Monismith (2007) for the surface
roughness parametrization, and D’Alessio et al. (1998), McWilliams et al. (1997), Kan-
tha and Clayson (2004), and Harcourt (2013) for the effects of LC. Despite great efforts,
proper parameterizations of these wave-induced processes are still under debate.

Generally, numerical methodologies for studying wave effects on the upper ocean
mixing can be split into Direct Numerical Simulation (DNS), Large Eddy Simulation
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(LES), and Reynolds Averaging Navier Stokes (RANS) techniques. DNS based mod-
els give a comprehensive description of flow quantities since they resolve all turbulent
scales. They therefore require a very small spatial separation of sampling points re-
sulting in very large number of grid points (∼ Re9/4, where Re denotes the Reynolds
number). Due to large Reynolds numbers which occur in geophysical processes, which
will require the use of massive computational resources, DNS cannot be used as a de-
sirable method for geophysical applications. RANS and LES are then alternative tech-
niques to DNS, based on resolving the unresolved motions by means of stress closure
techniques (Tejada-Martinez et al., 2012). As discussed in Section 2.3.2, the properties
of the closure models play a significant role in the accuracy of the predicted mean flow
quantities, especially in the presence of surface gravity waves. However, in the LES
model in which the corresponding closure (Subgrid Scale (SGS)) needs to accounte for
the effects of eddies with sizes smaller than the simulation grid size (Sullivan et al.,
2012). I explain briefly here how the LES technique is derived in the presence of sur-
face gravity waves.

A LES model is based on scale separation between large energetic (resolved) eddies
and small (unresolved) dissipative eddies, and uses a low-pass filter in wavenumber
space. This low-pass filter damps out scales smaller than the size of the filter width,
Δ. Applying the spatial filtering operation to wave-phase averaged equation (2.15)
which includes CSF and Craik-Lobovich vortex forcing, results in the LES governing
equations for the wave-modified momentum:

∂ ūi

∂ t
+u j

∂ ūi

∂x j
+ εi jk f j(ūk +us

k) = − 1

ρ0

∂Π
∂xi

+gδ3i
ρ
ρ0

= εi jkus
jωk +Fi +

∂τsgs
i j

∂x j
, (3.3)

where Fi is a forcing term, here representing the generation of small-scale wave break-
ing induced momentum, the overbars denote the application of the low-pass filter, and
the SGS stress, τsgs

i j , is defined as

τsgs
i j = ūiū j −uiu j. (3.4)

These stresses represent the influence of the smaller unresolved scales on the resolved
energetic scales. This equation also shows a closure problem because the second term
on the RHS requires knowledge of the unfiltered velocity field. Typically, the SGS

stresses are decomposed into dilatational, δi jτsgs
kk /3, and deviatoric, τsgsd

i j , parts, as fol-
lows:

τsgs
i j = τsgsd

i j +δi j
τsgs

kk
3

.

The deviatoric part can be parameterized via the Smagorinsky closure as

τsgsd
i j =−2ν les

t Si j, (3.5)

where ν les
t = (CsΔ)2|S| is the LES eddy viscosity, Cs is the Smagorinsky coefficient,

and Si j = (∂ui/∂x j +∂u j/∂xi)/2 and |S|= (2Si jSi j)
1/2 are the filtered strain rate, and

its norm, respectively. To extend the Reynolds stress parametrization (Eq. 3.5), the
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Reynolds stresses of less energetic unresolved eddies subject to wave effects are de-
termined prognostically using a LES-Reynolds decomposition technique. In this ap-
proach, the filtered variables are decomposed into the mean resolved, {ūi}, and the
resolved velocity fluctuation, ū′i, where {·} denotes the Reynolds averaging operation.
Applying this decomposition to Eq. (3.3) together with other manipulations lead to
transport equations for the Reynolds stresses and TKE, respectively. For the sake of
brevity, I only present the viscous dissipation and SGS dissipation rates, which can be
written as:

εi j =−2

{
∂ ū′i
∂xk

∂ ū′j
∂xk

}
and εsgd

i j =

{
τ ′sgsd

ik

∂ ū′j
∂xk

}
−
{

τ ′sgsd
jk

∂ ū′i
∂xk

}
.

For more detailed information, the reader is referred to Tejada-Martinez et al. (2012).

3.2 Wave-modified models

Upper ocean mixing parameterizations and models exhibit substantial biases in pre-
dicted flow quantities in the presence of surface gravity waves. These models tradi-
tionally use atmospheric forcing and subsurface profiles of tracers (salinity and tem-
perature) and velocity to predict upper ocean turbulent fluxes and other quantities. A
collection of such models has been implemented in the GOTM model system in very
general and modular manner. An important feature of these models however is that
they assume the sea surface as a solid boundary and exclude wave effects in momen-
tum transfer and the injection of energy into the water column. To better identify the
essential processes affecting the turbulence mixing near the sea surface, it is required to
develop, diagnostically and prognostically, the wave effects which are ignored in classi-
cal modeling approaches. An overview of some one-dimensional vertical water-column
studies including surface gravity wave effects is listed in Table 3.1.

Table 3.1: Table of one-dimensional vertical mixing models which include the following pro-

cesses: Wave Breaking (WB), here we treat WB as both a surface source for TKE and a volume

source of energy; non-breaking wave (NBW), we used these parameterizations in our Papers
IV and V; Coriolis-Stokes forcing (CSF), the CSF used in Papers I, IV, and V; and Langmuir

Turbulence (LT), LT employed in Papers IV and V.

Reference WB NBW CSF LT

Craig (1996); Craig and Banner (1994) Y N N N

Terray et al. (1996) Y N N N

Burchard (2001) Y N N N

Kantha and Clayson (2004) Y N Y Y

Rascle et al. (2007) Y N Y N

Mellor (2013) Y N N N

Jenkins et al. (2012) Y Y Y Y

Huang et al. (2011) Y Y N N

Janssen (2012) Y N Y Y
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3.3 Observational methods

Processes such as wind-driven currents, wave breaking, air bubble entrainment, acous-
tic noise, and LC significantly contaminate turbulent quantities measured near the mov-
ing interface. Typical difficulties that are potentially important can be divided into the
following incomplete list: 1) instrumental errors; 2) carrier platform motion; 3) ge-
ometry of the platform, sensors, and neighboring structures; 4) aliasing (the tradeoff
between accuracy and resolution); 5) vibration; and 6) overlapped wave and turbulence
scales. Turbulence measurements may further require intensive time (labour), frequent
instrument calibration and maintenance, a high level of user interaction, and intensive
and complicated post-processing. Thus, any errors in implementing aforementioned re-
quirements may also make estimations of turbulence statistics erroneous.

Eddy Covariance Technique (ECT) is a successful and the most accurate direct ap-
proach for measurement of turbulent fluxes (Edson et al., 1998). Although ECT delivers
accurate and comprehensive information on episodic and intermittent turbulence, such
direct measurements of turbulence are rare and difficult in the upper ocean, particularly
in the presence of non-turbulent wave motions (Fujitani, 1981; Pedreros et al., 2003).
Consequently, indirect methods are commonly employment to study upper ocean tur-
bulence depending on the choice of sensors, measurement techniques, the degree of
sophistication of the data processing, and intensity and duration of data collection. Typ-
ical indirect observations of turbulence in the ocean upper layer are carried out using
microstructure profilers equipped with shear probes and/or thermistors, hot-wire and
hot-film anemometers, particle-image velocimeters (PIVs), laser Doppler velocimeters
(LDVs), acoustic Doppler velocimetry (ADV), and high frequency acoustic Doppler
current profilers (ADCP). To overcome the problem of sampling rate in indirect tech-
niques and due to inability of most of available instruments to satisfy the required
spatial resolutions, additional assumptions have to be employed. For example, to ex-
tract ε using ADV, ADCP, and microstructure shear probe signals, the frozen turbu-
lence hypothesis (Taylor’s hypothesis) needs to be invoked, using a mean translational
speed. However, in the presence of wave effects, wave-turbulence interaction can lead
to the frozen turbulence hypothesis becoming invalid and turbulent eddies move by
combined wave orbital velocities and mean currents (Lumley and Terray, 1983). This
unsteady advection creates a frequency shift in the measured velocity spectra that in-
fluence the quality of separation of waves from turbulent motions, specially in using
inertial subrange based techniques (to identify ε from the velocity spectra). PIV and
the pulse-to-pulse coherent unidirectional Doppler profiler, among others, are able to
collect velocity signals with no need to consider the Taylor frozen turbulence hypoth-
esis. Because the (horizontal) velocity wavenumber spectrum is directly resolved by
these instruments.

In general, however, turbulence observations are restricted to measure TKE dissi-
pation rate. Measurements of ε near the sea surface in the laboratory, ocean, and lakes
show in many cases that turbulence and its associated mixing are enhanced in the pres-
ence of surface gravity waves. In a water tank experiment using an oscillating grid just
below the surface, Thompson and Turner (1975) showed that dissipation decays with
depth with a power −4 with respect to the distance below the grid (which is conceived
as breaking surface mechanism). Agrawal et al. (1992) and Kitaigorodskii and Lumley
(1983) performed field measurements on Lake Ontario from a fixed tower, and reported
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that the turbulent boundary layer in the UOBL depends on the growth of wind gener-
ated waves, with values of ε beneath the wavy interface greater than those predicted
by the LOW. Thorpe and Humphries (1980) and Thorpe and Hall (1983) experiments
at the California shelf suggested that wave breaking injects energy into the water col-
umn associated with a reduced velocity gradient below the surface over a depth ap-
proximately 0.2 times the surface wavelength. They also suggested that the logarithmic
wall analogy is no longer valid near the wavy surface. Osborn et al. (1992) conducted
a short-time experiment using an uplooking acoustic instrument together with shear
probes mounted on a submarine in the Pacific Ocean. They found enhancement of ε
consistent with those observed by Thorpe and Hall (1983), Kitaigorodskii and Lum-
ley (1983), and Kitaigorodskii et al. (1983). Using an ascending vertical profiler in the
Pacific Ocean, Anis and Moum (1995) reported enhanced dissipation rates with an ex-
ponential decay near the sea surface under surface waves. While the aforementioned
studies show enhanced TKE near the sea surface under the influence of wave forcing,
some other studies have proposed a general agreement between ε and LOW. Churchill
and Csanady (1983) noted that near surface measurements of turbulence show agree-
ment with LOW analogy. Jones (1985) measured velocity under strong wind forcing
in the Bass Strait. He concluded that the measured ε can be scaled appropriately by
the wall scaling. Cheung and Street (1988) measured turbulence in a laboratory exper-
iment with a range of wave conditions. They found that the behaviour of the turbulent
velocity was similar to that observed near rigid walls. However, in some cases in their
experiment with wind-ruffled, mechanically generated waves in a tank, they reported
increased levels of turbulence away from the surface, and concluded that in those cases
waves are not perfectly irrotational, with a non-zero phase difference between ũ and w̃,
where ũ and w̃ are the horizontal and vertical components of the wave orbital velocity.
Recently, Sutherland et al. (2013) conducted a series of field experiments in the North
Atlantic using an upwardly free-rising air-sea interaction Profiler. Their measured ε
show surprisingly better fit with those predicted by LOW. Thus, existing observational
evidence shows that turbulence below wind waves may and may not obey LOW scaling.



Chapter 4

The present study

4.1 Objectives and approaches

Surface waves, as a widespread phenomenon covering all the world oceans, interact in
very complex nonlinear ways with marine structures, and provide a mechanism for the
exchange of momentum, heat, gas, energy, and moisture across the air-sea interface.
In spite of difficulties in making necessary field measurements, wave interaction with
physical processes in the upper ocean has been subject to many theoretical, laboratory,
observational, and numerical studies during the last four decades. Recent research has
shown that both wave breaking and swell waves are able to influence the structure of the
turbulence in the lower marine atmospheric boundary layer and thus to affect load and
fatigue of turbine rotor blades. In addition, wave breaking will increase loads exerted
on turbine foundations and monopile structures. Investigation of wave processes is very
necessary for the development of offshore wind farms, especially in deep water, and
for quantifying the active air-sea exchange processes. To achieve the objectives of
this PhD thesis defined in Chapter 1, we investigate wave-current and wave-turbulence
interactions as one of important upper ocean mixing-related issues numerically and
experimentally.

The specific objectives of this PhD project can be summarized as: 1) obtaining long-
term oceanic measurements of TKE dissipation rates near the sea surface; 2) quanti-
fying observationally the influence of the surface waves in the collected data set for
ε; and 3) obtaining further understanding of the coupled processes by improving and
modifying a one (vertical) dimensional mixing model by including wave effects.

To approach these objectives and particularly those mentioned in Chapter 1, we em-
ploy an instrument (Section 4.3.1) equipped with the required oceanographic sensors,
and develop the required data analysis techniques, such as data correction and screen-
ing, to satisfy the measurement goals. Furthermore, we investigate wave-induced mix-
ing parametrization techniques using appropriate closure methods in the GOTM model.

4.2 Numerical tools

To improve air-sea model forecasts in the presence of gravity waves, we target on un-
derstanding the essential processes, improving parameterizations, and checking the
wave-modified model performance. Our approaches are based on 1) understanding
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the physical processes such as Stokes drift, breaking and non-breaking waves, and LC
mechanisms and their interactions with upper ocean current and turbulence; 2) calcu-
lating the wave-modified scaling in a one-dimensional vertical mixing model; 3) per-
forming simulations for the various forcing conditions and evaluating the reliability of
the numerical results through model-observation intercomparisons with the measured
ε (and from some other published data sets in literature). All listed modifications have
been implemented in the GOTM model, and communication with the wave field is by
means of an input data file as the temporal evolution of wave energy spectrum. Based
on this input wave data, the wave-induced terms (for example Sin and Sds) are estimated
internally in the corresponding developed wave module (Fig. 4.2). The modifications
have been performed in such a way that the user can easily switch between different
parameterizations and modifications, and the toolbox can be developed further to in-
clude new features by both modellers and observationalists. More information on the
coupling methodologies and theories used can be found in Papers I, IV, and V.

Figure 4.1: Exchange of variables between wind, the wave module, and GOTM. For the cou-

pling of waves with GOTM, the Coriolis-Stokes forcing, wave-induced momentum, wave

breaking production, Stokes shear production, non-breaking parameterizations are computed

internally in the wave module, using data from wave energy spectrum input file. The wave en-

ergy spectrum is calculated using an empirical formulation if the wave energy information is

not available.
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4.2.1 Data processing and reduction

In this section, I describe some post-processing procedures which have been used in
Papers II-VI to remove or reduce the effects of the motion and geometry of carrier
platforms from measurements collected from high-resolution velocity, pressure trans-
ducer, and shear probes.

Motion correction

In this section, I focus on the motion-correction algorithm applied to the velocity field
contaminated by the translational and angular velocities and instantaneous tilt of a spe-
cialized sensor (ADV or sonic anenometer). Two reference frames are specified: 1)
the right-handed coordinate system with x, y, and z axes pointing outward to the nose,
the right-hand side, and the top of the carrier platform, respectively. Three angular
coordinates are defined, corresponding to motions about the x, y, and z axes, respec-
tively: roll, φ , positive when the port-side goes up; pitch, θ ′′, positive when the nose
goes down; and heading ,ψ , positive when the platform rotates counterclockwise when
viewed from above; and 2) a non-rotating fixed frame of reference with axes pointing
out to north, east, and upward, respectively (Papers II and VI).

Orientation of the specialized sensor is determined using a 3-axis accelerometer, a
3-axis angular rate gyroscope, and a 3-axis magnometer signals from Inertial Motion
Unit (IMU) mounted on the platform. These orientations can be obtained precisely
from the gravitational components of accelerometer signals if the body acceleration is
negligible compared with the acceleration due to the gravity. Integrating gyroscope data
leads to an accurate estimate of orientation when sampling is carried out on a short-time
duration, and the accuracy of magnometer for the purpose of calculating the platform
heading is strongly dependent on the amount of magnetic disturbance present. To im-
prove the estimate of platform orientation, the motion package signals are combined
together by means of a complementary filtering in which the sum of two corresponding
filter transfer functions is unity for the whole frequency range. Accelerometer sig-
nals give a reasonably accurate estimate of orientation at low frequencies and a noisy
estimate at high frequencies. Platform orientation from the gyroscope signal can be
achieved more accurately at high frequencies than at low frequencies. Combining the
long-time, accurate accelerometer signal with the short-time, accurate gyroscope signal
will then give a more accurate estimate of pitch and roll. We use a fourth-order Butter-
worth filter backward and forward for both low-passed and high-passed filters, to avoid
phase change. The pitch and roll data obtained are then used to rotate the magnometer
data to the horizontal plane. The low-pass filtered and rotated magnometer data give a
good estimate of the platform heading at low frequencies, and can be combined with
heading data extracted from the gyroscope signals to produce an accurate estimate of
the platform heading at all frequencies. Using calculated platform Euler angles (Paper
VI), the specialized sensor motion in its body frame is expressed as

Vmot = Vtrans +Vrot = Vtrans +ΩΩΩobs ×R, (4.1)

where Vmot is the platform body velocity, ΩΩΩobs is the angular rotation vector relative to
the body frame, R is the position vector of the motion package with respect to the sen-
sor, and Vtrans and Vrot are translational and rotational velocities of the sensor, respec-
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tively. To calculate Vtrans using pitch and roll, we remove the gravitational acceleration
from the measured acceleration signals:

ẍobs =

⎡⎣ax
ay
az

⎤⎦+

⎡⎣ −gsin(θ ′′)
gsin(φ)cos(θ ′′)
gcos(φ)cos(θ ′′)

⎤⎦ , (4.2)

where ẍobs is the body acceleration signal, which is used to estimate the translational
velocity by

Vtrans =
∫

t
˜̈xobs dt,

where ˜̈xobs is obtained by applying the high-pass filter to ẍobs, in order to remove in-
herent accelerometer drift (Edson et al., 1998). The wave-induced platform motion
contamination can be removed from the observed velocity in the reference frame by

Vtrue = T [Vobs +Vmot ] , (4.3)

where Vobs is the flow velocity measured by the ADV or sonic anenometer, and T
is the coordinate transformation from the body frame to the earth frame. The coordi-
nate transformation matrix is obtained by multiplying three rotation matrices calculated
from the Euler angles. The order of rotation matrices multiplications results in differ-
ent transformations, and for very small rotation increments, the sensitivity of transfor-
mation reduces with respect to multiplication order. In this study, I use the sequence
ψ → θ ′′ → φ . Thus, T is expressed in the right-handed coordinate system as

T =

⎡⎣cos(ψ) −sin(ψ) 0
sin(ψ) cos(ψ) 0

0 0 1

⎤⎦⎡⎣ cos(θ ′′) 0 sin(θ ′′)
0 1 0

−sin(θ ′′) 0 cos(θ ′′)

⎤⎦⎡⎣1 0 0
0 cos(φ) −sin(φ)
0 sin(φ) cos(φ)

⎤⎦
= T(ψ)T(θ ′′)T(φ). (4.4)

The angular velocity vector is determined for a right-handed coordinate system in the
body frame by the following ordinary differential equation:

ΩΩΩtrue =

⎡⎣φ̇ cos(ψobs)cos(θ ′′
obs)+ θ̇ ′′ sin(ψobs)

θ̇ ′′ cos(ψobs)− φ̇ sin(ψobs)cos(θ ′′
obs)

−ψ̇ − φ̇ sin(θ ′′
obs)

⎤⎦ ,
where the overdot denotes the time derivative of the Euler angles, and ΩΩΩtrue =
[φ̇ , θ̇ ′′, ψ̇]T used in Eq. (4.3).

Flow distortion

Flow distortion can significantly corrupt turbulence measurements because of the gen-
eration of secondary motions in the vicinity of carrier platforms, sensors, and other
neighboring objects. Generally, the flow distortion problem can be approximately
solved in the vicinity of a body of revolution, either computationally or analytically,
using potential flow theory for simplified bodies (Paper II).

Using potential flow theory, Oost et al. (1994) examined several methods for cor-
recting of turbulent fluxes in the atmospheric boundary layer. They concluded that the
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corrections are strongly dependent on the shape of the object (carrier platforms) and the
distance of the sensors from the object. Their proposed models were applied to three
sets of data suggesting that the usual form of tilt correction is not sufficient to correct
for flow disturbances surrounding the supporting platforms. Dupuis et al. (2003) mea-
sured the momentum and heat fluxes obtained from the R/V L’Atalante, a spar buoy,
and from aircraft, in a fetch-limited situation using the inertial-dissipation method to
calculate fluxes. To include the flow distortion contribution, they performed numerical
simulations of flow distortion caused by the ship. Their results for the mean wind speed
showed that the distortion effects vary significantly as a function of wind speed and di-
rection, with an enhancement when the relative difference between the flow direction
and the bow is greater than 30o.

Here, I will present briefly how to calculate the secondary distorted flow around
the objects with shapes similar to MATS. To apply the potential flow assumption using
analytical methods, I approximate the object shape as a prolate spheroid. It is useful to
transform the Cartesian body coordinate system (x,y,z) to a prolate spheroid coordinate
system (ξ ,μ,ϖ) using the following relations (Lamb, 1932):

x = aμξ ,
y = a

√
1−μ2

√
ξ 2 −1cos(ϖ),

z = a
√

1−μ2
√

ξ 2 −1sin(ϖ),

where the foci of spheroid coordinates are at x = ±a. Without loss of generality, I
assume that the prolate spheroid coordinate system has major axis, b, along the x-
axis of MATS and minor axis, c, along the z axis, and its surface satisfies ξ = ξ0

where ξ0 = b/a, and a = b
√

1− c2/b2. For the inviscid, irrotational fluid, the velocity
field can be expressed as the gradient of a scalar potential function Φ which can be
compactly expressed by

Φ = Φ(x,y,z,ξ ).
Using Φ and assuming that the body of revolution moves with uniform velocities in
the x, y, and z directions, the translational distorted velocity tensor A f d is obtained.
Similarly, in the case of rotations about the x, y, and z axes, the rotational tensor B f d is
then calculated. According to Lamb (1932), this distorted flow can be represented as
a linear combination of platform relative (linear) velocity and angular velocity. These
matrices are then combined with Eq. (4.3) to remove distortion effects, using potential
theory.

Wave estimate

In this section, I describe how to estimate the true wave information by combining sig-
nals from a pressure sensor and a motion package. Both instruments have been mounted
on MATS, and the wave energy spectrum is calculated through a multistep procedure
as presented in Paper V.

The dynamic pressure is estimated for the deep water using linear small-amplitude
wave theory as

pd(z, t) = ρwge−kzη , (4.5)

where k = 2π/λ is the wavenumber, λ being the wavelength. To avoid strong noise
growth caused by depth-attenuation of the pressure signal, I apply a cut-off frequency,
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fcut , and extrapolate the wave energy spectrum beyond fcut by f−5 (Paper I). The con-
taminations induced by platform motion are removed, using the mounted accelerometer
and the gyroscope angular rate signals. The accelerometer and gyroscope contributions
in the estimation of surface gravity waves can be computed using the vertical accel-
eration, pitch, and roll data. Let ẍobs again denotes the observed accelerometer signal
in the rotating frame. The vertical acceleration in the reference coordinate system (the
non-rotating frame) is then calculated by

z̈acc =
[
T(φ ,θ ′′,ψ)ẍobs

]
. ẑ, (4.6)

where T is given by Eq. (4.4). The vertical acceleration z̈acc is then twice integrated,
and the inherent acceleometer measurement noise in is filtered prior to each integration.
The platform vertical displacement can then be computed by

ηacc =
∫ ∫

z̈acc dt ′dτ ′, (4.7)

where τ and t ′ are elapsed times. The tilt height of the pressure sensor is calculated
using the rotational angles and the vector distance from the motion package to the
pressure sensor, R, as

η tilt =
[
T(φ ,θ ′′,ψ)R

]
. ẑ. (4.8)

To conclude, we combine the displacements, together with the raw pressure signal in
frequency space, and using Eq. (4.5) to estimate the wave energy spectrum. It should
be noted that we used only the vertical acceleration information to correct the pressure
signal in Paper V.

Dissipation rate of TKE from shear probes

The average turbulence energy dissipation rate based on local isotropy is given by

ε = ν
(

∂u′i
∂x j

+
∂u′ j

∂xi

)
∂u′ j

∂xi
, (4.9)

where ν is the kinematic viscosity, and the overbar denotes a time average. By assuming
local isotropy of turbulence, the one-dimensional dissipation rate measured from verti-
cal gradient profiles of the horizontal current fluctuations is given by (Taylor, 1935):

ε = 15ν
(

∂u′1
∂x1

)2

=
15

2
ν
(

∂u′1
∂x3

)2

, [W kg−1]. (4.10)

In this study, the small-scale shear ∂u′/∂ z is measured using two shear probes mounted
on both MATS and a vertical microstructure profiler. After suppressing the low fre-
quency vibration disturbances of the vessel using accelerometer signals (Goodman
et al., 2006), the dissipation rate is obtained from the measured shear spectra:

ε =
15

2
ν
∫

Ψshear(k)dk, (4.11)

where Ψshear is the measured shear probe spectrum after conversion from frequency to
wavenumber spectrum via Taylor’s hypothesis. Applying the Taylor’s hypothesis for
the vertical microstructure profiler depends on the fall velocity of the instrument, and
for the MATS shear signals depends on the flow past the sensor (Papers II, III, and
IV).
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Figure 4.2: (Top) MATS deployment and the different components, and (Bottom) Bottom

mounted frame with the installed oceanographic sensors.

4.3 Instruments and field works

4.3.1 MATS

The Microstructure Autonomous Turbulence System (MATS) has been designed to col-
lect microstructure time series of near-surface turbulence at a fixed level. The platform
is a low-drag buoy, custom modified by Flotation Technologies to fit the turbulence
instruments. The buoy is equipped with a MicroRider turbulence instrument package
consisting of two air-foil shear probes, two fast response thermistors, a pressure trans-
ducer, a two-axis vibration sensor, a precision pitch and roll sensor, and a three-axis
magnetometer. Additionally, a low-power 6-axis motion sensor (Inertial Motion Unit
(IMU)) is fitted into the MicroRider. A three-component ADV, Nortek Vector, is inter-
faced with the MicroRider. The sensor head of the Vector is rigidly fixed to the buoy.
The entire system is powered by two rechargeable lithium-ion battery packs, giving an
estimated operating time of 500 h. With a 25% duty cycle, this instrument can sample
20 GB of data for about 85 days. The buoy is the upper element of a bottom-anchored
mooring line, allowed to align with the current, and is set to acquire data in the up-
per 5–10 m. The system allows for measurements using two independent methods,
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sampling different parts of the turbulence spectrum: eddy correlation measurements of
turbulent momentum and heat flux sampled in the energy-containing and near-inertial
subranges, and dissipation rate measurements in the dissipation subrange (Papers II
and VI).

It should be noted that the temperature gradient spectrum cannot be resolved effi-
ciently, and velocity spectra calculated from ADV signals are severely noisy, so that
the inertial subrange is either very narrow or not detectable in most cases. Hence, the
performance of the motion correction algorithms presented in the previous section are
evaluated by applying them to the high resolution sonic anenometer data (Papers VI).

Figure 4.3: Maps showing cruise areas where all instruments were deployed: a) Vestfjorden,

northern Norway (8–13 April , 2011); b) Havsul area (end of October 2011 to end of January

2012); c) Marstein (28–30 November 2012; and 30 November 2013 to 5 December 2013); and

d) Martha’s Vineyard, Massachusetts, USA, (13 April to 29 June 2010).

4.3.2 Experiments

Vestfjorden, 2011

Surface wave, current, and turbulence data were collected during the BIOWAVE-
OILWAVE cruise in Vestfjorden, Lofoten, northern Norway on 8–13 April 2011
(Fig. 4.3-a). Three different moorings were deployed during the cruise with distance
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approximately 2 km apart from each other forming a triangle. The first mooring con-
tained two ADCPs, the second was the Waverider buoy, and the third was MATS
equipped with a number of oceanographic sensors (Paper II). MATS was deployed
at depth of approximately 128 m and fixed about 12 m below the sea surface.

Havsul, 2012

Observations of ocean turbulence, background currents, hydrography, and surface
waves were carried out during a cruise of the Research Vessel (R/V) Håkon Mosby.
The measurement site was approximately 6 km offshore of the Havsul-I area off the
west coast of Norway, the first site in Norway with a concession for an offshore wind
park (Fig. 4.3-b). Near-surface turbulence was sampled using both MATS and a free-
falling profiler (MSS) for a period between 25 and 31 October 2011. The atmospheric
data were logged from the ship’s meteorological mast at a height of 15 m. A Fugro-
Oceanor WaveScan buoy and an oceanographic mooring were also deployed during
this cruise. The water depth at the measurement site is approximately 130 m. MATS
and the mooring were recovered on 10 January 2012 and 6 March 2012, respectively
(Papers IV and V).

Marstein, 2012 and 2013

Ocean currents, surface gravity waves, dissipation rates of TKE, and atmospheric tur-
bulent fluxes were measured during two short cruises of the R/V Håkon Mosby in
December 2012 and November 2013, respectively. The measurement site was approx-
imately 30 km southwest of Bergen at 20 m water depth. The deployment site is less
than 5 km east of the 200 m isobath of the Norwegian trench (Fig. 4.3-c). Measurement
of air-sea interaction processes in both above and below the air-sea interface were car-
ried out from floating platforms including ship, buoys, MATS (fixed at 10 m below the
surface), and a Bottom Mounted Frame (BMF) structure (Fig. 4.2). To keep track of the
locations and attitudes of platforms, all structures except BMF were equipped with an
IMU system. The BMF was equipped with an AWAC (Acoustic Wave and Current Pro-
filer), an uplooking Aquadopp, and an ADV with a horizontal plate and a 45o slanted
bracket (Fig. 4.2). The AWAC performs dual measurements of both ocean currents and
surface gravity waves from a single fixed installation. The upward-looking Aquadopp
provided background current measurements. In contrast to the MATS, installation of
the ADV on the BMF enabled us to record high-resolution flow and turbulent flux mea-
surements without any need for motion correction. In a similar way to the MATS, the
ADV collected samples during 15 minute bursts per hour (Paper III).

Martha’s Vineyard Coastal Observatory, 2010

Measurements of turbulent fluxes in the marine atmospheric boundary layer were per-
formed using the Air Sea Interaction Tower (ASIT) at the Martha’s Vineyard Coastal
Observatory, Massachusetts, USA, and from a moored floating buoy in the vicinity of
ASIT between 13 April and 29 June, 2010 (Fig. 4.3-d). Both ASIT and the buoy were
equipped with a direct covariance flux system and an inertial motion unit to measure
turbulent fluxes at low wind speeds (Paper VI).





Chapter 5

Introduction to the papers

Although the general impact of waves on the hydrodynamics covers a broad range
of disciplines, from turbulence closure to nearshore circulation, the papers listed here
have concentrated on some specific aspects of wave-current and wave-turbulence inter-
action. Generally, the context of the papers can be divided into three parts: 1) wave-
current-turbulence interaction including coupling methodologies, modifications, and
implementations; 2) signal processing and data analysis techniques; and 3) instrumen-
tation and turbulence sensor specifications. Here, I present the description for each
paper separately in the order introduced in the Section Outline with list of papers.

Paper I. Surface gravity wave effects on the upper ocean boundary layer: modifi-
cation of a one-dimensional vertical mixing model

1. investigate coupling methodology based on wave-induced terms derived from
a second-order perturbation expansion of the Navier-Stokes equations in La-
grangian coordinates.

2. study the roles of Coriolis-Stokes forcing and wave breaking momentum terms in
the dynamics of upper ocean currents and turbulence.

In this paper, we investigate the effects of surface gravity waves on upper ocean cur-
rents and turbulence based on Jenkins (1987) and Jenkins (1989) formulations by the
use of Coriolis-Stokes forcing and wave-current interaction momentum transfer terms.
For numerical study, we modify the one-dimensional General Ocean Turbulence Model
(GOTM). Moreover, we illustrate how such modifications influence the prediction of
upper ocean currents and turbulence using some existing data sets. Results suggest that
inclusion of Stokes drift increases the magnitude of the wind-induced surface currents
by about 35% and its veering by about 30%. Furthermore, wave-induced momentum
reduces the surface current slightly, and has a trivial impact on its veering. Addition-
ally, we provide a simple finite element numerical solver for the numerical study of
steady-state wave-modified Ekman currents.

Paper II. Autonomous ocean turbulence measurements using shear probes on a
moored instrument

1. introduce MATS and its components, coordinate system, and sampling informa-
tion in detail.
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2. provide the required data processing techniques that should be accounted in such
measurements from mobile systems, including platform motion correction, shear
probe data processing concerns in the presence of surface waves, platform angle
of attack effects, and data quality control criteria.

3. test the ability of MATS to estimate gravity waves and dissipation rates of TKE
by deploying MATS in Vestfjorden in Northern Norway (April 2011) in a 4-day
campaign.

In this paper, skill of a newly designed MATS is tested in a short-term deployment
to measure upper ocean turbulence. Although the platform was designed to measure ε
in two different parts of turbulent energy wavenumber spectrum, it was found impossi-
ble to apply the Eddy Covariance Technique (ECT) using ADV measurements, mainly
as a result of severe contamination of velocity spectra in the inertial subrange. In ad-
dition, the temperature gradient measurements could not be resolved adequately in the
dissipative subrange, and only the shear spectra have nearly less contamination in the
frequency range 1–20 Hz. The values of ε estimated using shear spectra are consistent
with the scaling expected from wave breaking.

Paper III. Turbulence measurements in shallow water from a subsurface moored
moving platform

1. deploy MATS in shallow water together with a bottom mounted platform as a
reference fixed platform for measurement of both waves and turbulence.

2. test the ability of MATS to measure ε successfully in the presence of both surface
gravity waves and bottom topography. Preliminary results suggest that observed
dissipation rates of TKE are consistent with the expected scaling from breaking
waves.

In a joint atmospheric-oceanic field campaign in December 2012, the performance
of deployed systems was evaluated in a water depth of approximately 20 m. This ex-
perimental setup contains MATS, a bottom frame platform (equipped with an ADV, a
Nortek AWAC, and an upward looking current profiler), and a Direct Covariance Flux
(DCF) system mounted on mobile vessels at the front bow of RV Håkon Mosby ship,
and a floating buoy, instrumented to measure atmospheric marine boundary layer tur-
bulence characteristics. In this experiment, all deployed instruments experienced such
harsh weather conditions, that the floating buoy capsized during the deployment.

Paper IV. Turbulence structure in the upper ocean: a comparative study of
observations and modelling

1. present observations of ε using two independent instruments near the wavy sea
surface.

2. provide the required data analysis techniques and assumptions in the presence of
wave forcing.
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3. modify GOTM by including both wave breaking and LC effects.

4. use the proposed scaling of ε for breaking and non-breaking waves, and wave-
turbulence interaction, and perform comparisons with observed ε .

In this paper, measurements of upper ocean turbulence are carried out using shear
probes mounted on a free-falling profiler (MSS) and MATS. The GOTM model was
modified this time to include wave breaking and LC effects using theory developed
by Kantha and Clayson (2004). The numerical values of the TKE dissipation from the
modified GOTM k-ε model are compared with the observed values of ε from MATS
and MSS.

Paper V. The influence of surface gravity waves on the injection of turbulence
in the upper ocean

1. address a new data set for ε based on MATS shear probe signals, covering two
storm periods.

2. present processing methodology for motion-correction applied to raw data of
pressure, in order to estimate the one-dimensional wave energy frequency spec-
trum at the sea surface.

3. test the accuracy of the wave-modified GOTM model results with respect to the
observed values of ε .

4. compare various methods of scaling ε with the values measured by MATS shear
probes.

Observations were made in the near-surface layer, at approximately 8 m below the
sea surface for a duration of 2.5 months in late 2011, covering two storm periods. The
time series of ε measured from MATS shear probes and the estimates of surface gravity
waves from the high-resolution pressure sensor are analysed here in more detail than in
Paper IV. The passage of two low pressure systems with strong wind and wave forc-
ing has provided an excellent opportunity to study upper ocean turbulence variability
under severe conditions. Numerical calculations were performed using a second-order
turbulence closure scheme based on the Mellor-Yamada level 2.5 scheme, modified
to incorporate near-surface processes such as Langmuir circulations and wave breaking
with slight changes in the representation of wave breaking than those used in Paper IV.

Paper VI. Wave-induced characteristics of atmospheric turbulence flux measure-
ments

1. decontaminate the wind velocity data measured using a sonic anenometer located
approximately 3.7 m above the sea surface, in order to remove wave-induced
platform motion disturbances.

2. compare corrected measurements obtained from the buoy-mounted DCF system
(moving platform) with the ASIT data (fixed platform).
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3. investigate the relation between measured fluxes and wave-induced momentum
flux in the wave-affected marine boundary layer.

In this paper, we focus on estimates of momentum flux obtained using the eddy
correlation method applied to the data measured from a moored buoy deployed near a
research Air-Sea Interaction Tower (ASIT) at Martha’s Vineyard Coastal Observatory,
Massachusetts, during spring 2010. The accuracy of the motion correction algorithms
are checked by comparing their results with the corresponding calculated fluxes from
ASIT. Numerical model estimates of momentum flux were also obtained using a wave
model to calculate a sea-state dependent drag coefficient.



Chapter 6

Conclusions and general perspectives

6.1 Main results

As the presentation of papers in the previous chapter suggests, this thesis aims to ad-
dress the impact of surface gravity waves on the near sea surface turbulence structure,
both numerically and observationally. Overall, the findings of this study support the
view that the turbulence below surface gravity waves does not obey the law of the wall.

The principle conclusions of this study can be summarized as:

1. A Microstructure Autonomous ocean Turbulence System (MATS) has been de-
veloped, offering a sophisticated way to obtain long time series of turbulence
in the upper ocean boundary layer. This instrument is able to measure simultane-
ously both current speed, pressure, and the rate of dissipation of Turbulent Kinetic
Energy (TKE) at a fixed depth below the sea surface. It is thus now possible to
collect data sets which are large enough for adequate statistical analysis.

2. The use of a high resolution pressure transducer to measure sea surface elevation
has permitted higher quality estimates of turbulent fluxes from floating platforms,
especially during harsh weather conditions when other types of floating platforms
cannot operate efficiently.

3. A collection of signal processing tools has been developed and implemented,
which calculates various required manipulations and transformations performed
on a measured signal contaminated by motions of the carrier platform, wave-
induced disturbances, and mechanical vibrations of the platform.

4. The deployment of this moored moving platform during two storm periods has
provided a good opportunity for the collection, analysis, and interpretation of the
data describing physical processes near the sea surface. Such measurements are
difficult to make from any other platform in harsh weather conditions.

5. A one-dimensional vertical mixing model has been modified to incorporate the in-
fluence of surface gravity waves. The skills of the modifications have been evalu-
ated by conducting a series of ideal numerical experiments and model-observation
inter-comparison scenarios.
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6. The vertical structure of the TKE dissipation rate has been empirically param-
eterized by the use of some simplified formulations that include the effects of
breaking and non-breaking waves, shear production, and Langmuir circulations.

6.2 Proposed future work

Although the results presented here have demonstrated the effectiveness of the MATS in
measuring near surface oceanic turbulence parameters, this system needs to be further
developed in a number of ways:

1. Investigate the probable reason for the high noise level in the measurements of
the velocity field from the ADV mounted on the MATS, and try to develop the
necessary processing techniques to remove such disturbances from the original
signals.

2. Estimate the dissipation rates of TKE from thermistor measurements near the sea
surface in the presence of wave forcing.

3. Estimate the directional wave energy spectrum using combined ADV and pres-
sure signals.

4. Study of the wave effects on platform motion to develop further the results for the
offshore platforms dynamics under interaction with surface gravity waves.

5. Modify and improve MATS in order to measure turbulent fluxes more accurately
very close to the sea surface during wave breaking events in particular.

Although surface gravity waves are a probable major contributor to the enhancement
of TKE near the sea surface, the effects of buoyancy and internal waves on the ener-
getics of small-scale turbulent eddies and their interaction with surface gravity waves
should be explored, due to the large variations in thermal stability which are observed
in the upper ocean boundary layer. Furthermore, the present investigation provides
a substantial basis to study how closely the Large Eddy Simulation model results can
replicate the prediction of our wave-modified vertical ocean mixing model results. This
challenging investigation, together with the collection and analysis of accurate data sets
near the wavy sea surface would be the subject of many future studies.

The coupling methodologies together with wave-modified closure (the algebraic
Reynolds stress) models can be extended further to the regional models. In addition,
terms such as pressure-correlation need to be more explored for deriving the efficient
stability functions when wave effects are included in the model simulation runs.
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