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Abstract

We consider the inverse problem of identifying large-scale subsurface structures using the controlled source
electromagnetic method. To identify structures in the subsurface where the contrast in electric conduc-
tivity can be small, regularization is needed to preserve structural information. We propose to combine
two approaches for regularization of the inverse problem. In the first approach we utilize a model-based,
reduced, composite representation of the electric conductivity that is highly flexible, even for a moderate
number of degrees of freedom. With a low number of parameters, the inverse problem is efficiently solved
using a standard, second-order gradient-based optimization algorithm. Further regularization is obtained
using structural prior information, available, e.g., from interpreted seismic data. The reduced conductivity
representation is suitable for incorporation of structural prior information. Such prior information can,
however, not be accurately modeled with a gaussian distribution. To alleviate this, we incorporate the
structural information using shape priors. The shape prior technique requires the choice of kernel function,
which is application dependent. We argue for using the conditionally positive definite kernel which is shown
to have computational advantages over the commonly applied gaussian kernel for our problem. Numerical
experiments on various test cases show that the methodology is able to identify fairly complex subsurface
electric conductivity distributions while preserving structural prior information during the inversion.

Keywords: Inverse problem, Electric conductivity estimation, Reduced parameterization, Shape priors

1. Introduction

Marine geophysical exploration is important, for example, in the search for new offshore petroleum
reservoirs. Several surface methods have been developed to attempt depiction of the subsurface geological
structures, and thereby direct or indirect detection of a possible presence of hydrocarbons. The procedure
for most surface methods is: transmission of energy into the subsurface; measurement on the surface, and;
inversion to get a map of the subsurface physical properties. Over the last decades, seismic reflection methods
have been widely used in hydrocarbon exploration, but more recently, electromagnetic methods have also
gained interest, particularly controlled source electromagnetics (CSEM), see, e.g., [1] and references therein.

With CSEM, a towed electric dipole transmits low-frequency (0.1-10 Hz) electromagnetic (EM) signals
into the subsurface. The transmitted signals are sensitive to the subsurface electric conductivity. The
electric conductivities of brine and oil saturated porous media differs by 1-2 orders of magnitude, which
makes CSEM attractive as a hydrocarbon indicator. The recorded response in the sea floor receivers is,
however, the result of the interaction of the EM signals with a subsurface region much larger than that of
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a (potentially existing) petroleum reservoir. The usefulness of CSEM therefore relies on its ability to map
the entire subsurface region that is being explored with reasonable accuracy.

Subsurface geology is typically dominated by large-scale structures (geological strata), although subsur-
face properties also vary within a structure. The main aim with the research presented in this paper is to
develop a computationally efficient inversion methodology for CSEM data that is able to preserve prior in-
formation about geological strata, and we will therefore apply a model-based representation (see, e.g., [2–9])
of the unknown electric conductivity field. Alternatively, a pixel-based representation (see, e.g., [10–13])
could have been used, although the tendency for smoothing out the resulting conductivity field makes it less
attractive. Additionally, large computational costs are associated with running second-order gradient-based
optimization algorithms with a pixel-based representation, due to the large number of parameters.

The majority of subsurface geological strata are brine saturated. Electric conductivity contrasts between
different brine saturated strata are typically much weaker than those occurring between a brine saturated
stratum and a petroleum reservoir. Data from EM signals which have propagated through the brine saturated
strata have low resolution power due to the diffusive nature of the low-frequency EM signals. This makes
it very challenging to solve the inverse problem of obtaining correct placement of structure boundaries
from CSEM data alone. In addition, there is a possibility of getting trapped in local minima when using
gradient-based optimization algorithms, due to nonlinearity in the mapping from conductivity to EM data.

To enhance stability and to reduce model nonlinearity, we apply regularization by reduced parameter-
ization and adjustable smoothing of the structure boundaries, extending the work in [8, 9]. The reduced
representation allows for use of Gauss-Newton-type optimization algorithms as the low number of param-
eters permits the model to be updated using second-order derivative (Hessian) information. To further
aid in obtaining accurate placement of structure boundaries, it would be an advantage if structural prior
information could be applied. How to achieve this will be a major topic in the paper.

From the inversion methodology viewpoint, it is not crucial where the structural prior information
comes from, but it seems natural to point to seismic data in this context. Seismic data are sensitive to
elastic properties of the subsurface, and are applied to detect interfaces between geological strata. They
are usually interpreted by geologists in combination with well logs and outcrop analogues. The outcome
of this process is a set of possible structural subsurface models, from which one model may be selected as
the most probable. There is often a fair amount of uncertainty and ambiguity associated with this selection
process. Without going into any detail about geological interpretation, we will simply assume that uncertain
structural subsurface information exist, and seek to utilize this information to build a prior model for the
structural CSEM inversion to increase reliability of the inversion results. We will, however, sometimes refer
to the structural prior information as seismic interpretations, etc., for convenience. (Note also that joint
inversion of seismic data and CSEM data, see, e.g., [14–17], is an alternative way to utilize the information
in seismic data in the context of CSEM inversion.) As a final remark concerning the origin of the structural
information, we note that it is not guaranteed that all large-scale structures with respect to elastic properties
always correspond exactly to large-scale structures with respect to electric properties. Further discussion of
this complex issue is, however, outside the scope of the paper.

Use of prior information in an inversion requires that a prior probability density function (PDF) for
the parameters involved in the estimation is specified. A very common assumption for many subsurface-
related problems is that the prior PDF is multivariate gaussian. When the solution of the inverse problem is
expected to contain several large-scale structures as a dominating feature, like in our case, any realistic prior
PDF associated with a pixel-based parameterization would be multimodal, and therefore non-gaussian. We
apply an entirely different parameterization, but even so, it is still not clear how to directly design a realistic
prior PDF for the parameters involved. Our parameterization does, however, facilitate representation of
structural prior information as training images, where one training image corresponds to a possible structural
subsurface model. Subsequently, the training images are used to build a (not necessarily gaussian) PDF for
the subsurface structures that is incorporated in the inversion methodology as a shape prior [18]. Shape
priors allow for calculation of non-gaussian PDF’s by transforming them to a space where they follow
a gaussian distribution. The calculation requires a choice of kernel function, which to some degree is
application dependent, with the gaussian kernel being the common choice. We will, however, argue for the
use of a conditionally positive definite kernel [19], as it is shown to aid the gradient-based algorithm in a
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favorable manner compared to the gaussian kernel.
The paper is organized as follows: In section 2, we describe the numerical solver for Maxwell’s equa-

tions. The formulation of the inverse problem is outlined in section 3. This includes a description of the
parameter representation in section 3.1, and a discussion of shape priors and kernel functions in section 3.2.
A description of the procedure for solving the optimization problem is given in section 4. In section 5, we
present numerical results involving various types of subsurface geological structures, where we demonstrate
the performance of the novel inversion methodology. The main aim of the numerical investigation is to assess
the importance of using structural prior information for achieving CSEM inversion results that preserves
geological strata. We end with some concluding remarks in section 6.

2. Forward model

The subsurface propagation of EM waves is governed by Maxwell’s equations. Stated in the frequency
domain, they are

∇× e− iωμh = 0, (1)

∇× h− σe = j, (2)

∇ · (εe) = 0, (3)

∇ · (μh) = 0, (4)

where we have assumed a time harmonic convention e−iωt, with ω denoting angular frequency and i =
√−1.

We have also assumed no free electric charges, and neglected displacement currents due to low frequency
signals. In (1) - (4), e and h are the electric and magnetic fields, respectively, j is the electric source current
distribution, ε denotes the permittivity, μ denotes the magnetic permeability, and σ denotes the electric
conductivity (assumed to be isotropic). Taking the curl of (1) and using (2) we can eliminate h, yielding

∇× (μ−1∇× e
)− iωσe = iωj. (5)

If desired, h can be found from (1) when e is known. In this paper, we only consider the electric field
responses.

The diffusive nature of EM waves in the subsurface implies that the EM fields go to zero at infinity for
an unbounded domain. On a finite computational domain, Ω ∈ R

3, we therefore impose the condition:

e× n |∂Ω= 0, (6)

where n is a unit normal vector. For (6) to hold, we need ∂Ω to be sufficiently far away from the area of
interest.

2.1. 2.5D formulation

To solve (5), we first write it in variational form following standard procedures. We pre-multiply (5)
with the adjoint of an arbitrary test function κ before integrating over the domain Ω, which results in the
equation ∫

Ω

κ
∗
(∇× (μ−1∇× e

))
dΩ− iω

∫
Ω

κ
∗σedΩ = iω

∫
Ω

κ
∗j dΩ. (7)

We define the vector space H (curl) =
{
κ ∈ (L2 (Ω))

3 |∇ × κ ∈ (L2 (Ω))
3
}

and let the test function be

chosen such that
κ ∈ H∂Ω (curl) = {κ ∈ H (curl) | (κ× n) = 0 on ∂Ω} . (8)

Using Green’s theorem, we can transform the first integral in (7) as follows:∫
Ω

κ
∗
(∇× (μ−1∇× e

))
dΩ =

∫
Ω

(∇× κ)
∗ (

μ−1∇× e
)
dΩ. (9)
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Inserting the identity (9) into (7) we get the variational form of (5) given as〈∇× κ, μ−1∇× e
〉− iω 〈κ, σe〉 = iω 〈κ, j〉 , (10)

where 〈·, ·〉 denote the standard L2 inner product.
Solving the full 3D problem can be computationally expensive, especially in an inversion setting. To

overcome this challenge we apply a 2.5D formulation of the problem [20]. This means that the field compo-
nents, e and j, are functions of x, y and z, while the electric conductivity, σ, is only a function of x and z;
thus y is defined as the strike direction. The splitting is done through a 1D Fourier transformation along
the strike direction, y, defined as

f̂ (x, ξ, z) ≡ 1√
2π

∫
R

f (x, y, z) e−iξy dy, (11)

where ξ denotes the Fourier mode. By Fourier transforming (10) we get a sequence of independent 2D
problems (one for each Fourier mode) to solve in Ω2D ∈ R

2. Hence, we reduce the computational cost
significantly compared to solving the full 3D problem.

2.2. Finite element solution

We discretize the computational domain Ω2D into triangular elements using Triangle [21], and solve the
2.5D problem with the finite element method (FE). Ultimately, the result of the FE formulation can be
written as a linear system

Aê = b̂, (12)

where A denotes the stiffness matrix, ê is the Fourier transformed electric field in Ω2D and b̂ is the discrete
counterpart of the source term (right-hand side) in (10). We solve (12) using LU decomposition. Sub-
sequently, we pick out the Fourier transformed electric field components at the centroid of the triangles
containing the receivers using linear interpolation. Lastly, we use the inverse Fourier transform, defined as

f (x, y, z) ≡ 1√
2π

∫
R

f̂ (x, ξ, z) eiξy dξ, (13)

to apprehend the actual electric field components. This integral is approximated using the midpoint rule.
Further details can be found in [22].

3. Inverse problem

We want to map the subsurface conductivity distribution based on EM data gathered at the receiver
positions for exploration purposes. We introduce a data vector d̃ ∈ C

ND containing the electric field
responses observed at the receiver positions:

d̃ =
[
d̃1, d̃2, ...d̃ND

]T
. (14)

The superscript T denotes matrix or vector transpose and ND is the number of measurements. The electric
field at the receivers calculated by the forward model can be summarized in an operator m̃ (p) ∈ C

ND , where
p (r) ∈ R

Ng is a pixel-based representation (i.e. constant within each element) of the subsurface conductivity
distribution with Ng being the number of grid cells in the inversion domain D ⊆ Ω2D and r = (x, z). For the

inversion process, the real and imaginary components of d̃ and m̃ are considered (another common choice
is amplitude and phase). To this end, let a new set of vectors, d ∈ R

Nd and m(p) ∈ R
Nd , be defined as

d =

[
Re(d̃)

Im(d̃)

]
, m(p) =

[
Re(m̃(p))
Im(m̃(p))

]
, (15)

where Re and Im denote the real and imaginary parts of the argument, respectively, and Nd = 2ND.
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We can write the mapping between m (p) and d as

d = m (p) + δ, (16)

where δ ∈ C
Nd could include both model and measurement errors. Model errors will, however, not be

considered in this paper. Hence we want the predicted responses to correspond to the data up to an order
determined by the error term, δ. The limited resolution of CSEM data makes this problem ill-posed. In
this paper, we focus on two regularization methods: reduced parameterization and shape priors.

Reduced parameterization of the unknown parameter function (also called ‘regularization by projection’
and ‘regularization by discretization’, see, e.g., [23]), aims to find a low dimensional representation of p
(denoted q, here) which corresponds well with the information available about the problem at hand. Shape
priors (see, e.g., [18]) allows for incorporation of prior knowledge about subsurface structures as a penalty
term (denoted Jprior, here) in the objective function to be minimized,

O (q) = Jdata (q) + βJprior (q) . (17)

Here, Jdata denotes the data misfit function

Jdata (q) = (m (q)− d)
H
C−1 (m (q)− d) , (18)

where superscript H denotes the Hermitian, and C is a diagonal matrix containing estimates of the variance
of the data noise. As with any regularization method, reduced parameterization and shape priors will
bias the solution. To ensure that the applied regularization does not restrict attainable structure shapes
too much, we use a representation of the conductivity which is flexible with respect to the shapes it can
represent, even when using a moderate number of parameters. This representation is a further development
of the method presented in [8, 9].

3.1. Parameter representation

A parameterized representation of p can be written as a linear basis expansion

q (r; c,a) =

Nc∑
j=1

cj (r)Ψj (r;a) , (19)

where {Ψj}Nc

j=1 are the basis functions and c = [c1, c2, . . . , cNc
]
T

are the corresponding expansion coefficients.

Changing cj will change the value of q on suppΨj , while the vector a = [a1, a2, . . . , aNa
]
T

can be applied to
change the shape and support of the basis functions during the estimation. If (Nc +Na) < Ng, q represents
a reduced parameterization of p with respect to a pixel-based representation.

If c is independent of r, and if {Ψj}Nc

j=1 have non-overlapping support, (19) corresponds to a zonation

of D. If, in addition, {Ψj}Nc

j=1 are independent of a, (19) represents zonation with fixed zones, that is, a
standard zonation. The parameterization we apply in this paper can largely be seen as an extension of a
non-standard zonation – the Vese-Chan level set representation [24], see also [25, 26]. We therefore first
describe the basics of that representation, before discussing how our representation, although similar, differs
from it.

With a level set representation, zone boundaries are not represented explicitly – rather they are derived
from higher dimensional functions, which in turn are represented explicitly. While the level set representation
is unique for Nc = 2, different level set representations have been proposed for Nc > 2. Among these, the
Vese-Chan level set representation is the more commonly applied. For more details about alternative level
set representations and the level set method [27] in general, we refer to the review papers [28–30]. Note also
that a level set representation where dependency of c on r is accounted for, has been proposed in [6, 31].
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3.1.1. Vese-Chan level set representation

The Vese-Chan level set representation is obtained by defining Ψj by

Ψj (r;a) =

NI∏
i=1

Ej (Ii (r;a)) , (20)

where

Ej (Ii) =

{
H (Ii) , if bij = 0,

1−H (Ii) , if bij = 1,
(21)

and where H is the Heaviside function. The symbol bij denotes element no. i in the NI-dimensional binary

representation of (j− 1), bin (j − 1) =
[
b1j , b

2
j , . . . , b

NI

j

]
, for j = 1, 2, . . . , Nc, and Nc is the number of unique

numbers that can be represented by NI binary digits. With NI = 1, Nc = 2, and (19) reduces to

q (r; c,a) = c1E1 (I1 (r;a)) + c2E2 (I1 (r;a)) (22)

= c1H (I1 (r;a)) + c2 (1−H (I1 (r;a))) .

In this case, D is split into two regions/zones, where q = c1 in the zone where I1 > 0, q = c2 in the zone
where I1 < 0, and the zone boundary is given by the zero level set of the function I1 (r;a) – the level set
function.

With NI > 1, zone boundaries are still given by the zero level sets of the level set functions {Ii}NI

i=1, but
there will be more than two regions. In general, it is possible to represent Nc = 2NI regions with NI level set
functions, but the actual number of regions that will occur in a particular case, M , depends on the relative
configurations of the different zero level sets, {I0i }NI

i=1. This influence of the zero-level-set geometries is most
conveniently illustrated for the case of NI = 2, in which case (19) reads

q (r; c,a) = c1H (I1)H (I2) + c2H (I1) (1−H (I2)) (23)

+ c3 (1−H (I1))H (I2) + c4 (1−H (I1)) (1−H (I2)) ,

when suppressing the dependencies of the level set functions on r and a, for convenience. (A more detailed
derivation of (23) is provided in Appendix A.) The zone geometries resulting from selecting a single (arbi-
trary) configuration of I02 , and two different configurations of I01 , are shown in Fig. 1. The + and − signs
on the plots indicate on which side of the zero level sets the level set functions are positive and negative,
respectively. Utilizing the definition of the Heaviside function, q may be evaluated, resulting in q = cj in
region no. j. In Fig. 1a, I01 intersects I02 , and there are four regions. In Fig. 1b, I01 and I02 do not inter-
sect, resulting in three regions. With the latter configuration of I01 and I02 , region no. 3 has vanished since
suppΨ3 = supp ((1−H (I1))H (I2)) = ∅. In the general case, NI + 1 ≤ M ≤ 2NI , where the lower/upper
bound corresponds to cases where none/all of the zero level sets intersect, respectively.

The discussion so far is not influenced by the selection of representations for the functions {Ii}NI

i=1. In
applications of the Vese-Chan level set representation to imaging problems or inverse problems, Ii is typically
given by a pixel-based representation,

Ii (r;ai) =

Ng∑
k=1

aikχk (r) , (24)

where χk is the characteristic function for forward-model grid cell number k. (The elements in a associated

with Ii has been gathered in the vector ai, such that a =
[
aT1 ,a

T
2 , . . . ,a

T
NI

]T
.) While this choice results

in a very flexible representation for p, it does not lead to a reduced representation for p with respect to a
standard pixel-based representation, since the total number of parameters then becomes (Nc +NI ×Ng). To
reduce the number of parameters, narrow-band implementations of this algorithm, where only parameters,
aik, associated with characteristic functions for grid cells in the vicinity of I0i are allowed to change, has been
proposed [32]. This approach requires that one keeps track of the positions on the forward-model grid of all
the changing I0i ’s, which can be cumbersome. An alternative way to achieve a reduced representation will
be presented in the next section.

6



I01

I02

c1

c2
c4

c3
+

−

+ −
(a)

I01

I02

c1

c2

c4

+

−
+

−

(b)

I0i

cr

cs

(c)

≈ cr

≈ cs

(d)

Fig. 1. (a) Zone geometry of level set representation where I01 and I02 intersect. (b) Zone geometry of level set
representation where I01 and I02 do not intersect. (c) Detail of level set representation in the vicinity of I0i . (d) Detail
of smoothed level set representation in the vicinity of I0i .

3.1.2. Reduced, smoothed level set representation

Replacing the Heaviside function in (21) by a smoothed approximation [8, 9],

H̃ (Ii) =
1

π
tan−1 (Ii) +

1

2
, (25)

results in a representation for p that approximates a level set representation, but which is not a zonation since
all the corresponding Ψj ’s will have global support. The degree of ‘effective overlap’ in the support of the
different Ψj ’s – and, thereby, the degree to which the representation approximates a level set representation

– is controlled by the behavior of the functions, {Ii}NI

i=1, in the vicinity of their zero level sets. To illustrate
this, let ni(r) denote the unit normal vector to I0i , and let cr and cs denote the values of q in the zones
adjacent to I0i that would have resulted from a level set representation of p. Fig. 1c shows a detail of a
level set representation for p in the vicinity of (an arbitrary) I0i , while Fig. 1d shows the same region when
applying the smoothed Heaviside function in (25). The dashed lines indicate the region of effective overlap
of the associated basis functions, that is, the region around I0i where q (r; c,a) differs significantly from a
level set representation. The region of effective overlap – and hence, the smoothness of q – will decrease if
|∇Ii · ni| increase in the vicinity of I0i . A numerical study [33] showed that increasing the smoothness of
q led to decreasing nonlinearities in the mapping a → m. Although we for this reason would like to aim
for relatively smooth representations, q, one must also take into consideration that the earth’s subsurface
typically has quite sharp transitions between different strata.

To obtain a reduced representation for p, we replace the pixel-based representation for Ii, (24), by a
representation where the basis functions are not attached to the forward-model grid [8, 9],

Ii (r;ai) =

Ni
a∑

k=1

aikθ
i
k (r) . (26)

Here,
{
θik
}Ni

a

k=1
denotes a set of basis functions that will be further specified below, and ai =

[
ai1, a

i
2, . . . , a

i
Ni

a

]T
is the associated coefficient vector. To discriminate between the two sets of coefficients, a =

[
aT1 ,a

T
2 , . . . ,a

T
NI

]T
and c = [c1, c2, . . . cNc

]
T
, the former will from now on be denoted interior coefficients while the latter will

be denoted exterior coefficients. In line with this, we will from now on denote the functions {Ii}NI

i=1 and

{Ej}Nc

j=1, interior functions and exterior functions, respectively. Note that the total number of interior

coefficients is Na =
∑NI

i=1 N
i
a.

We want the total number of parameters, (Nc +Na), to be significantly less than Ng, without loosing the
flexibility to model fairly complex subsurface conductivity distributions. To accommodate this, we define a
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parameter grid on D consisting of non-overlapping rectangles, where the area of a typical rectangle is much
larger than that of a typical forward-model grid cell. (A 3 × 3 parameter grid is illustrated in Fig. A.19a
in Appendix A.) Since the interior functions will be represented on this grid in a finite-element fashion, the
cells are denoted parameter elements and the cell corners are denoted parameter nodes. The function θik
has support on parameter elements adjacent to parameter node no. k. On each of these elements, θik is
represented by a bilinear function with support on that element. The four normalized bilinear functions
associated with an arbitrary parameter element defined by [x1, x2]× [z1, z2] are

((x2 − x1) (z2 − z1))
−1

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(x2 − x) (z2 − z)

(x− x1) (z2 − z)

(x− x1) (z − z1)

(x2 − x) (z − z1)

. (27)

This type of parameter function representation was introduced in [8] and extended to 3D in [9]. Both these
papers were concerned with the case of NI = 1, and hence, Nc = 2. In [8], it was shown that reducing Na

led to reduced nonlinearities in the mapping a → m.
In this paper, we extend the parameter representation to NI > 1, to be able to model more than

two large-scale subsurface structures with different electric conductivity. Although it is possible to define
different parameter grids for each interior function, we will in this paper apply a single parameter grid,
hence N i

a = N ; i = 1, 2, . . . , NI, and Na = NI × N . Furthermore, we assume that the exterior coefficients
are independent of r and known a priori, and focus on the challenging problem of identification of multiple
large-scale structures with weak conductivity contrasts. (See, however, Section 6 for a brief discussion of
the case when the exterior coefficients are unknown as well.) Two simple examples, showing in detail how
the parameterization works, are found in Appendix A.

It can be difficult to choose the dimensionality of the reduced representation such that it corresponds well
with the information content implicitly given by the data. A well-known strategy is to start with a coarse
representation and gradually refine it during the estimation. An adaptive multilevel estimation strategy,
introduced in [34] for standard zonation, was extended to non-standard zonation in [9], where the number
of interior coefficients was increased locally in regions inferred automatically from the available data. In this
work, however, we keep the number of interior coefficients fixed during the estimation under the assumption
that the required spatial variability of the interior functions is approximately known from the structures
underlying the prior model.

3.2. Shape priors

To build the prior PDF, we assume that a set of uncertain subsurface structures, potentially interpreted
from seismic data, is available to us. We gather these structures in a training data set; a term taken from
machine learning. The training data should reflect the type of interpreted structures, and also the uncertainty
in the interpretation. We want to construct a prior PDF based on the distribution of structures, or more
precisely, the distribution of interior coefficients in the training data set. As discussed in the introduction, a
multivariate gaussian prior PDF may not be appropriate for our application. In addition to the arguments
presented there, a prior PDF built from two or more training data sets will necessarily be multimodal, and
therefore non-gaussian.

The limitation of assuming a gaussian prior distribution in parameter space was also observed in [18], for
an image segmentation problem. They proposed a solution where non-gaussian behavior can be incorporated
in the prior PDF. We will now summarize the proposed method, and also argue for some adjustments made
to adapt the method to the inverse problem under consideration.

3.2.1. Shape prior regularization term

Let
{
ti
}m
i=1

∈ R
Na be a set of training data. Each ti consists of a unique set of values for the interior

coefficients associated with all the interior functions involved in representing a subsurface model, ti = ai.
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Further, let φ be a nonlinear transformation from the parameter space R
Na to a feature space Y

φ : RNa → Y.

We remark that Y could be arbitrarily large, or possibly infinite dimensional. The sample mean and
covariance of the training data in Y is

φ0 =
1

m

m∑
i=1

φ
(
ti
)
, (28)

Σ̃ =
1

m

m∑
i=1

(
φ
(
ti
)− φ0

) (
φ
(
ti
)− φ0

)T
. (29)

Denoting φ̃ (a) = φ (a)− φ0, the regularization term Jprior is defined as

Jprior (a) = φ̃ (a)
T
Σ−1φ̃ (a) . (30)

Note that Σ is a regularized covariance matrix given as [18]

Σ = Σ̃+ λ⊥

(
I−VVT

)
= VΛVT + λ⊥

(
I−VVT

)
, (31)

where Λ = diag (λk) – with {λk}rk=1 being the r ≤ m positive eigenvalues of Σ̃ in descending order, and
where V =

[
v1,v2, . . . ,vr

]
– with vk being the normalized eigenvector corresponding to λk. The positive

constant λ⊥ replaces potential zero eigenvalues of Σ̃, and is in our case selected as λ⊥ = λr/2 [18]. The

reason for using Σ in (30) instead of Σ̃, is that Σ̃ is estimated from the mapped training data,
{
φ̃
(
ti
)}m

i=1
,

which only spans a subspace, F , of Y. Since Jprior is a type of Mahalanobis distance measure for the whole

space Y, the covariance matrix Σ̃ will not be a correct weighting criterion for this measure. Informally
speaking, the last term in (31) open for the possibility of solutions which are not in the span of the training
data, but since λ⊥ < λr they are less probable than all solutions within the span of the training data.

The regularization term, Jprior, as defined in (30), is the corresponding energy of a gaussian probability
density in Y. Hence, the training data are transformed from R

Na , where they are not normally distributed,
to Y, where they by construction are normally distributed. The disadvantage, at the outset, is that we do
not know the nonlinear map φ or the feature space Y. However, as it turns out, explicit information about
φ and Y is not needed when calculating Jprior.

The expression in (30), as it stands, cannot be calculated directly. To further develop the expression, we
insert (31) into (30) to get

Jprior (a) = φ̃ (a)
T
Σ−1φ̃ (a) ,

= φ̃ (a)
T (

VΛVT + λ⊥

(
I−VVT

))−1
φ̃ (a) ,

= φ̃ (a)
T (

VΛ−1VT + λ−1
⊥

(
I−VVT

))
φ̃ (a) . (32)

Written as a series expansion (32) reads

Jprior (a) =

r∑
k=1

λ−1
k

〈
vk, φ̃ (a)

〉2
+ λ−1

⊥

(〈
φ̃ (a) , φ̃ (a)

〉
−

r∑
k=1

〈
vk, φ̃ (a)

〉2)
. (33)

In (33) we have, in addition to φ̃ (a), the quantities λk and vk that are unknown. To determine these
quantities, we first note that by the definition of Σ̃, its eigenvectors, vk, can be expressed as a series
expansion of the mapped training data

vk =

m∑
i=1

αk
i φ̃
(
ti
)
, k = 1, . . . , r, (34)
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thus reducing the search for vk to finding the expansion coefficients {αk
i }mi=1.

To acquire λk and {αk
i }mi=1, we use the kernel principal component analysis (kPCA) method established

by Schölkopf et al in [35]. They showed that λk and {αk
i }mi=1 can be found in terms of the eigenvalues and

eigenvectors of a centered kernel matrix. The centered kernel matrix is a m × m Gram matrix, K̃, where
K̃ij = k̃

(
ti, tj

)
. The function k̃ is called the centered kernel function and is defined as

k̃ (u,w) =
〈
φ̃ (u) , φ̃ (w)

〉
, (35)

where u,w ∈ R
Na . From kPCA, the eigenvalues of K̃, λ̃k, are linked with λk through the relation

λk =
λ̃k

m
,

and the eigenvectors of K̃ are the expansion coefficients αk =
[
αk
1 , . . . , α

k
m

]T
in (34), normalized with

1/
√

λ̃k.
We finalize the derivation of Jprior by inserting (34) into (33), which yields

Jprior (a) =

r∑
k=1

λ−1
k

(
m∑
i=1

αk
i

〈
φ̃
(
ti
)
, φ̃ (a)

〉)2

+ λ−1
⊥

(〈
φ̃ (a) , φ̃ (a)

〉

−
r∑

k=1

(
m∑
i=1

αk
i

〈
φ̃
(
ti
)
, φ̃ (a)

〉)2
⎞
⎠ ,

=

r∑
k=1

(
m∑
i=1

αk
i k̃
(
ti,a

))2 (
λ−1
k − λ−1

⊥

)
+ λ−1

⊥ k̃ (a,a) , (36)

when using (35) to obtain the last equality. Comparing (36) and (30) it is clear that the problem of
calculating Jprior has been reduced to finding a suitable centered kernel function k̃.

In general, relations on the form of (35) are called the kernel trick. It enables transformation of data
points from the input space R

Na to some (possibly) higher dimensional space Y, where inner products are
used to extract features in the data which are not available in R

Na . This has been exploited in many branches
of science, for example machine learning (see, e.g., [36–39]) and reservoir geostatistics (see, e.g., [40, 41]).

The centered kernel function is, however, evaluated via an uncentered kernel function, k, which needs to
be selected by the user according to the problem at hand. (From now on, we will drop the term ‘uncentered’
when discussing such functions.) In the next sections, we discuss proper selection of k within two function
classes, and elaborate on our specific choice for the application considered.

3.2.2. Properties of positive definite and conditionally positive definite kernels

We consider the class of (symmetric and real-valued) conditionally positive definite (CPD) kernel func-
tions, and its sub class; positive definite (PD) kernel functions. Let K be the Gram matrix associated with
the kernel function k, that is Kij = k

(
ti, tj

)
, and let 1 denote the m-vector where each element equals 1.

A kernel function is said to be PD iff sTKs ≥ 0 ∀s, and CPD iff sTKs ≥ 0 ∀s|sT1 = 0.
Two relations will be useful for discussing the properties of PD and CPD kernels. Firstly, the following

relation must hold between k̃ and any CPD k in order for the latter to be a valid choice [39]

k̃ (u,w) = k (u,w)−
m∑
i=1

ψik
(
u, ti

)− m∑
i=1

ψik
(
w, ti

)
+

m∑
i,j=1

ψiψjk
(
ti, tj

)
, (37)

where
∑m

i=1 ψi = 1. The specific choice ψi = 1/m leads to

k̃ (u,w) = k (u,w)− 1

m

m∑
i=1

[
k
(
u, ti

)
+ k
(
w, ti

)]
+

1

m2

m∑
i,j=1

k
(
ti, tj

)
. (38)
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Common choices of kernels fulfill (38), and we consider only such kernels in this paper. Secondly, any valid
PD and CPD kernels must obey the following relation [42]

kPD(u,w) = ν [kCPD(u,w)− kCPD(u,u0)− kCPD(u0,w) + kCPD(u0,u0)] , (39)

where u0 and ν are arbitrary.

PD kernels. According to Mercer’s theorem [43] there exists a PD k such that k (u,w) = 〈φ (u) , φ (w)〉.
Thus, Y is a Hilbert space with inner product k (u,w).

PD kernels allows for an easy derivation of (38). Inserting φ̃ (a) = φ (a)−φ0 into (35), and recalling the
definition of φ0 from (28), yields

k̃ (u,w) =

〈
φ (u)− 1

m

m∑
i=1

φ
(
ti
)
, φ (w)− 1

m

m∑
j=1

φ
(
tj
)〉

= 〈φ (u) , φ (w)〉 − 1

m

m∑
i=1

〈
φ (w) , φ

(
ti
)〉− 1

m

m∑
j=1

〈
φ (u) , φ

(
tj
)〉

+
1

m2

m∑
i,j=1

〈
φ
(
ti
)
, φ
(
tj
)〉

. (40)

Inserting 〈φ (u) , φ (w)〉 = k (u,w) into (40) yields (38).

CPD kernels. The squared distance in Y can be expressed

‖φ(u)− φ(w)‖2 = 〈φ(u), φ(u)〉 − 2 〈φ(u), φ(w)〉+ 〈φ(w), φ(w)〉
= kPD(u,u)− 2kPD(u,w) + kPD(w,w), (41)

where Mercer’s theorem has been applied to obtain the last equality. Inserting (39) into (41) leads to

k(u,w) =
1

2
[k(u,u) + k(w,w)]− ‖φ(u)− φ(w)‖2 . (42)

where ν has been set equal to 1/2 for convenience. Thus, Y is a Hilbert space where (42) gives the relation
between its distance measure and k(u,w) [42].

3.2.3. Selection of kernel

The gaussian kernel

k (u,w) =
1

(2πh2)
Na
2

exp

(
−‖u−w‖2

2h2

)
, (43)

which is PD, has been the most popular choice, see, for example, [18]. The following toy example will,
however, illustrate why we do not think the gaussian kernel is appropriate for our application.

Fig. 2a shows three clusters (red dots) of training data, ti ∈ R
2. Using the gaussian kernel function

with these training data, the contour plot of Jprior in Fig. 2b is obtained. It is seen that Jprior has an
approximately constant magnitude, except in the immediate vicinity of the training data. This is a rather
unfortunate feature of the gaussian kernel when applied in conjunction with a gradient based optimization
methodology. It suggest that if the current estimate is far away from the training data set, virtually no
influence from Jprior will occur. Assuming that the prior model does not contain misleading information, it
is precisely at such locations of the current estimate that helpful contributions from the prior model is most
needed, to avoid that the optimization method stops at a non-global minimum of Jdata.

As an alternative to the gaussian kernel, we consider a particular CPD kernel – the power kernel

k (u,w) =
1

hNa

{
ρ (τ,Na)−

∥∥u−w

h

∥∥τ , if
∥∥u−w

h

∥∥ ≤ ρ (τ,Na)
1
τ ,

0, otherwise,
(44)
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Fig. 2. Example of Jprior with gaussian kernel: (a) training data set, (b) training data set and contours of Jprior.
The hyperparameter h in (43) is chosen according to [18].
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Fig. 3. Training data set and contours of Jprior with the power kernel with two values for τ inserted in (44): (a)
τ = 0.5, (b) τ = 1.5. The hyperparameter h in (44) is chosen such that k �= 0

where 0 ≤ τ ≤ 2 and

ρ (τ,Na) =

(
τ +Na

τVNa

) τ
τ+Na

,

with VNa
being the volume of the unit Na-dimensional sphere (V1 = 2, V2 = π, V3 = 4π/3, etc). Contour

plots of Jprior when applying the power kernel with two values of τ are shown in Fig. 3. It is seen that the
three clusters are encapsulated in similar fashion as with the gaussian kernel, but more importantly for our
application, Jprior is convexly shaped outside the perimeter of the training data. Thus, use of the power
kernel ensures a positive contribution from the prior term in the optimization at locations where it is most
needed.

In [44, Appendix C], and [18], it was argued for use of PD kernels, since this led to an interpretation of
Jprior as a generalization of the Parzen kernel density estimator [45] for multivariate data. It is, however,
possible to follow exactly the same line of arguments also for CPD kernels, since the key point is use of (38).

In summary, we choose the power kernel function (44) as it, from the above discussion, was shown to
have a computational advantage in our application, and moreover, it did not lead to any loss of theoretical
properties for Jprior.

4. Optimization

For the minimization of the objective function, (17), the Levenberg-Marquardt (LM) algorithm, as given
by Fletcher [46], is applied. (The parameterization and shape prior methodologies presented in this paper

12



could, of course, have been combined with alternative optimization algorithms as well.) At iteration step k,
the LM linear system for a step Δak can be written as follows[

H
(
ak
)
+ ηkI

]
Δak = −∇O

(
ak
)
, (45)

where the gradient of the objective function is given by

∇O
(
ak
)
= 2S

(
ak
)T

C−1
(
m
(
ak
)− d

)
+ βk∇Jprior

(
ak
)
, (46)

and the Hessian of (17) is given by

H
(
ak
)
= 2S

(
ak
)T

C−1S
(
ak
)
+ βk∇

((∇Jprior
(
ak
))T)

. (47)

S (a) is the sensitivity matrix dm/da, which is found using the direct (or gradient simulator) method, see,
e.g., [47]. The computational cost in finding S is reduced due to the stiffness matrix A being common both
in solving the forward problem and calculating the sensitivity; see Appendix B. The derivatives of the shape
prior term can be calculated analytically, and is described in Appendix C.

The model update, (45), is computationally highly intensive for a large number of parameters, due to
computation of H. With a pixel-based representation, use of LM is therefore restricted to smaller problems.
The reduced representation of the parameter function employed here, however, allows for larger models in
terms of the number of forward-model grid cells.

When a satisfactory step has been found according to the implementation of LM given in [46], the interior
coefficients are updated as follows

ak+1 = ak +Δak.

Following [48], the optimization is terminated if the following three criteria are satisfied: (i) the difference
between the objective function value, O, in two successful steps is smaller than a predetermined tolerance;
(ii) the length of a successful step, ‖Δa‖, is smaller than a predetermined tolerance; (iii) the norm of the
gradient of the objective function, ‖∇O‖, is smaller than a predetermined value. The optimization is also
terminated if the number of iterations or ηk attains a predetermined maximum value.

In the literature, there has been several suggestions concerning the choice of regularization parameter
β and how it should be varied during the optimization (see, e.g., [49]). The general consensus is that the
parameter should be large in the beginning of the optimization to reflect the confidence we have in the prior
model, and be decreased during the optimization such that the final iterations are mainly driven by Jdata.
In the optimization, β is decreased by a predetermined factor in each successful iteration, i.e., βk+1 = γβk,
where 0 < γ < 1.

Though beyond the scope of this paper, we mention that in the literature different approaches are
presented to improve the vertical resolution in the interpretation of CSEM data, e.g., by combining multiple
frequencies (see, e.g., [50]) and the use of model weighting schemes (see, e.g., [13, 51]).

5. Numerical experiments

In this section, we apply our model-based inversion methodology on various synthetic CSEM test cases.
In all the test cases, we have a 2D cross-section as shown in Fig. 4a. The geoelectric model consists of a
resistive air layer with conductivity 10−6 S/m from z = −20 to z = 0 km. The sea layer, with conductivity
3.33 S/m, is between z = 0 to z = 1.5 km, and we assume flat bathymetry (i.e. flat sea-floor). In the
subsurface we have the inversion domain D = {r | x ∈ [−6.5, 6.5] , z ∈ [1.5, 3.5]} km2 (c.f. Fig. 4a), where
we in the test cases have different large-scale geological structures which we seek to identify. The union
of geological structures will be referred to as a subsurface model, or alternatively, a model. We let D be
large in the lateral and vertical direction such that influence from the surrounding subsurface areas can be
neglected. The surrounding subsurface areas are given fixed conductivity value of 1 S/m.

For the numerical CSEM survey, we used a horizontal electric dipole source towed 50 m above the sea-
floor emitting signals with frequency 0.25 Hz. We used 8 source positions evenly distributed in {(x, y) |
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Fig. 4. Experimental setup: (a) vertical cross-section with inversion domain, (b) horizontal positions of sea floor
receivers (black crosses) and source (red diamonds).

x ∈ [−6.5, 6.5], y = 0} km. We utilized a total of 44 sea-floor receivers which were evenly distributed in
a 2D array with 500 m interval in the y-direction and 1 km interval in the x-direction, covering the area
R = {(x, y) | x ∈ [−5, 5], y ∈ [−0.75, 0.75]} km2 (confer Fig. 4b).

To generate synthetic observed data, d, we added 5% gaussian noise to the forward model output,
e = [ex, ey, ez]

T
, obtained with the reference conductivity distribution. Data points from receivers less than

1.5 km away from the source position were removed to avoid influence from the direct wave (i.e. signals
propagating directly from source to receivers).

For each test case, the reference subsurface model is constructed using the parameter representation
given in section 3.1. Hence, the transition between each conductivity region is continuous, but chosen to
be relatively sharp. The initial subsurface models are generated with the same transition sharpness as the
reference models.

In the inversion process, we let N = 9, and NI ≤ 3. The maximum number of interior coefficients used
in the test cases is then 27, while the number of grid cells in D is approximately 16 000. Thus, Na � Ng in
all the test cases, facilitating use of the LM optimization algorithm.

When shape prior regularization is applied, the shape prior is constructed from one or two training data

sets. A training data set consists of 20 sample vectors,
{
ti
}20
i=1

, where each element in ti is drawn from a
uniform distribution centered around a predetermined mean value.

When a single training data set is employed, we mimic a situation where seismic interpretation has
resulted in a consensus about the type of geological structural model, but where the exact shape and
placement of the structures are uncertain. When two training data sets are employed, we mimic a situation
where the seismic interpretation has resulted in two equally probable types of geological models, with intrinsic
uncertainty in each model type. The reference solution is not a member of the training data set in any of
the test cases.

To demonstrate the performance of our inversion methodology, we do two inversions per test case: first
inverting observed data alone, and second, inverting observed data with shape prior regularization. This way
we show how the reduced representation perform by itself, and subsequently what the impact of applying the
shape prior technique is. When we apply shape prior regularization, we use the power kernel given in (44)
with τ = 1.5 and h such that k �= 0 unless otherwise stated. Furthermore, the regularization parameter, β,
is chosen such that Jdata and Jprior is equal initially and is then reduced by a factor γ = 0.9 unless otherwise
stated.

5.1. Test case 1: Anticline model

In this test case we consider an anticline model shown in Fig. 5a. The reference solution was made using
2 interior functions to represent 3 layers with different conductivity values. The conductivity values of the
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Fig. 5. Test case 1: (a) reference model, (b) initial model, (c) training data set (grey), and I01 and I02 for the
reference model (dashed red).
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Fig. 6. Inversion result of test case 1 using only observed data: (a) final model, (b) I01 and I02 of final model (solid
black) and reference model (dashed red), (c) log-objective function value versus iteration count.

different layers are from top to bottom: 1 S/m, 0.5 S/m and 0.67 S/m. Note the low conductivity contrast
between the layers; at most of ratio 1:2.

Inversion of observed data

In Fig. 5b and 6a, we see the initial and final models of the inversion, respectively. The initial model
consists of horizontal layers, that is, there is no indication of any anticline structure. The final model has
the appearance of an anticline type model, but does not recreate the reference model exactly. This is seen
more clearly in Fig. 6b where we compare the zero levels of the interior functions from the final model
(solid black) and reference model (dashed red). The shape of the upper boundary is fairly close to the upper
boundary of the reference model, whereas the bottom boundary describes a triangle shape not matching
the curved shape in the reference model. This suggests that there was enough sensitivity in the data to
approximately identify the upper boundary of the anticline model, but the limited vertical resolution made
it difficult to identify the bottom boundary.

Inversion of observed data with shape prior

To build the shape prior PDF we used the training data illustrated in Fig. 5c. Although the mean of
the prior PDF would constitute a natural initial model, we apply the same initial model as when no prior
model was used. If we had applied the mean of the prior PDF as initial model, the initial model would have
been much closer to the reference model.
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Fig. 7. Inversion result of test case 1 using observed data with shape prior regularization: (a) final model, (b) I01
and I02 of final model (solid black) and reference model (dashed red), (c) log-objective function values versus iteration
count.
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Fig. 8. Test case 2: (a) reference model, (b) initial model, (c) training data set (grey), and I01 , I02 and I03 for the
reference model (dashed red).

The final result of the inversion of observed data with shape prior regularization is shown in Fig. 7a.
The final model shows good correspondence with the reference model as further emphasized in Fig. 7b. The
upper boundary is identified almost exactly while the bottom layer is identified with good accuracy.

From comparing the final result with and without shape prior regularization in this test case we see the
benefit of introducing prior knowledge, especially for identifying the bottom boundary.

5.2. Test case 2: Four-layer model

We expand the number of layers to four, and consider the model given in Fig. 8a. The reference model
consists of a horizontal layer at the top, and below this we have 3 layers where the middle one represents
a dipping strata. The model was made using 3 interior functions to separate the 4 conductivity regions.
Starting from the top layer the conductivity in each layer is as follows: 1 S/m, 0.5 S/m, 0.33 S/m and 0.67
S/m. Again we have in the subsurface a low conductivity contrast between the layers; at most of ratio 1:3.

Inversion of observed data

The initial model (Fig. 8b) consists of horizontal layers, that is, there is no indication of any dipping
structure. From Fig. 8b and 9a, it is seen that only minor changes in the subsurface model have taken
place during the inversion, hence the final model does not approximate the reference model well; see Fig.
9b. From Fig. 9c it is seen that these minor changes correspond to a reduction of the objective function by
approximately an order of magnitude.
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Fig. 9. Inversion result of test case 2 using only observed data: (a) final model, (b) I01 , I02 and I03 of final model
(solid black) and reference model (dashed red), (c) log-objective function value versus iteration count.

The optimization was terminated due to ηk exceeding a predetermined maximum value, which suggest
that no suitable step, Δak, was found during the LM optimization. Several attempts with different initial
η0 were made without improving the result. Several different initial models with increasing distance from
the reference model in terms of the objective function value were also tested. The same result as above was
observed: the resulting models were close to the initial models. Hence the initial model needed to be very
close to the reference model to obtain an accurate estimate.

Inversion of observed data with shape prior

The set of training data used in the prior model is illustrated in Fig. 8c. We apply the same initial
model as when no prior model was used. To overcome the difficulty of updating the initial model seen in
the inversion of observed data alone, we let Jprior be twice the value of Jdata initially.

The final model is shown in Fig. 10a. It approximates the reference model quite well, but some deviations
can be seen, especially in the bottom boundary; see Fig. 10b. Nevertheless, it is clear that shape prior
regularization was crucial to obtain a good estimate for this problem.

From Fig. 10c, it is seen that Jdata attains its minimum at iteration 7, while O decreases steadily as
the iteration progress. This also highlights the challenge of optimally adjusting β when including a shape
prior regularization term in the objective function. Better results could possibly have been made with an
improved reduction scheme on β. On the other hand, tuning β with the nonlinear shape prior regularization
term is not a trivial task (see, e.g., [23]); for this reason we chose the ad hoc method of reducing β by a
predetermined factor γ.

5.3. Test case 3: Four-layer model with two training data sets

We consider the four-layer reference model introduced in test case 2, but test the inversion methodology
in a different manner. We add a second training data set – consisting of pinchout structures – (Fig. 11a) to
the training data set used in test case 2. The prior model is thus built from two different training data sets.
This corresponds to a situation where the geologist(s) interpreting the seismic data have come up with two
equally probable structure types. The objective is to investigate into the inversion methodology’s ability to
identify the reference solution when the prior PDF is bimodal, and where one of the modes corresponds well
with the reference model while the other does not. To do an unbiased assessment, we select the initial model
as the mean of the training data (i.e. we take the mean of all the interior coefficients in the two training
data sets).

Inversion of observed data

The initial and final models are shown in Fig. 11b and 12a, respectively. The final model has only
changed from the initial model in the upper half of the inversion domain. From Fig. 12c, we see that the
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Fig. 10. Inversion result of test case 2 using observed data with shape prior regularization: (a) final model, (b)
I01 , I02 and I03 of final model (solid black) and reference model (dashed red), (c) log-objective function values versus
iteration count.
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Fig. 11. Test case 3: (a) pinchout training data set (grey), and I01 , I02 and I03 for the reference model (dashed red),
(b) initial model.
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Fig. 12. Inversion result of test case 3 using only observed data: (a) final model, (b) I01 , I02 and I03 of final model
(solid black) and reference model (dashed red), (c) log-objective function value versus iteration count.
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Fig. 13. Test case 3. Projection onto the first two principal components (ζ1 and ζ2) of the training data set.
Pinchout training data subset (blue squares); training data subset similar to the reference model (green circles),
and; evolution of ak during inversion with: (a) observed data only, (b) observed data with shape prior regularization
(contours of Jprior are also shown). Iterates are shown as red diamonds, but with the first iteration in magenta and
the last iteration in black.

data misfit has been reduced by approximately an order of magnitude. This is due to the upper half of the
final model being reasonably close to the reference model as seen in Fig. 12b.

Even though we do not involve the shape prior term in this inversion, it is still interesting to see how the
inversion progressed compared to the two structure types in the training data. To visualize the evolution
of ak compared to the training data (both in R

Na), we use the first two principal components of a linear
principal component analysis (PCA). (Not to be confused with kPCA. We are only interested in reducing the
dimensionality of ak and the training data for visualization purposes.) The principal components are made
from the training data, and we subsequently project ak for each iteration onto the principal components.
Keep in mind that the first principal components will only account for largest variation in the data, and thus
give a rough representation of how the training data and ak are distributed in R

Na . As discussed above, the
final model is not much different from the initial guess, which is also indicated in Fig. 13a. Moreover, we
see that the final model from the inversion is far from the two structures in the training data.

Inversion of observed data with shape prior

In this test case, we change the exponent in the power kernel (44) from τ = 1.5 to τ = 1.75 and decrease
the regularization parameter β by a factor γ = 0.8. We chose a high τ (recall that τ = 2 is the upper limit
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Fig. 14. Inversion result of test case 3 using observed data with shape prior regularization: (a) final model, (b)
I01 , I02 and I03 of final model (solid black) and reference model (dashed red), (c) log-objective function values versus
iteration count.

for the power kernel) to ensure that the gradient of Jprior around the initial model was small, and we reduce
β by a larger factor since we are relatively close to the reference model.

We see from Fig. 14a and 14b that the final model is almost an exact match to the reference solution.
An interesting observation can be made from the evolution of the objective function value; c.f. Fig. 14c.
The data misfit term, Jdata, is increasing from iteration 4 to 8 before it turns and decreases again from 8 to
13. This can be an indication of multiple local minima in Jdata, highlighting the need for additional prior
information to approach the global minimum.

In Fig. 13b, we show the evolution of ak compared to the training data by using linear PCA, as we did
for the inversion of observed data alone. We see that ak clearly moves towards the cluster of structures
similar to the reference solution, and the final result is in the middle of the correct cluster.

5.4. Test case 4: More complex four-layer model with two training data sets

In this test case, we introduce finer-scale variation in the four-layer reference model used in test case 2
and 3. The reference model in this test case was made using 3 interior functions with 81 interior coefficients
each, and is shown in Fig. 15a. The conductivity values are the same for the four layers as given in test
case 2. Since we use less interior coefficients (9 per interior function) in the inversion, it will be impossible
to recover the finer scale details in the reference model.

We use the same two sets of training data as in test case 3, hence, each training data set member also
vary on a coarser scale than the reference model does. This reflects a situation where the prior information
from seismic interpretations does not have sufficient resolution to accurately model the geoelectric variability
in the subsurface. We are then interested in assessing whether or not use of a coarse-resolution prior model
is helpful in identifying the coarse-scale trends in the reference solution. Comparing the training data with
the reference model, we see that the training data set in Fig. 15b approximates the reference model better
than the pinchout training data set in Fig. 15c. The initial model is, as in test case 3, chosen as the mean
of the entire training data set; see Fig. 11b.

Inversion of observed data

Fig. 16a and 16b show the final model. Compared to the initial model (see Fig. 11b) we see that only
the bottom boundary layer has changed, and the final model and initial model are quite similar. Similarly
as for test case 3, we plot the evolution of the first two principal components of ak for each iteration, and
compare to the training data (Fig. 17a). This plot indicates that ak, although slightly approaching the
correct training data set, remains very close to the initial guess.
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Fig. 15. Test case 4: (a) reference model, (b) and (c) the two sets of training data (grey), and I01 , I02 and I03 for the
reference model (dashed red).
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Fig. 16. Inversion result of test case 4 using only observed data: (a) final model, (b) I01 , I02 and I03 of final model
(solid black) and reference model (dashed red).
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Fig. 17. Test case 4. Projection onto the first two principal components (ζ1 and ζ2) of the training data set.
Pinchout training data subset (blue squares); training data subset similar to the reference model (green circles), and;
evolution of ak during inversion with: (a) observed data only; and (b) observed data with shape prior regularization
(contours of Jprior are also shown). Iterates are shown as red diamonds, but with the first iteration in magenta and
the last iteration in black.
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Fig. 18. Inversion result of test case 4 using observed data with shape prior regularization: (a) final model, (b) I01 ,
I02 and I03 of final model (solid black) and reference model (dashed red).

Inversion of observed data with shape prior

The final result of the inversion of observed data with shape prior regularization is shown in Fig. 18a and
18b. Comparing Fig. 16b and 18b, it is seen that the final estimate obtained with shape prior regularization
better approximates the bottom boundary than the estimate obtained without shape prior regularization.
Some improvement in the left half of the middle layer is also observed. Since the reference solution is
unattainable with the applied number of parameters, the objective function value (not plotted) does not
decrease nearly as much (although more than when no prior model was applied) as for the other test cases
during the inversion, as expected. The progression of ak compared to the training data is shown in Fig. 17b.
As in test case 3, we see that ak moves towards the cluster of structures similar to the reference solution,
and the final model is in the middle of the cluster.

6. Summary and conclusions

We have presented a methodology for inversion of controlled source electromagnetic (CSEM) data that
allows for identification of large-scale geoelectric structures with weak conductivity contrasts (corresponding,
e.g., to different brine-saturated geological strata). The inversion methodology applies two types of regular-
ization; reduced parameterization, and structural prior information. We represent the structural subsurface
electric conductivity distribution with a parameterization with similarities to a level set representation, which
is very flexible with respect to the shapes of the structures it can represent. Compared to a pixel-based
parameterization, a level set parameterization increases nonlinearities in the mapping from parameters to
model output, which is challenging for any gradient-based optimization algorithm. This increase in model
nonlinearities is, however, alleviated in our parameterization by using smoothing of exterior functions and
reduced representation of interior functions, reducing the risk of getting trapped in local minima when ap-
plying gradient-based optimization. Moreover, the reduced representation uses a parameter grid which is
detached from the forward model grid, allowing for implementations of large models in terms of forward-
model grid cells using a low number of parameters. Consequently, Gauss-Newton-type optimization methods
can be used with a reduced representation, which is usually not possible with a pixel-based representation
due to high computational costs associated with the Hessian matrix. Contrary to a pixel-based representa-
tion, the selected representation facilitates use of shape priors to incorporate structural prior information,
potentially originating from geological interpretations of seismic data, in the CSEM inversion. Shape priors
handle non-gaussian prior distributions well, which is essential, since structural prior information typically
comes in the form of non-gaussian probability distributions. The numerical experiments showed that in
some cases, geoelectric structures with weak conductivity contrasts can be approximately identified from
CSEM data when regularizing the problem only with reduced representation. Use of shape priors clearly
improved the results, however, and in test case 2, shape priors had to be introduced in order to obtain
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Fig. A.19. (a) Parameter grid with r0 indicated; (b) I1 (r;a1) and I01 (solid line); and (c) Example 2. I2 (r; a2) and
I02 (solid line)

even an approximate identification. Use of shape priors, in addition to reduced representation, is therefore
recommended.

We have assumed that the c-coefficients (conductivity values) are known during the inversion and in-
dependent of the spatial coordinates. This seems a natural first step when the focus is on identification
of subsurface structures. We have, however, made some preliminary numerical investigations where the
c-coefficients (still independent of the spatial coordinates) have been included as parameters during the
inversion with shape priors. For this investigation, we equipped the c-coefficients with prior models where
the standard deviations reflected that the probability of changing the internal ordering of their numerical
values during the inversion should be low. Simultaneous estimation of a and c then led to similar results as
those presented in the paper for all cases except test case 2, where a poor estimation of the structures was
obtained. Sequential estimation (first a, then c) led to a similar result as that presented in the paper, also
for test case 2.
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Appendix A. Two examples applying the reduced, smoothed level set representation

The general procedure for calculating q at any point r ∈ D is: first determine the parameter element
containing r, and calculate the values of the bilinear basis functions with support on this element at r,
using (27). Next, evaluate the interior functions, {Ii}NI

i=1, at r from (26) with the current values of {ai}NI

i=1

inserted. Then, evaluate H̃ for the calculated values of {Ii}NI

i=1 from (25), and; calculate {Ψj}Nc

j=1, using

(20) and (21), with H̃ replacing H in (21). Finally, insert {Ψj}Nc

j=1 and the associated exterior coefficients
into (19). For the benefit of the reader we include two examples to illustrate the general procedure.

In the first example, we let NI = 1 and select a 3×3 parameter grid, as illustrated in Fig. A.19a. Hence,
N = 9, and the (only) interior function for this example is then

I1 (r;a1) = a
1
1θ1 (r) + a

1
2θ2 (r) + . . . + a

1
9θ9 (r) . (A.1)
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Fig. A.20. Example 1: (a) Ψ1; (b) Ψ2; and (c) q1 (r; c,a). Example 2: (d) q2 (r; c,a)

Since the bilinear basis functions are normalized, the 9 interior coefficients constitutes the values of I1 on
the parameter nodes. To calculate I1 at a given position, say r0 = (x0, z0), we observe from Fig. A.19a that
r0 is located in the parameter element defined by [x1, x2]× [z2, z3]. Only the basis functions {θ1, θ2, θ4, θ5}
have support on this element, hence

I1 (r0;a1) = a
1
1θ1 (r0) + a

1
2θ2 (r0) + a

1
4θ4 (r0) + a

1
5θ5 (r0) .

Specifying the interior coefficients as a1 = [−25,−125,−25, 50, 0, 50, 100, 100, 100]
T
, and following the above

procedure for calculating I1 (r;a1) for each r on the forward-model grid in D, the interior function illustrated
in Fig. A.19b is obtained. Since Nc = 2NI = 21 = 2, (19) reduces to (23) and Ψj ≡ Ej ; j = 1, 2. Inserting

I1 into (25) and substituting H̃ for H in (21), one obtains Ψ1 (Fig. A.20a), and Ψ2 (Fig. A.20b) from (20).

Inserting these basis functions, along with c = [2, 4]
T
, into (23), the parameter function, q1, illustrated in

Fig. A.20c is obtained.
For the second example, we keep the same parameter grid as in the first example, but we let NI = 2.

We also keep I1 as in the first example. For the second interior function, I2, we let the interior coefficients
be given as a2 = [−100,−100,−100,−50,−50,−50, 100, 100, 100]

T
(Fig. A.19c). To calculate the exterior

functions, we first observe that Nc ≤ 2NI = 22 = 4. Thus, there can be up to 4 exterior functions with
non-vanishing support, and we need to evaluate bij for j = 1, 2, 3, 4 and i = 1, 2,⎡

⎢⎢⎣
bin (0)
bin (1)
bin (2)
bin (3)

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

b1
1 b2

1

b1
2 b2

2

b1
3 b2

3

b1
4 b2

4

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 0
0 1
1 0
1 1

⎤
⎥⎥⎦ .

To evaluate the exterior functions, we invoke (21) with H̃ substituted for H,

E1 (I1) = E2 (I1) = H̃ (I1) ,

E1 (I2) = E3 (I2) = H̃ (I2) ,

E2 (I2) = E4 (I2) =
(
1− H̃ (I2)

)
,

E3 (I1) = E4 (I1) =
(
1− H̃ (I1)

)
,

while the corresponding basis functions in the expansion for q are given by (20) with H̃ inserted for H,

Ψ1 = H̃ (I1) H̃ (I2) , (A.2)

Ψ2 = H̃ (I1)
(
1− H̃ (I2)

)
, (A.3)

Ψ3 =
(
1− H̃ (I1)

)
H̃ (I2) , (A.4)

Ψ4 =
(
1− H̃ (I1)

)(
1− H̃ (I2)

)
. (A.5)
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Fig. A.21. Example 2: (a) Ψ1; (b) Ψ2; (c) Ψ3; and (d) Ψ4

Inserting I1 and I2 into (A.2) – (A.5), the basis functions illustrated in Fig. A.21 are obtained. Defining

the exterior coefficients c = [2, 4, 6, 8]
T
, we obtain q2 (Fig. A.20d). Since I0

1 and I0
2 do not intersect, the

support of one of the basis functions (in this case, Ψ3) vanishes, resulting in q2 displaying 3 distinct regions
instead of 2NI = 22 = 4 regions.

Appendix B. Sensitivity calculations

The entries in the sensitivity matrix S are

S =

[
dmi (a)

daj

]
i,j

=
dm

da
. (B.1)

S is a Nd × Na matrix, which is found using the direct (or gradient simulator) method at each iteration k,
see, e.g., [47]. In the direct method we differentiate m directly with a. In the inverse problem, m is not
readily available as an expression; it is found numerically. Thus to find dm/da we differentiate (5) with
respect to a to get

∇×
(

μ
−1∇× ∂E

∂aj

)
− iωq

∂E

∂aj

= iω
∂q

∂aj

E, (B.2)

where we have substituted σ in (5) with q to emphasize that this represents the reparameterized conductivity
distribution. Comparing (B.2) with (5) we see that they are similar in form. Hence the resulting linear system
from the 2.5D procedure on (B.2) has the same stiffness matrix A as in (12), which saves computational
time when calculating the sensitivity matrix.

A part of (B.2) is to calculate ∂q/∂a and this can be done analytically. We first note that

∂q

∂a
=

⎡
⎣ ∂q

∂a1
1

, . . . ,
∂q

∂a1
N1

a

, . . . ,
∂q

∂a
NI

1

, . . . ,
∂q

∂a
NI

N
NI
a

⎤
⎦
T

, (B.3)

is a Ng × Na matrix. To calculate an element in (B.3), we use the chain rule

∂q

∂al
k

=
∂q

∂Ej

∂Ej

∂Il

∂Il

∂al
k

. (B.4)

Starting from the back, we differentiate the interior function (26) with respect to al
k

∂Il

∂al
k

= θ
l
k (r) . (B.5)

This is just the bilinear basis function associated with the interior coefficient al
k.
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Next, we differentiate the exterior function (21), using the smooth Heaviside function (25), with respect
to the interior function

Dj (Il) ≡ ∂Ej

∂Il
=

{
δ̃ (Il) , if bij = 0,

−δ̃ (Il) , if bij = 1,
(B.6)

where δ̃ (Il) is an approximation of the Dirac delta function. To get δ̃ (Il) we differentiate the approximate
Heaviside function (25) which yields

δ̃ (Il) =
1

π

(
1 + (Il)

2
) . (B.7)

Lastly, we differentiate q with respect to Ej , using (19) and (20),

∂q

∂Ej

= ∂
∂Ej

(∑Nc

j=1 cj
∏NI

i=1 Ej (Ii)
)

,

=
∑Nc

j=1 cj
∏NI

i=1,i�=l Ej (Ii) . (B.8)

Finally we insert all of the above expressions into (B.4), and get

∂q

∂al
k

=

Nc∑
j=1

cj

⎛
⎝ NI∏

i=1,i�=l

Ej (Ii)

⎞
⎠ δ̃ (Il) θ

l
k. (B.9)

Appendix C. First and second derivative of the shape prior regularization term

To successfully implement shape priors into the Levenberg-Marquardt algorithm (45) we need the first
and second derivative of Jprior. The gradient of Jprior is

∇Jprior =

⎡
⎣∂Jprior

∂a11
, . . . ,

∂Jprior
∂a1

N1
a

, . . . ,
∂Jprior

∂aNI

1

, . . . ,
∂Jprior

∂aNI

N
NI
a

⎤
⎦
T

, (C.1)

where the individual elements are calculated as follows

∂Jprior
∂auv

= 2

r∑
k=1

(
m∑
i=1

αk
i k̃
(
t
i,a
))⎛⎝ m∑

j=1

αk
j

∂k̃
(
tj ,a

)
∂auv

⎞
⎠(λ−1

k − λ−1
⊥

)

+λ−1
⊥

∂k̃ (a,a)

∂auv
. (C.2)

The second derivative of Jprior is a Hessian matrix where the individual elements are calculated as follows

∂2Jprior
∂ast∂a

u
v

= 2

r∑
k=1

⎡
⎣( m∑

i=1

αk
i

∂k̃
(
ti,a

)
∂ast

)⎛⎝ m∑
j=1

αk
j

∂k̃
(
tj ,a

)
∂auv

⎞
⎠

+

(
m∑
i=1

αk
i k̃
(
ti,a

))⎛⎝ m∑
j=1

αk
j

∂2k̃
(
tj ,a

)
∂ast∂a

u
v

⎞
⎠
⎤
⎦(λ−1

k − λ−1
⊥

)

+λ−1
⊥

∂2k̃ (a,a)

∂ast∂a
u
v

. (C.3)
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