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Abstract

Geothermal heat flux is an important control on the dynamics of glaciers and ice sheets. In
Greenland however, only few direct observations of geothermal heat flux exist. The exact
spatial distribution and magnitude of heat flux in Greenland is therefore largely unknown.
Many studies have attempted to constrain heat flux in Greenland indirectly by modelling
it based on other observable variables, such as the seismic and magnetic structure of the
Greenland lithosphere, or through techniques that extrapolate the existing measurements
onto models of the Greenland lithology. Various estimates of Greenand heat flux have been
produced this way, however many do not agree well with each other and show large inter-
estimate variability both in terms of magnitude and spatial distribution of estimated heat
flux values.
Stable isotope composition of basal meltwater has previously not been considered in efforts
to constrain Greenland geothermal heat flux. The ice layers in the Greenland ice sheet show
large differences in δ18O values resulting from changes in climate throughout their deposi-
tional history. If different ice layers are in contact with the bed, then spatial differences in
geothermal heat flux will affect the local meltrates these layers experience at the ice sheet
base and hence modulate the amount of meltwater each layer contributes into the subglacial
drainaige system. If the δ18O values of the melting ice layers are sufficiently different, the
isotopic composition of the mixed meltwater that flows through the subglacial hydrological
system will be different for different spatial distributions of geothermal heat flux.
By simulating the basal meltwater production in Greenland based on different published
estimates of Greenland geothermal heat flux, I show in this thesis that different heat fluxes
result in differences in the age distribution of the basal ice. In particular, the presence
and extent of Eemian ice in central northern Greenland shows substantial differences for
different heat flux estimates. As Eemian ice, being interglacial ice, shows higher δ18O val-
ues than ice from the last glacial period, the modelled differences in Eemian extent result
in detectable differences in the isotopic composition of the basal meltwater in North-east
Greenland on the order of few permille. Stable isotope composition of basal meltwater
might thus have the potential to contribute to the discussion about a heat flux hotspot in
central northern Greenland.
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Nomenclature

Abbreviations:
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Chapter 1

Introduction

Mass loss from the global cryosphere at present is responsible for more than half of climate
change induced global sea level rise accounting for 1.9 of a total of 3.5 mm/yr sea level rise
(millimetre per year) (Group, 2018). The Greenland ice sheet alone loses over 240 Billion
tons of ice every year (Fox-Kemper et al., 2021; Shepherd et al., 2020; Khan et al., 2015)
equating to a global sea level rise contribution of 0.8 mm/yr rendering it one of the largest
single contributors to rising sea levels (Group, 2018). Hosting a staggering 2.6 Million
cubic kilometers of ice (Grotzinger and Jordan, 2017), it has the potential to add 7.4 m to
current sea level (Morlighem et al., 2017).

To investigate and constrain the impact the Greenland ice sheet will have on future sea
level, projections and estimates of its future melt have been developed based on its cur-
rent physical state and likely scenarios of future climate development (summarized in Fox-
Kemper et al., 2021). Such investigations are performed by simulating the future behavior
of the Greenland ice sheet using ice sheet models.

In order to produce accurate data, ice sheet models need sufficient boundary conditions
that ensure stability and realism for the simulation. Through their control on the dynamics
of the ice sheet, they can have great impact on the result of simulations. Geothermal heat
flux (GHF) is an important boundary condition in ice sheet modelling as it controls the basal
thermal state of the ice sheet (e.g., Meierbachtol et al., 2015; Näslund et al., 2005) and plays
a leading role in the production of meltwater (e.g., McCormack et al., 2022; Kang et al.,
2022). Consequently, the GHF influences the overall flow dynamics and thus geometry
of the ice sheet (e.g., Greve and Hutter, 1995) and exerts control on flow speed through
basal lubrication that is provided by meltwater (e.g., Smith-Johnsen et al., 2020) and thus
ultimately mass loss through melting and calving.

However, since the GHF is a property of the bedrock-ice interface underneath the ice
sheet it unfortunately eludes measurement and is therefore still largely mysterious (Davies
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and Davies, 2010). This is problematic. Since the GHF exerts large control on ice dynam-
ics, differences in GHF estimates employed in ice flow models will result in different ice
sheet behaviour. For example, Rogozhina et al. (2012) demonstrated that simulating the
past evolution of the Greenland ice sheet with different estimates of geothermal heat flux
lead to large differences in modelled present-day ice sheet surface elevation.

Several estimates of the Greenland GHF have been put forth that aimed to constrain it
through its relation to other quantities or other indirect methods (e.g., Greve, 2019; Martos
et al., 2018; Shapiro and Ritzwoller, 2004; Lucazeau, 2019). But as wide as the range of
methods that was used to produce these estimates, as wide is also the range of values and
spatial distributions of GHF they produce. So in spite of several attempts to constrain the
Greenland GHF, greater clarity about its form has so far not been achieved.

Stable isotope composition of Greenland meltwater has so far not been considered in
efforts to constrain Greenland GHF. In this thesis, I will evaluate the potential of meltwa-
ter stable isotope analysis to infer information about the spatial variability and magnitude
of heat flux underneath the Greenland ice sheet by simulating the thermo-mechanical re-
sponse of the ice sheet to different published and synthetic GHF estimates and the imprint
this leaves in basal meltwater isotopic composition. The aim of this thesis is to test the fea-
sibility of this approach and produce a first estimate of the range and kind of information
that can be gained from it about geothermal heat flux in Greenland.

The thesis is structured as follows: First, all necessary scientific background regarding
ice dynamics, geothermal heat flux, and isotopic composition of ice are summarized in
chapter 2. The following chapter 3 describes the concept of the suggested approach in more
detail and presents the methodology used in this thesis to test it. The results of the analysis
will be presented in chapter 4 and discussed in chapter 5. Finally, chapter 6 concludes the
thesis.



Chapter 2

Scientific Background

2.1 What even is an Ice Sheet

Glaciers and ice sheets (as summarized by Grotzinger and Jordan, 2017) form in regions
where snow is able to accumulate on the ground over several years. Over time, the initially
loose snow will compact into an increasingly dense layer, which under its own increasing
weight will eventually be transformed into ice. Accumulating more snow on its surface
each winter, the newly formed glacier will grow and eventually start to deform under the
load of its own weight. Ice inside the glacier will be transported away from regions of high
surface accumulation (the accumulation area) to regions of melt where ice is removed from
the glacier (the ablation area).

Valley glaciers form in high alpine regions where snow is able to accumulate on the
flanks of mountains. Following gravity, they flow downwards into the adjacent valleys
typically filling the entire width of the valley floor. They can reach between tens and up to
several hundreds of meters in thickness and up to several kilometers in length.

Continental ice sheets extend far beyond individual mountain valleys and cover large
areas of land. The Greenland ice sheet covers about 80 % of the land area in Greenland,
the Antarctic ice sheet covers more than 90 % of the Antarctic continent. Their thickness is
on the order of several kilometers, one to two orders of magnitude above the thickness of
valley glaciers. In Greenland at the highest point of the ice sheet, the ice is more than 3.2
kilometers thick.

The accumulation area of glaciers and ice sheets is located in their highest regions. In
valley glaciers, this is at the uphill end of the glacier. From there, the ice flows downwards
towards the ablation area, located at the downhill end of the glacier. Their flow is thus
one-directional. In ice sheets, the accumulation area is located in the centre and the ice
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Figure 2.1: Schematics of the differences in flow between ice sheets (a,b) and valley glaciers
(c,d). a,c: Top view; b,d: cross-section. Figure from Hudleston (2015).

flows down and outwards. Their ablation area is located along the entire margin of the ice
sheet, so the ice flows from the centre outwards into all directions. The difference in flow
is illustrated in figure 2.1.

2.1.1 The ice sheet in Greenland

The Greenland ice sheet is the largest continental ice mass in the northern hemisphere. It
covers an area of more than 1.7 Million km2 which is over 80 % of the Greenland land area
(Grotzinger and Jordan, 2017). At it’s thickest regions in the centre of Greenland, the ice
sheet is over 3.2 km thick (Morlighem et al., 2017). From there, the ice flows outwards and
into the surrounding oceans through a system of ice streams and outlet glaciers around its
margin. The ice that is drained into the ocean is currently not being fully replaced and the
mass of the ice sheet is in regress diminishing at a rate of over 240 Billion tons of ice every
year (Shepherd et al., 2020).

Figure 2.2a shows a map of the surface velocity of the Greenland ice sheet. The veloc-
ity increases towards the margin where the ice flow converges and drains into the ocean
through ice streams and outlet glaciers. The largest ice stream is the North-East Greenland
ice stream (NEGIS) which drains ca. 16 % of the entire Greenland ice area (Rignot and
Mouginot, 2012). In the central parts of the ice sheet, there is a clearly visible line of very
low flow velocity. This is the central ice divide, all ice flows away from this line. The ice
divide has multiple branches and subdivides the ice sheet into individual drainage basins
(Zwally et al., 2012), shown in figure 2.2b. All ice that is in the same drainage basin will
flow towards the same outlet glacier at the ice margin.
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Figure 2.2: Greenland surface velocity and drainage basins. a) Map of Greenland surface
velocity. Yellow dots indicate ice core sites. Arrows point to NEGIS ice stream and its
outlet glaciers (79NG: Nioghalvfjerdjforden; ZI: Zachariæ Isstrøm). Figure from Franke
et al. (2020). b) Map of the Greenland ice drainage basins. Figure from Zwally et al.
(2012).

There are several ice core drilling sites located along the central ice divide (see fig-
ure 2.2a). At the ice divide, ice flow is directed straight downwards and the stratigraphy
recorded in the ice cores is not greatly disturbed by effects of ice flow. Several of the con-
cepts behind this statement will be elucidated in the following sections.

2.1.2 Fundamentals of ice flow

Ice as a material is - to a good approximation - incompressible. As the ice is buried and
moves downwards in a glacier, included air bubbles and fractures collapse under the load of
the increasing overlying ice column which results in some limited densification. However,
compared to the deformation resulting from the large-scale movement of the glacier or ice
sheet, these processes can be neglected (Cuffey and Paterson, 2010).

The motion of ice can hence be described as that of an incompressible fluid with high
viscosity (Cuffey and Paterson, 2010). Driven by gravity, differences in surface elevation
cause an internal gradient in hydrostatic pressure. This is called the driving stress. Stress is
a measure of how hard a material is being pushed or pulled; more technically it is a force per
unit area (Benn and Evans, 2010; Hewitt, 2021). The driving stress is oriented horizontally
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in the direction of downward surface slope. Since it results from differences in surface ele-
vation, the driving stress is independent of the topography of the underlying bedrock. The
movement of a glacier or ice sheet thus follows the direction of steepest surface slope, re-
gardless of the basal topography, with greater slope resulting in greater flow velocity (Benn
and Evans, 2010; Cuffey and Paterson, 2010).

The motion of glacial ice is slow enough that acceleration and inertia have negligible
effects on its movement. Glaciers are thus effectively in static equilibrium, meaning that
forces acting on the glacier are in balance with each other (Cuffey and Paterson, 2010). The
driving stress τd must therefore be balanced by an equal resisting stress τr, such that

τd = τr = τb + τw + τL

in which τb, τw, and τL are the components of the resisting stress (see figure 2.3). The basal
drag τb is the result of friction between the moving ice and the underlying bed. The lateral
or wall drag τw describes the resistance to flow along the sides of a glacier or ice stream.
The longitudinal stress τL is the result of along-flow stress gradients, i.e., compression or
tension. The longitudinal stress is typically listed as a resisting stress, which is true in the
case of longitudinal compression. In the case of tensile stress however, it would effectively
contribute to the driving stress (Benn and Evans, 2010).

Figure 2.3: Sketch of the stress situation in a moving glacier. Figure from Antarc-
ticGlaciers.org (2023).

The link between the stress balance of the ice and its resulting velocity is the rheology,
which relates the stresses inside the ice to the strain, which describes the velocity of points



2.1 What even is an Ice Sheet 7

inside the ice relative to each other and is thus a measure of deformation (Hewitt, 2021).
If the stress inside the ice is isotropic, i.e., equal in all directions, it is in balance and no
deformation can occur. The rheology of the ice is therefore based on the deviatoric stress
component, which is that component of the overall stress that deviates from being isotropic.
The deviatoric stress shows a preferred direction and results in deformation of the ice in that
direction (Cuffey and Paterson, 2010; Hewitt, 2021).

For ice, the most commonly used rheology law is Glen’s flow law (Glen, 1955; Cuffey
and Paterson, 2010)

ε = A E τn (2.1)

in which ε is the strain rate, τ is the stress, n is Glen’s flow law exponent typically set to
3, and A and E are the creep or rate factor and the enhancement factor, respectively, which
adapt the rheology to physical properties of the ice.

The relationship between stress and strain can alternatively be expressed through the
viscosity η

τ = 2 η ε, with η =
1

2AEτn−1
(2.2)

(Hewitt, 2021; Cuffey and Paterson, 2010). The viscosity of ice is not a constant. Even
though it is independent of the stress, it is influenced by several properties of the ice itself,
such as temperature, ice-grain size, crystal fabric, impurity content, or liquid water content
(Benn and Evans, 2010; Hewitt, 2021; Cuffey and Paterson, 2010). The rate and enhance-
ment factors parameterize these influences and are hence necessary inclusions in Glen’s
flow law.

2.1.3 The importance of geothermal heat flux to ice dynamics

The movement of ice has two components that contribute to its velocity. Firstly, the weight
of the ice itself causes it to deform and flow. Secondly, melting at the base of the ice will
lubricate the bed with meltwater and allow the ice to slide (Cuffey and Paterson, 2010). The
geothermal heat flux has the potential to influence both of these components and is thus an
important factor in the movement of glaciers and ice sheets (Smith-Johnsen et al., 2020).

In the case of a frozen bed on which the ice doesn’t slide, the geothermal heat flux
provides the basal boundary condition for the energy balance of the ice

G = −k
∂T

∂n
(2.3)
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(Fowler, 2021), in which G denotes the geothermal heat flux, k is the thermal conductivity
of the ice, T is the absolute temperature in Kelvin, and n is the unit normal vector pointing
upwards into the ice.

As described in section 2.1.2, the viscosity of the ice changes with temperature, which
is parameterized in Glen’s flow law through the rate factor A. Increasing temperatures lead
to softer ice and it will deform more easily under load (Cuffey and Paterson, 2010). Over
the whole range of temperatures found in terrestrial ice, A varies by a factor of about 1000
(Cuffey and Paterson, 2010). As figure 2.4 shows, the influence of temperature on A is not
linear and especially pronounced close to the melting point (Fowler, 2021).

Figure 2.4: The relationship between the rate factor A and temperature T. Figure from
Fowler (2021).

If the ice at the base is temperate, i.e., its temperature is at the pressure melting point, a
thin layer of meltwater will form at the ice-bed interface allowing the ice to slide across the
bed. This necessitates the inclusion of a frictional heat term τbub in equation 2.3 to account
for the heat caused by the deformation of the sliding ice (Fowler, 2021)

G+ τb ub + k
∂T

∂n
> 0 (2.4)

in which τb is the basal shear stress and ub is the basal sliding velocity.

The inequality denoted in equation 2.4 indicates net heat flux from the ice to the bed,
i.e., the base of the ice is melting. Including basal melt in equation 2.4 gives

G+ τb ub + k
∂T

∂n
= ρw L vw (2.5)

in which ρw denotes the density of water, L the latent heat, and vw the meltwater flux per
unit area (Fowler, 2021).
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Figure 2.5: Basal melt in Greenland and resulting meltwater flux. a) Basal melt raters
in Greenland. Pie charts show the respective contributions to basal melt production from
geothermal heat flux (G, black), frictional heat (F, blue), and heat from surface meltwater
(S, grey). b) Basal meltwater flux. Numbers indicate total flux for each sector. Figure from
Karlsson et al. (2021)

Model studies show that geothermal heat flux has large influence on the dynamic be-
haviour of glaciers and ice sheets. Modelling the response of a glacial system in eastern
Antarctica to different heat flux estimates, Kang et al. (2022) found large differences in
the resulting simulations of basal thermal state and meltwater production. Karlsson et al.
(2021) estimated that geothermal heat flux is responsible for around a quarter of the total
basal meltwater production in Greenland, going up to almost half in the north-eastern part
of the ice sheet (see figure 2.5). In a study by Rogozhina et al. (2012), a transient simula-
tion of the Greenland ice sheet resulted in different ice sheet geometries for different heat
flux estimates (see figure 2.6). Näslund et al. (2005) found substantial increases in local ice
surface velocity in simulations of the paleo-Fennoscandian ice sheet when increasing the
spatial resolution of the employed geothermal heat flux. Modelling studies of the North-
east Greenland ice stream even suggest that exceptionally high heat flux is necessary for
this system to prevail at all (Smith-Johnsen et al., 2020).
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Figure 2.6: Geometry of the Greenland ice sheet as a response to four different estimates of
GHF (A-D). Thicknesses are displayed relative to observed present-day ice sheet thickness.
Figure from Rogozhina et al. (2012).

Figure 2.7: Different estimates of geothermal heat flux in Greenland. Figure from Smith-
Johnsen et al. (2020).

2.2 Geothermal heat flux in Greenland

Direct observations of the geothermal heat flux underneath the Greenland ice sheet (i.e., the
heat flux from the bedrock into the basal ice) are sparse since they are limited to the drilling
sites of the few deep ice cores (Davies and Davies, 2010; Rezvanbehbahani et al., 2019).
Table 2.1 lists observations of heat flux at five Greenland ice core drilling sites (see figures
2.2a and 2.8 for locations; Rezvanbehbahani et al., 2017; Dahl-Jensen et al., 1998; Petrunin
et al., 2013; Dahl-Jensen et al., 2003; Greve, 2005). Values are between 50 and 60 mW/m2

for GRIP, GISP2, and Camp Century. Dye-3 in the south of Greenland shows lower heat
flux of 20 mW/m2. NGRIP (North Greenland ice core project) shows particularly high heat
flux of over 100mW/m2. Heat flux measurements on the exposed rock along the coast show
values between 30 to 40 mW/m2 at the southern tip of Greenland and between 70 to 100
mW/m2 in the North-east (see figure 2.8). Because the GHF has such great influence on the
dynamics of the Greenland ice sheet (see section 2.1.3) several studies have attempted to
constrain GHF in Greenland indirectly through its relationship to other observable variables
(see for example figure 2.7).
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Table 2.1: Observations of geothermal heat flux at the Greenland ice core sites. Table from
Rezvanbehbahani et al. (2017).

Some studies use seismic data to model lithospheric properties to infer GHF from mod-
elled heat conduction through the crust (e.g., Rogozhina et al., 2016; Artemieva, 2019;
Petrunin et al., 2013). Martos et al. (2018) and Fox Maule et al. (2009) use magnetic data
to infer the Curie-depth of the lithoshpere to infer GHF. Such lithoshpere-based GHF es-
timates typically result in an elongated band of high heat flux that extends across central
northern Greenland to the eastern coast where it reaches maximum values. It is more dis-
tinct from background GHF in the models based on seismic data than the model based on
magnetic data and also located further North in the former than in the latter. Seismic-based
models show an area of particularly high heat flux where the high-GHF band meets the
eastern coast of Greenland in the Fjordland regions which is broadly consistent with heat
flux observations that likewise show higher values in this area (see figure 2.8). The high
heat flux band is generally attributed to the proposed passage of the Icelandic mantle plume
underneath Greenland between ca. 80 and 30 Million years ago. However, Colgan et al.
(2022) note that this plume track might only be an artefact of the geophysically inferred
lithosphere parameters of the models. They argue that the observable imprints of the po-
tential passage of the Icelandic plume are now likely limited to the base of the lithoshpere
and therefore don’t represent heat flow conditions at the present day bed surface.

Other approaches base their models on the few heat fluxmeasurements that are available
in Greenland and its surrounding areas. Rezvanbehbahani et al. (2017) and Colgan et al.
(2022) combine heat fluxmeasurements with different sets of lithological and tectonic prop-
erties of the locations where they were taken and then use machine learning to extrapolate
GHF in Greenland based on lithology. Greve (2019) modifies an existing global heat flux
model so that a simulation of the Greenland ice sheet reproduces basal temperatures mea-
sured at the ice core locations. These estimates based on heat flux measurements suggest a
region of very high heat flux in central northern Greenland but do not show indications of
the Icelandic plume track (Rezvanbehbahani et al., 2017; Colgan et al., 2022; Greve, 2019).
The area of high heat flux in central northern Greenland appears in these estimates because
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Figure 2.8: Observations of geothermal heat flux in Greenland. Figure from Rysgaard et al.
(2018).

of the high heat flux that has been inferred from observed basal melting rates at the bottom
of the NGRIP ice core. When removing this data point from the set of heat flux input data,
the high heat flux anomaly disappears entirely in the GHF estimate of Colgan et al. (2022).

Alternatively, estimates of heat flux in Greenland can be sourced from global heat flux
estimates. Multiple studies have produced such estimates using similar techniques as those
described above (e.g., Shapiro and Ritzwoller, 2004; Pollack et al., 1993; Lucazeau, 2019).
Interestingly, global GHF estimates often result in highest heat flux along the south-eastern
coast of Greenland, whereas studies that produce a Greenland-specific GHF estimate often
show particularly low heat flux in the southern tip of Greenland (e.g., Artemieva, 2019;
Greve, 2019; Colgan et al., 2022).

Other studies have tried to infer heat flux from observed dynamics of the Greenland ice
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sheet and constrained the heat flux values that are required to explain or reproduce them.
Fahnestock et al. (2001) inferred basal melt rates of 0.1 ma−1 (meter per year) in the on-
set region of NEGIS from age-stratigraphy analyses in radar profiles. They concluded that
exceptionally high heat flux of 970 mW/m2 (Milliwatts per square meter) is required to
produce such high melt rates in that area. Smith-Johnsen et al. (2020) confirmed this esti-
mate in a ice flow modelling study showing that this heat flux value is required to sustain
the NEGIS ice stream system. However, heat flux estimates that are based on basal melt
rates might be prone to over-estimation as heat from the subglacial hydrological system, hy-
drothermal circulation, or basal friction may locally increase basal melt (Rogozhina et al.,
2016). Smith-Johnsen et al. (2020) themselves note that it is unlikely that the 970 mW/m2

required to sustain NEGIS are produced by geothermal heat flux alone seeing as the value is
unreasonably high (the background median heat flux value is about 60 mW/m2 in continen-
tal crust, Fahnestock et al., 2001; Bons et al., 2021) and suggest hydrothermal circulation as
an alternative heat source. Based on seismic analyses of the lithosphere, Artemieva (2019)
suggests presently active shallow tectono-magmatic processes in central-eastern Greenland,
that might contribute to the high heat flux at NEGIS. Zeising and Humbert (2021) suggest
friction in the subglacial water system at NEGIS to be a key contributor to the high heat flux.

2.3 Age structure of the Greenland ice sheet

Throughout their depositional history, ice sheets incorporate gases, particles, and trace el-
ements into their stratigraphic record that allow for absolute dating of the ice layers in ice
cores (ice core sites in figures 2.2a, 2.8, Hammer et al., 1978). Some of these proxies show
strong seasonal cycles that allow for the counting of annual layers (e.g., classical stratigra-
phy, density, fabric, deposits of minerals), others can be correlated to certain events (e.g.,
fall-out of nuclear fission products, ash and solutes from dated volcanic eruptions) or show
a time dependent evolution (radioactive material). Absolute chronologies for the Greenland
ice cores have been established in this way (as summarized by Johnsen et al., 2001). In sec-
tions of the cores where no such data are available or in the lower parts of the cores where
annual ice layers are too thin to reliably count, chronologies can be filled-in or extended by
age-models that are based on theoretical considerations of ice flow (see section 2.3.1).

The established absolute chronologies can be transferred onto other measures of the
stratigraphy of the Greenland ice sheet, such as ice-internal radio reflectors, which are gen-
erally assumed to be parallel to the layering of the ice (see for example figure 2.9). For
example, Fahnestock et al. (2001) use this approach to compare sections of dated radios-
tratigraphy in northern Greenland with age-models to infer basal melt rates. MacGregor
et al. (2015) correlate dated radiostratigraphy sections from the entire Greenland ice sheet
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and produce a three-dimensional estimate of its age-stratigraphy in the top 80 - 90 % of
the ice sheet. However, towards the base of the ice the radar reflections of the layers are
typically quite weak and ambiguous if visible at all. Therefore, the areal coverage of the
MacGregor et al. (2015) age estimate decreases substantially below the top 80 % of the ice
sheet and covers only a small area of the actual base of the ice.

Figure 2.9: Example of traced radiostratigraphy in Greenland, displayed in terms of a)
elevation and b) a flattened projection. Profiles intersect with three ice cores, that can be
used for absolute dating of the radio traces. Figure from MacGregor et al. (2015).

One of the key unresolved questions in Greenland age stratigraphy is the volume and
extent of Eemian ice, i.e., remnant ice from the last interglacial period, roughly from 130
to 115 ka BP (thousands of years ago befor present). The extent of the Eemian ice is an
important factor in understanding and simulating the dynamic behaviour of the Greenland
ice sheet as this ice is reported to have substantially higher viscosity (i.e., is more rigid) than
the overlying younger ice from the last glacial period (Dahl-Jensen et al., 2013; Azuma and
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Higashi, 1984; Dahl-Jensen and Gundestrup, 1989; Jacka, 1984).

Figure 2.10: Estimated distribution of Eemian ice in Greenland. a) Apparent thickness
inferred from radiostratigraphy; b) Error estimate. Figure from MacGregor et al. (2015).

Eemian ice has indeed been found in a disrupted state in the NEEM ice core in north-
ern Greenland (Dahl-Jensen et al., 2013). According to the estimate of MacGregor et al.
(2015), Eemian ice should be present in the central part of northern Greenland with max-
imum thicknesses on the order of 600 m in the vicinity of the North-East Greenland ice
stream (see figure 2.10).

2.3.1 Theoretical models of ice age

Theoretical relations between depth and age of ice layers in an ice sheet are based on math-
ematical considerations of their vertical motion and the deformation they experience as the
move through the ice column (as summarized by Cuffey and Paterson, 2010). In the sim-
plest case, at the centre of an ice divide, ice layers move straight downwhile being vertically
compressed and horizontally stretched (figure 2.11). Vertical motion and compression are
caused by the increasing overburdening load exerted by the subsequently deposited layers.
The current depth of an ice layer deposited at some time in the past is determined by the sum
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of the thicknesses of the overlying younger layers. In other words, it is determined by the
subsequent accumulation and the cumulative strain, which can alternatively be expressed
as the history of vertical velocity of the ice layer.

Figure 2.11: Concept of mathematical age models. a) Schematic of the vertical motion and
deformation of ice layers at an ice divide. b) Evolution of age and thickness of ice layers
with depth. Figure from Cuffey and Paterson (2010).

As surface accumulation varies in time, strain and vertical velocitymay also vary through-
out the history of an ice layer. Several models exist that circumvent this issue by making
simplifying assumptions.

Nye (1963) assumes that melting at the base is negligible and the vertical strain rate is
uniform along any vertical line in the ice, and thus relates the current thickness of an ice
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layer to its current depth, its initial thickness, and the thickness of the ice sheet at the time
the layer was deposited. Ice layer thicknesses decrease with depth but stay proportional to
their initial thickness. If one further assumes the ice sheet to be in steady state with constant
surface accumulation and thickness, the age of an ice layer at a given depth in the ice sheet
can be calculated simply from its depth in the ice sheet, the thickness of the ice sheet, and
the surface accumulation rate.

The incompressibility of ice requires that vertical compression must be counterbalanced
by horizontal stretching. Conversely, if the base of the ice is frozen to the bed, horizontal
motion is not possible and vertical strain rates decrease to zero towards the base, implying
shearing of the ice near the base. Dansgaard and Johnsen (1969) adjusted the Nye-model
by introducing a basal shear layer. In the upper part of the ice sheet, the model is identical
to the Nye-model assuming uniform vertical strain, but below a certain depth, the ”kink-
hight”, vertical (and horizontal) strain decreases linearly to zero.

Generally, the Dansgaard-Johnsen model results in faster increase of age with depth
than the Nye-model, although the depth of the kink-hight has great influence on the age
evolution in the lower part of the ice and must be adjusted to each respective case. How-
ever, since both the Nye-model and the Dansgaard-Johnsen model assume zero basal melt,
meaning that no ice is removed at the base, vertical velocities necessarily decrease to zero
at the base and both models will hence predict infinite age at the very base of the ice.

Trying to fit age models to dated radar reflectors in Greenland, Fahnestock et al. (2001)
find that in some areas neither the Nye-model nor the Dansgaard-Johnsen model are able
to produce acceptable fits. Fahnestock et al. (2001) solve this issue by modifying the Nye-
model to allow for basal melt. This effectively lowers the vertical strain rate and ages in-
crease slower compared to the Nye-model. However by incorporating basal melt, vertical
velocities no longer decrease to zero at the base. This means that in contrast to the Nye and
the Dansgaard-Johnsen models, the Nye+melt model is able to produce a finite estimate of
the age of the basal ice (see also section 3.2.1).

2.3.2 Key concepts of isotope stratigraphy

The water that makes up the ice in glaciers and ice sheets consists of oxygen and hydro-
gen atoms which naturally occur as heavier and lighter stable isotopes (as summarized by
Fischer et al., 2021; Kendall et al., 2014). The two main isotopologues (molecules of same
atomic composition but different isotope content) of water are H16

2 O (which is lighter) and
H18

2 O (which is heavier) with relative abundances of 99.76 % and 0.201 % respectively.
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Figure 2.12: Isotope records (d18O) from five Greenland ice cores. Figure from Johnsen
et al. (2001).

Because of their different masses, these isotopologues behave slightly differently during
phase transitions (evaporation, condensation, freezing) which results in a slight change in
their relative abundance in the water after the phase transition compared to before. This is
referred to as isotope-fractionation.

The abundances of the isotopologues are measured as the ratio of the heavier isotope to
the lighter isotope, R18 = 18O/16O. Isotope ratios are determined relative to those in a stan-
dard sample, which for water typically is Vienna Standard Mean Ocean Water (VSMOW),
and are expressed in permille [h] using the δ-notation

δ18O =
R18

R18
V SMOW

− 1

in which R18 is the isotope ratio of the sample and R18
V SMOW is the isotope ratio of the

VSMOW standard. Positive δ-values indicate the sample is enriched in the heavy isotope
compared to the standard, negative values indicate the sample is depleted of the heavy iso-
tope compared to the standard.

The δ18O value of ice is routinely measured in ice cores across their entire length. Fig-
ure 2.12 shows the δ18O values of five Greenland ice cores (Johnsen et al., 2001). All of
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them show δ-values in the range of -45 to -25h for the ice. Figure 2.13 shows a compari-
son between the isotope record at the GRIP and NGRIP ice cores. They show very similar
evolution of isotope values over time, despite their geographical distance of 325 km. This
is because the fractionation process that creates the variations in isotope composition of the
water depends intimately on temperature. The main control of variations in isotope values
is therefore the global climate, implying that isotope values in all Greenland ice cores show
similar behaviour over the lengths of their records.

In the δ18O record of the NGRIP ice core (red curve in figure 2.13 Andersen et al., 2004),
glacial and interglacial periods can be clearly distinguished showing large differences on
the order of several permille. Above 1500 m depth, δ18O are quite stable around -36 h
showing only little variability over depth. This corresponds to the current Holocene inter-
glacial period, that began at around 11.7 ka BP (Walker et al., 2008, 2009). The second to
last interglacial period, the Eemian which lasted between 129 and 116 ka BP (CAPE-Last
Interglacial Project Members, 2006; Bazin et al., 2013), shows slightly higher but still sim-
ilar isotope values of around -32h visible at the very bottom of the NGRIP core. In the ice
core section between the Holocene and Eemian, corresponding to the last glacial period, the
Weichselian, δ18O values are generally between -40 and -44h. There are short excrusions
in isotope values up to around -36h, but in general the glacial ice shows much lower δ18O
values than the interglacial sections of the ice core.

Figure 2.13: Comparison of d18O records from GRIP and NGRIP ice cores. a) GRIP
isotope record; b) age-matched GRIP and NGRIP records. Figure from Andersen et al.
(2004).

However, although climate is the main control of the overall evolution of the isotope
values in the Greenland ice cores, the δ18O curves of GRIP and NGRIP displayed in fig-
ure 2.13 do show a systematic difference of about 1-2 h which can be attributed to the
geographical location of the core sites relative to each other (Andersen et al., 2004). Dif-
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ferent locations may receive precipitation from different source areas. As the seas around
Greenland show large differences in temperature, evaporation will lead to different degrees
of fractionation and hence different isotope compositions of the resulting precipitation. As
the vapour in clouds condensates, isotope composition will again undergo fractionation and
the water vapour in the cloud is depleted of the heavier isotope. As the formation of rain
or snow in the cloud goes on, fracionation continues and the cloud is being more and more
depleted of the heavier isotope. The resulting precipitation will thus show more and more
negative δ18O values the more fractionation the cloud has already experienced. This is
referred to as Raileigh-fractionation (Kendall et al., 2014). Since precipitation events are
controlled by changes in altitude of the cloud, regions that are higher up (which in the case
of Greenland also implies farther inland) receive lighter precipitation than regions further
down (or nearer to the coast).

In the isotope record of an ice core however, there is yet another factor that needs to be
taken into account. Since ice moves, the ice that can be found in an ice core has not nec-
essarily been deposited at the same location, but rather somewhere farther upstream closer
to the ice divide. This effect is more pronounced for deeper sections of an ice core, as fig-
ure 2.14 shows. For example, assuming the basal ice at EGRIP (East Greenland ice core
porject) to be more than 100 kyrs old, Gerber et al. (2021) estimate the source region for
that ice to be within 50 km of the ice divide, even though EGRIP itself is located over 300
km away from the ice divide. They conclude that under these circumstances the basal ice at
EGRIP would have been deposited under similar conditions as the ice at GRIP and NGRIP.
Reeh et al. (2002) analyzed the δ18O records of a number of ice cores collected around the
margin of the Greenland ice sheet. Some of them extend far back in time, covering the
last glacial period and even reaching into the Eemian interglacial towards their bases. Reeh
et al. (2002) likewise argue that ice of this age would have been deposited near the ice di-
vide and subsequently transported to its current location.

2.4 Subglacial hydrology

There are two sources that contribute water to the glacial water system. Firstly, the glacial
ice itself can produce meltwater at the surface, the interior, and the bed of the glacier. Sec-
ondly, water can enter from external sources in the form of rain on the surface or groundwa-
ter influx from below (Benn and Evans, 2010). Once the water is at the base (either being
produced/inserted there or, in the case of surface water, being conducted there through
crevasses and moulins) it will enter the subglacial drainage system and be evacuated from
the glacial environment. The network of subglacial conduits that make up the drainage sys-
tem can be categorized into two main types. Efficient and inefficient drainage systems (as
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Figure 2.14: Schematic of the flowpaths of ice in an ice sheet and where the ice in a borehole
would have originated at the surface. Figure from Cuffey and Paterson (2010).

summarized by Flowers, 2015; Benn and Evans, 2010).

The efficient drainage system is comprised of different types of channels that are ei-
ther carved upwards into the ice (Röthlisberger-channels) or downwards into the bed (Nye-
channels; see figure 2.15). These structures typically form during the melt season when
water input to the base is high and evacuate water quickly from the subglacial environ-
ment. The channels remain open as long as water flux though them is high enough that the
melt along the channel walls from the released energy counterbalances the slow collapse of
the channel through ice creep. When the water flux subsides, the channels will slowly close.

Thin water films, interconnected cavities, and flow through the basal sediment are part
of the inefficient drainage system (see figure 2.15). This drainage system is prevailing when
the water input to the base is low as the capacity for water transport is very limited. Other
than the channels of the efficient drainage system, these structures are not invoked by the
water flux but rather the subglacial environment itself. Water films form at the ice-bed
interface in regions where the basal ice is at pressure-melting point, cavities form on the
lee-side of bumps in the bed where the normal stress exerted by the moving ice is minimal
and water pressure can exceed ice overburden pressure, and groundwater flow is enabled
by the presence of sediment.

The components of the subglacial drainage system evolve dynamically, channels and
cavities open and close depending on water availability and ice flow. While several hy-
drological models exist that can be coupled to ice flow models and simulate the transient
behaviour of these drainage components (e.g., de Fleurian et al., 2014; Werder et al., 2013;
Hewitt, 2011; Sommers et al., 2018), many studies use a simpler approach to modelling
subglacial water routing (e.g., Karlsson and Dahl-Jensen, 2015; Karlsson et al., 2021; Chu
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Figure 2.15: Examples of types of subglacial conduit systems, grouped in efficient (left)
and inefficient (right). Figure from Flowers (2015).

et al., 2016; Lindbäck et al., 2015; Rippin et al., 2003).

Generally, water moves along gradients in hydropotential. The subglacial hydropoten-
tial Φ can be calculated as the sum of the elevation potential of the water and its pressure
(Shreve, 1972)

Φ = ρw g zb + pw (2.6)

in which pw is the water pressure, ρw is the density of water, g is the gravitational accelera-
tion, and zb is the elevation of the bed. Equation 2.6 is technically only true inside subglacial
conduits, but for the purpose of modelling can be assumed to be valid everywhere in and
under the ice (Shreve, 1972).

The water pressure pw and the ice overburden pressure pi are connected by the effective
pressure N . The effective pressure is defined as the difference between ice overburden
pressure and water pressure, N = pi − pw. The water pressure can thus be formulated as
a fraction of ice overburden pressure by introducing a factor f , which is the ratio of water
pressure to ice overburden pressure, f = pw/pi, and is called the floatation fraction (e.g.,
Willis et al., 2012; Banwell et al., 2013; Chu et al., 2016).

pw = pi −N = f pi = f ρi g H (2.7)

with H denoting the thickness of the ice which can also be expressed as the difference
between surface elevation zs and bed elevation zb, H = zs − zb. Substituting pw in equation
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2.6 with 2.7 gives
Φ = ρw g zb + f ρi g (zs − zb) (2.8)

From the definition of f and equation 2.7 it is clear that f = 1 indicates that water
pressure is equal to ice overburden pressure, for f < 1 water pressure is lower than ice
overburden pressure, and for f > 1 it is higher. A natural upper boundary of f = 1.1 arises
from the higher density of water compared to ice, so that fractures or moulins in the ice that
are filled with water would produce basal water pressures above ice overburden pressure
(Chu et al., 2016). Studies of borehole water pressures around the margin of the Greenland
ice sheet seem to suggest that floataion fraction quickly rises to values above 0.9 and close
to 1 within 50 km of the ice sheet margin and remain at high values farther inland (Meier-
bachtol et al., 2013; Andrews et al., 2014). However, the same kind of studies do not exist
for the interior of Greenland where only the boreholes of the few deep ice cores reach all
the way to the base of the ice sheet, so the floatation of the bulk of the Greenland ice sheet
is still an open question.

In reality, f will vary in time and space. In modelling studies however, it is often as-
sumed to be uniform (e.g., Willis et al., 2012; Rippin et al., 2003; Banwell et al., 2013).
Chu et al. (2016) and Lindbäck et al. (2015) used equation 2.8 to study the effects of basal
water pressure on the spatial structure of the subglacial drainage system by simulating sub-
glacial drainage systems of glaciers in Greenland for different values of f . According to
these model studies, the floatation fraction has a substantial influence on the delineation
between catchment areas of adjacent subglacial water outlets, showing that for certain ar-
eas the basal water will flow to one outlet for lower floatations and to a different outlet for
higher floatations.



Chapter 3

Data and Methods

Inferring geothermal heat flux from stable isotopes is based on a conceptual influence of
spatial variability in GHF distribution on the stable isotope composition of the basal melt-
water underneath an ice sheet (see figure 3.1). As described in section 2.1.3, geothermal
heat flux excerts a large control on the dynamic behaviour of ice sheets as it influences both
the flow dynamics of the ice as well as the rate of meltwater production at the ice-bed inter-
face. The spatial distribution and magnitude of basal melting is therefore dependant on the
spatial distribution and magnitude of the GHF. Higher heat flux leads to higher melt rates
and larger melt areas, lower heat flux leads to lower melt rates and smaller melt areas.

The produced basal meltwater flows along the bed through the subglacial drainage sys-
tem following the gradient in subglacial hydropotential. On its journey from the interior
of the ice sheet to its margin it will converge into streams that leave the subglacial water
system through defined outlets at the ice margin. As the geothermal heat flux controls the
size of the basal melt area, the size of the area from where basal meltwater drains towards
each outlet (the drainage area) will also change for different distributions of GHF.

The melting of the ice at the base of the ice sheet transmits the isotopic composition of
the ice into the basal meltwater system. Since the isotopic composition of the Greenland
ice sheet is not uniform and differs substantially between different ice layers (see section
2.3.2), meltwater produced from different ice layers will have accordingly different iso-
topic composition. Different extents and magnitudes of basal melt will change the amount
of meltwater that layers of different isotopic composition can contribute to the basal water
system. The isotopic composition of the composite meltwater that exits at the outlet is a
mixture of the isotopic composition of all the meltwater produced in the drainage area of
that outlet. Hence, through the control of GHF on basal melting, the isotopic composition
of the draining basal meltwater will be different for different distributions of heat flux.

To test this concept, I will simulate the basal meltwater production in Greenland and the
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Figure 3.1: Conceptual relationship between geothermal heat flux and isotopic composition
of basal meltwater (see text for detailed explanation). Light-blue horizontal layers indicated
ice layers with different isotope composition d18O_1 to d18O_4. Brown area indicates
bedrock. Wavy upwards-pointing arrows indicate geothermal heat flux with larger arrows
indicating larger heat flux. Curved downwards-pointing arrows indicate basal meltwater
flux from the ice to the basal meltwater layer, larger arrows indicating larger flux. Basal
meltwater layer indicated by dark blue layer between ice and bedrockwith arrows indicating
flow direction. White and blue vertical bar on left side indicates a borehole in which basal
meltwater with a mixed isotope signal collects.

associated stable isotope composition of the basal meltwater based on different estimates
of geothermal heat flux. This will allow me to constrain the impact of GHF on the isotopic
composition of the basal meltwater and hence test the ability of stable isotope analysis in
predicting GHF distribution.

The basal meltwater production is simulated as a steady state response to different
geothermal heat flux estimates with the help of a three-dimensional numerical model of
the Greenland ice sheet. The age of the basal ice is estimated based on a mathematical
depth-age relation (see section 2.3.1) as a proxy for the isotopic composition of the basal
ice (see secion 2.3.2). The isotopic composition of the basal ice is extrapolated from the
NGRIP-δ18O record and its correlation to the climate record of the Antarctic Vostok ice core.
The movement and mixture of the water in the subglacial drainage system will be modelled
based on the Shreve-hydropotential (see section 2.4). The δ18O values of the basal melt-
water are treated as a conservative tracer in the hydrological system which allows them to
mix in accordance with the water movement through the drainage. Finally, the composite
isotopic composition of the mixed basal water is extracted at a number of defined locations
and variability between the different GHF-scenarios is analyzed.

Details for each step of the methodology are provided in the following sections. Section
3.1 describes the ice-sheet model and the set-up of the numerical experiments. Section 3.2
outlines the procedure to estimate the age of the basal ice and its isotopic composition. Sec-
tion 3.3 describes the routing algorithm used to model the subglacial drainage and mixing of
isotope values. Finally, section 3.4 describes the analysis of the modelled basal meltwater
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isotopic composition.

3.1 Simulating basal meltwater production in Greenland

3.1.1 Ice sheet model and setup

The Ice-sheet and Sea-level System Model (ISSM) (Larour et al., 2012; Seroussi et al.,
2013) is a finite-element, three-dimensional, thermo-mechanically coupled ice-flow model
that simulates ice-flow by solving the stress- and energy-balance equations. The model
used here was provided by Martin Rückamp from the Bavarian Academy of Sciences, Ger-
many1 (Rückamp, 2022). It is similar to the model used in Seroussi et al. (2013). It uses
the Higher-Order (HO) approximation of the momentum balance equations (Blatter, 1995;
Pattyn, 2003) which simplifies the Stokes equations by assuming that horizontal gradients
of vertical velocities are negligible compared to vertical gradient of horizontal velocities
and that bridging effects are negligible. This effectively decouples vertical and horizontal
velocities in the flow-model (Seroussi et al., 2013). In order to reproduce present-day sur-
face velocities, the M1QN3 inversion algorithm (Gilbert and Lemaréchal, 1989) is used to
infer the basal friction coefficient. A dataset of observed surface volocities with Greenland
wide coverage is used as target in the inversion (Joughin et al., 2016; JOUGHIN et al., 2018).

Since the purpose of the model is to simulate basal meltwater production, it is necessary
to simulate the thermal regime using a formulation based on enthalpy instead of temperature
(Aschwanden et al., 2012; Kleiner et al., 2015; Rückamp et al., 2020). In this formulation,
heat capacity and conductivity are variable which enables the model to simulate liquid water
content in the ice and hence phase transitions between ice and water. This further neces-
sitates the use of a rheology formulation that accounts for both ice temperature and liquid
water content since liquid water in the ice has significant impact on the flow behaviour
(Greve and Blatter, 2009). Here the formulation of Lliboutry and Duval (1985) is used.

The model domain covers the entire glaciated area in Greenland. The three-dimensional
irregular triangular mesh consists of over 1.8 Million prismatic elements on 15 vertical lay-
ers, each layer consisting of over 130 000 triangular elements. Horizontal mesh resolution
is anisotropic on the order of 10 km for most of the ice sheet and increased in areas of high

1Attempts to construct my own model of the Greenland ice sheet ultimately failed due to time constraints,
which is why I had to resort to external sources. However, after the several months that I spent tweakingmodel
parameters, trying different surface data sets for the initial conditions, reading up on different stabilization
terms, testing different combinations of solvers, and running dozens and dozens of sometimes even successful
stress balances, inversions, thermal steady states, and transients I was at least able to use Martin’s model
without any issues, despite having no prior experience in ice-sheet modelling at all.
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surface velocity around the ice margin. The vertical resolution between the layers increases
towards the base where temperature gradients and vertical shearing are concentrated (e.g.,
Seroussi et al., 2013). Eight of the 15 layers are concentrated in the bottom 25 % of the ice
sheet, the vertical distance between the bottom layers is on the order of meters. The resolu-
tion of the thermal regime is further increased by using P2-elements in the vertical that are
able to capture exponential vertical temperature gradients rather than linearly approximat-
ing them (Cuzzone et al., 2018). Bed and surface topographies are taken from BedMachine
V4 (Morlighem et al., 2017).

3.1.2 Numerical experiments

The basal meltwater production is simulated as a steady-state response to different geother-
mal heat flux fields. In total, 14 experiments are run, seven of which with GHF estimates
from published literature and seven with synthetic heat flux maps that are described in sec-
tion 3.1.3. For each experiment, the initial state of the model is updated with the data of
the respective GHF field. All other variables and parameters remain unchanged and are the
same between the different experiments. The experiments are run as thermo-mechanical
steady state simulations. The steady state solver alternates between solving the stressbal-
ance with coupled friction inversion and solving the energy balance for the thermal regime.
Ice hardness is continuously updated according to the rheology before each iteration. This is
repeated until both ice velocity and temperature fields converge on a solution. The solution
is the steady-state response of the coupled velocity and temperature fields to the respective
geothermal heat flux field in each experiment.

3.1.3 Geothermal heat flux data

This section describes the heat flux data sets that were used for the different experiments
of the basal meltwater simulation (see section 3.1.2. The GHF data sets shown in figure
3.2 are taken from published literature and are commonly used in modelling studies of the
Greenland ice sheet (e.g., Rogozhina et al., 2012; Smith-Johnsen et al., 2020), hereafter re-
ferred to as GHF estimates. The data sets shown in figure 3.3 are synthetic heat flux maps
constructed to isolate and analyze the influence of key features of the GHF estimates, here-
after referred to as synthetic GHFs.

Colgan22, Colgan22NG - Similar to the method and result of Rezvanbehbahani et al.
(2017) (not considered here), Colgan et al. (2022) trained a machine-learning algorithm
with 419 point measurements of geothermal heat flux. Since heat flux measurements in
Greenland are only available at the few ice core sites in the interior of the ice sheet and at few
locations at the exposed bedrock around the coast, Colgan et al. (2022) included a portion of
the surrounding oceans into the training data set as these areas are showmuch higher density
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in heat flux measurements. The algorithm correlates the heat flux observations to a number
of geopyhsical and tectono-lithological datasets to extrapolate the individual measurements
into two GHF maps of full areal coverage in Greenland and surrounding offshore areas.

The authors considered the exceptionally high observed heat flux at the bottom ofNGRIP
(130 mW/m2) to be a likely outlier and hence constructed two GHF scenarios in their
machine-learning algorithm, one trained with (Colgan22NG) and one without (Colgan22)
this data point. Compared to other existing estimates of Greenland GHF, both GHF maps
show uncommonly low heat flux values of 40 - 50 mW/m2 in the vast majority of the Green-
land area with lowest values in the South and mean values of 44 mW/m2 (Colgan22) and
48 mW/m2 (Colgan22NG). Only Colgan22NG shows higher heat flux values in the NGRIP
area in the central northern part with values of 70 - 90 mW/m2.

Greve19 - Greve (2019) modified the gobal heat flux estimate of Pollack et al. (1993)
at the five Greenland ice core locations (NEEM, NGRIP, GRIP, Camp Century, Dye3) and
three coastal bedrock borehole locations such that a paleoclimate spinup simulation of the
Greenland Ice Sheet reproduces the basal temperatures measured at the five ice core loca-
tions.

This estimate shows a pronounced hotspot of over 130mW/m2 at the NGRIP ice core lo-
cation in central northern Greenland corresponding to observations there. The surrounding
areas in northern Greenland show heat flux values between 60 and 90 mW/m2, the southern
tip of Greenland shows lower values between 30 and 40 mW/m2.

Martos18 - Martos et al. (2018) estimated the Curie depth in Greenland through spec-
tral analysis of the crustal magnetic anomaly field. The Curie depth is the depth at which the
minerals in the crust lose their ability to sustain magnetization because of increasing tem-
perature. They subsequently constructed a thermal model of the crust between the estimated
Curie depth and the base of the ice sheet and simulating heat flux through the Greenland,
thus constraining GHF values at the bed surface.

The GHF map shows an elongated area of elevated heat flux of 65 to 75 mW/m2 that
crosses the island in a straight line from north-east to south-west. Martos et al. (2018) inter-
pret this a the remnant of the passage of the Icelandic hotspot. The area on the southern tip of
the island also shows elevated heat flux of similar values. The remaining areas show lower
heat flux values of around 40 to 50 mW/m2. Overall, heat flux values show less variability
compared to other GHF estimates and the spatial distribution is visibly more homogeneous.

FMaule09 - Similar to Martos et al. (2018), Fox Maule et al. (2009) modeled the ther-
mal structure of the crust in Greenland based on estimates of the Curie-depth and simulated
heat flux through the crust to the surface. Their estimate of the Curie-depth is however
based on an estimate of the thickness of the magnetized part of the upper crust in Greenland
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which they obtained by reconstructing Earth’s magnetic field in a model.
The average heat flux in their estimate is 68 mW/m2. It is higher in the southern and

south-eastern part of Greenland with values between 60 to 80 mW/m2. The central part of
northern Greenland shows slightly lower values of 50 to 60 mW/m2. Highest values can
be found at Blosseville Kyst with 90 to 110 mW/m2. Lowest heat flux values below 50
mW/m2 are located towards the north-western border. This GHF estimate shows more spa-
tial heterogeneity, larger value range, and surprisingly different spatial distribution of heat
flux values compared to the estimate of Martos et al. (2018), despite similar methodology.

Shapiro04 - Shapiro and Ritzwoller (2004) produced an estimate of global GHF by
relating existing global heat flux measurements to the seismic structure of the underlying
crust and upper mantle. They used a global model of seismic shear velocities to extrapolate
GHF values to areas where no measured data exist based on their structural similarity to
areas with observed heat flux.

In Greenland, this GHF estimate shows highest heat flux along the south-western coast
and across the southern tip of Greenland with values ranging between 70 and 80 mW/m2.
The majority of the remaining area shows low heat flux values below 50 mW/m2 with low-
est values in the central northern part of Greenland. This is in direct contrast to the estimates
of, e.g., Colgan et al. (2022) and Greve (2019) who estiamted particularly high heat flux in
this region. This is because the heat flux data set used by Shapiro and Ritzwoller (2004)
does not include the heat flux observations from the ice cores in the interior of Greenland,
but only observation from a few locations around the coast. The high observed heat flux at
NGRIP is thus not considered in their structural similarity function.

Lucazeau19 - The global heat flux estimate of Lucazeau (2019) is an update to the
estimate of Pollack et al. (1993) and based on almost 70,000 globally distributed heat flux
measurements. Unlike the method of Shapiro and Ritzwoller (2004), the estimate is pro-
duced by relating the measured heat flux values to several characteristics of the respective
measurement locations (instead of only seismic structure) including seismic tomography,
lithosphere thickness, Curie point depth, free air anomalies, topography, and distance to
different tectonic features. These characteristics are then used as predictors in a similarity
method to extrapolate heat flux values to areas where no measured data exist.

However, their data set of global heat flux observation contains only a single data point
in the interior of Greenland. The resulting GHF map is thus still similar to the estimate of
Shapiro and Ritzwoller (2004) with highest heat flux values of around 80 mW/m2 along the
south-eastern coast and in the southern tip of Greenland, but otherwise fairly homogeneous
GHF distribution. Heat flux in the northern part of Greenland is slightly higher than in the
estimate of Shapiro and Ritzwoller (2004) with values around 60 to 70 mW/m2.

GHF01-07 - In addition to the existing estimates of Greenland GHF, some ISSM simu-
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Figure 3.2: Heat flux maps of the GHF estimates. Heat flux is cut off at 100 mW/m2 but
exceeds that value in Greve19 and FMaule09. Red star indicates location of EGRIP.

lations have been performed with synthetic GHF distributions. These synthetic GHF maps
(figure 3.3) are based on the published GHF estimates but are much simpler in their nature
and designed to study individual features of the GHF estimates.

Three main scenarios have been designed. A uniform GHF is simulated to constrain a
reference isotopic composition of the basal water resulting from a GHF without any spatial
variability. To isolate effects of some of the most distinct and common features of the GHF
estimates, two GHF anomaly scenarios are superimposed onto the uniform distribution: A
high GHF anomaly in central northern Greenland akin to the Greve (2019) and Colgan et al.
(2022) GHF estimates as well as a gradient of increasing GHF from North-West to South-
East similar to the GHFs by Shapiro and Ritzwoller (2004), Lucazeau (2019), and to an
extent Fox Maule et al. (2009). These three scenarios have been realized in two sets, one
with a uniform background GHF of 70 mW/m2 and one with a background of 40 mW/m2,
which roughly covers the range of mean GHF values of the GHF estimates. Additionally,
one GHF map has been designed with a higher GHF in the southern half of Greenland, to
investigate whether heat flux variations in the south have an influence on the ice sheet in
the north, i.e., whether GHF variations in one ice sheet drainage basin have a detectable
influence on the ice sheet in another drainage basin.

3.2 The isotopic composition of basal ice

The isotopic composition of the basal ice is modelled based on its relationship to the age
of the ice that has been established in the Greenland ice cores (see section 2.3.1). The age
of the basal ice can be modeled by applying the Nye+melt age model (Fahnestock et al.,
2001), described in detail in section 3.2.1 (see section 2.3.1 for more general information
on age models).
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Figure 3.3: Heat flux maps of the synthetic GHF scenarios. Red star indicates location of
EGRIP.

The isotope model is based on the isotope record from the NGRIP ice core (Andersen
et al., 2004). This ice core is located on the ice divide in northern Greenland. The deep ice
of the Greenland ice sheet is expected to have been deposited at or near the ice divide, even
in the outer regions near the margin (see section 2.3.2). Since the analysis will focus on the
area around the North-East Greenland ice stream, the isotope record of the near NGRIP ice
core is ideal as the basis of the modelling of the basal isotope content.

However, the base at NGRIP dates back to only 123 ka BP (Andersen et al., 2004),
which is exceeded by the age estimate for the basal ice in the simulations. Large areas of
the simulated basal ice are more than 20 kyrs (thousands of years) older (see section 4.3).
It is therefore necessary to utilise a longer record to extrapolate the isotope composition of
the deepest ice.

This is achieved by correlating the isotope record of NGRIP to the record of atmospheric
CO2 from the Antarctic Vostok ice core (Petit et al., 1999). CO2 is a global atmospheric
tracer as it has a long atmospheric lifetime on the order of 100 yrs compared to the 1 year
atmospheric exchange time between the northern and the southern hemisphere. It can thus
be used to synchronise ice core records fromGreenland andAntarctica (Blunier et al., 2007).

The CO2 record at Vostok spans the timeframe of the past 420 kyrs covering four glacial-
interglacial cycles (Petit et al., 1999). This extends sufficiently beyond the oldest ages of
the simulated Greenland ice. The temporal resolution of the Vostok record, however, is
variable and on the order of 0.5 - 2 kyrs. The NGRIP record has much higher temporal
resolution which consequently cannot be modeled based on the Vostok record. The NGRIP
isotope record is therefore treated with a 500-year running mean to decrease its resolution
and prepare it for the correlation analysis.



3.2 The isotopic composition of basal ice 32

Figure 3.4: Records of different variables obtained from the Antarctic Vostok ice core.
Graph a shows the CO2 record used for the extrapolation of the NGRIP isotope record.
Figure from Petit et al. (1999).

Correlation of the thus treated NGRIP isotope record with the Vostok CO2 record results
in the relationship

iso[h] = CO2[ppm] ∗ 0.08424944− 58.729291 (3.1)

with an R2-value of 0.67, in which iso is the reconstructed NGRIP δ18O record in [h] and
CO2 is the atmospheric CO2 concentration in [ppm] (parts per million) recorded in the Vos-
tok ice core. As can be seen in figure 3.5, the reconstructed isotope record follows the
original NGRIP record quite closely. Reconstructed Eemian values however fall notice-
ably short of the values in NGRIP and don’t exceed Holocene values.

The modeled ages of the simulated basal ice are mostly not equal to the age of one
of the Vostok data points but fall in between them. Extrapolating a CO2 concentration to
all modeled ice-ages is done by linearly interpolating between the CO2 concentrations of
the two age-adjacent Vostok data points. The respective influence of the two Vostok data
points in the interpolation are scaled based on their age-distance to the modeled ice-age.
The youngest age at Vostok is at 2.342 ka BP (with a CO2 level of 184.7 ppm). For mod-
eled ice-ages younger than that, a CO2 concentration of 280 ppm is assumed.
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Figure 3.5: Isotope record of the NGRIP ice core. Blue line shows the original data from
NGRIP treated with a 500-year running mean, orange line shows the reconstruction based
on the Vostok CO2 record that extends beyond the NGRIP record.

Through the use of equation 3.1, it is possible to extrapolate the isotopic composition
of the basal ice in Greenland with full areal coverage and beyond the extent of the record
of the NGRIP ice core.

3.2.1 The Nye-plus-melt age model

The Nye+melt age model was formulated by Fahnestock et al. (2001). It is an extension
of the age model developed by Nye (Nye, 1963) and circumvents the issue of infinite age
at the base, that is inherent to other age models (see section 2.3.1), by accounting for basal
melt and thus allowing for vertical movement of the ice at the base.

As laid out in section 2.3.1, the age t of an ice-layer in an ice sheet located at distance
z above the base is related to the history of its vertical velocity w (notation follows Fischer
et al., 2021), such that

t =
∫ z

H

1

w
dz (3.2)

(Fischer et al., 2021), in which H is the thickness of the ice sheet. The original Nye model
(Nye, 1963) assumes constant vertical strain rate ε which means that vertical velocity is
solely a function of depth. Assuming the ice sheet to be in steady state, the vertical strain
rate can be set equal to the (constant) accumulation rate A divided by the ice thickness H.
Hence, the vertical velocity can be expressed as

w(z) = −εz = −A

H
z (3.3)
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(Fischer et al., 2021; Fahnestock et al., 2001).
Inserting the Nye-model of vertical velocity into equation 3.2 gives the age of the ice as

t(z) = −
∫ z

H

H

Az
dz = −H

A
ln
(
z

H

)

(Fischer et al., 2021).

In case of basal melting, the vertical velocity at the base (z = 0) is given by the basal
melting rateM

w(z = 0) = −M

The original Nye-model doesn’t account for basal melting. However, equation 3.3 is
easily modified to incorporate basal melt

w(z) = −A−M

H
z −M

(Fahnestock et al., 2001; Fischer et al., 2021).
Inserting this new ’Nye+melt’ model of the vertical velocity into equation 3.2 then gives

the age as
t(z) = −

∫ z

H

−1
A−M
H

z +M
dz = −

∫ z

H

−H

MH + z(A−M)
dz

Integration finally provides the solution of the Nye+melt age model of ice layers in an
ice sheet

t(z) =
H

A−M
ln

(
(A−M)H +HM

(A−M)z +HM

)
(3.4)

3.3 An algorithm for the computation of basal meltwater
routing and isotope mixing

To model the subglacial routing of water through the basal hydrological system, I use an
algorithm that recursively computes the upstream water routing at each mesh vertex. This
method is similar to previous studies by, e.g., Willis et al. (2012) who used the D8 algorithm
(O’Callaghan and Mark, 1984) to model subglacial drainage or Chu et al. (2016) who used
the D∞ algorithm (Tarboton, 1997). The latest version of this type of algorithm is the MD∞
(Seibert andMcGlynn, 2007), which I use in this thesis. TheMD∞ algorithm simulates wa-
ter routing on a discrete grid based on hydropotential. Unlike previous algorithms, theMD∞
is able to simulate both convergent as well as divergent flow in all directions independent
of the cardinal directions of the grid. Seibert and McGlynn (2007) define the mathemat-
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ical framework of the algorithm for a regular quadratic grid which requires adaptation to
the irregular triangular mesh used in the ISSM ice-sheet model. Mixing of isotope values
in the basal water system is superimposed on this routing algorithm as a conservative tracer.

3.3.1 Previously existing algorithms

TheMD∞ hydrological routing algorithm of Seibert andMcGlynn (2007) is the most recent
extension to the D8 algorithm originally formulated by O’Callaghan and Mark (1984). The
D8 algorithm was developed to calculate surface water flow based on surface topography.
The topography is provided as a digital elevation model which stores topographic data on
a regular grid with square mesh cells, each cell containing one data point in its centre. The
D8 algorithm compares the topographic height of each grid cell with the height of its eight
neighbouring cells, identifies the steepest downward gradient, i.e., the neighbouring cell
with the greatest downslope difference in topographic height, and routes all surface water
that is present at the location to that cell.

Figure 3.6: Geometrical concepts of the routing algorithms. a) D∞, dashed lines indicate
the fundamental grid, points and solid lines indicate the constructed triangular mesh, arrow
indicates direction of routing, water is routed fromM to P1 and P2 proportional to angles a1
and a2; b) MD8, solid lines indicate the grid, numbers indicate topographic height, arrows
indicate direction of routing, water is being routed from the centre cell to all cells of lower
height; c) MD∞, three-dimensional depiction of the topography of the square grid and the
constructed triangular mesh, arrows indicate direction of routing, routing is performed in
multiple directions and in between data points. Figures a,c from Seibert and McGlynn
(2007), figure b from Quinn et al. (1991).

However, since the routing in the D8 algorithm is performed by comparing one grid
cell with its eight neighbouring cells and routing all water to only one of these cells, the
routing is fundamentally limited to eight directions, hence the abbreviation D8. Water can
be routed to one of the four cells that share a boundary with the centre cell (four cardinal
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directions) or to one of the four cells that share one of the corners of the centre cell (four
diagonal directions) (see figure 3.7a).

In reality, the flow of water is of course not limited to only four cardinal and four diag-
onal directions but can be directed in any direction between them. Additionally, depending
on the shape of the local topography, water flow can split into multiple streams.

The first of these issues has been addressed in the D∞ algorithm by Tarboton (1997).
In this algorithm water can be routed in any direction between the cardinal and diagonal
grid directions. This is achieved by constructing eight triangular mesh elements around the
centre grid cell (see figure 3.6a). Each of these triangles has one corner on the centre point
of the centre grid cell, one corner on the centre point of one of the grid cells adjacent in
cardinal direction, and the last corner on the centre point of one of the two adjacent cells in
diagonal direction. Thus, instead of containing one topographic data point in their centre,
these triangles connect three neighbouring data points and are thus tilted in the direction
of the surface slope which is independent of the cardinal and diagonal directions. To per-
form the routing, the angular distance between the surface slope (which is the theoretically
correct direction of routing) and the two nearest actual grid points is used to partition the
water flow from the centre cell between these cells. This partitioning effectively enables
the algorithm to route area into directions that lie in between the discrete grid points. Using
this method, the amount of possible routing directions is thus infinite, hence the name D∞
(see figure 3.7c).

However, the D∞ algorithm is still restricted to routing the water at a grid cell in only
one single direction. This issue has been addressed separately in the MD8 algorithm by
Quinn et al. (1991) who extended the D8 algorithm to be able to split the routing into multi-
ple directions at any grid point. In this algorithm, water flow is distributed to all of the eight
neighbouring grid cells that lie downslope of the centre grid cell (see figure 3.6b). The dis-
tribution of area to the receiving grid cells is partitioned proportional to the steepness of the
slope between the centre grid cell and each receiving grid cell. This algorithm is thus able
to split the water routing into multiple directions at each grid point, i.e., simulate divergent
flow (see figure 3.7b). It is however still fundamentally restricted to the eight cardinal and
diagonal directions of the square mesh, hence the name MD8.

Finally, Seibert and McGlynn (2007) have combined these two extensions of the D8 to
form the MD∞ routing algorithm (see figure 3.6c). By utilizing the triangular mesh ele-
ments of the D∞ and considering multiple downflow directions at each grid point like the
MD8, this algorithm is independent of the cardinal and diagonal directions of the grid and
is able to partition water flow into multiple directions (see figure 3.7d).
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Figure 3.7: Comparison of the performance of the different routing algorithms. a) D8; b)
MD8; c) D∞; d) MD∞. Figure from Seibert and McGlynn (2007).

3.3.2 Adaptation of MD∞ to ISSM mesh geometry

For this thesis, the routing algorithm will be combined with output data of the ISSM ice
sheet model to simulate subglacial water routing and isotope transport. To do this, the
MD∞ algorithm, which is designed to route surface water, needs to be adapted in two ways.

Firstly, the water routing does not follow the slope of the bed topography but the gradi-
ent of the subglacial hydropotential. This adaptation is straightforward as it simply requires
replacing topographic height with the hydropotential in the calculation of the slope. The
hydropotential is the Shreve-hydropotential as described in section 2.4 and is calculated
according to equation 2.8. Similar to the method of Chu et al. (2016), the hydropotentail is
calculated for six different floatation fractions going from f = 0.6 in 0.1 step increments to
f = 1.1, which reflects floatation scenarios ranging from underpressured to slightly over-
pressured. Spurious small sinks in the hydropotential are filled in as the routing algorithm
is not capable of simulating stagnant water flow (i.e., subglacial lakes). The six resulting
hydropotential fields are displayed in figure 3.8.

Secondly, the basal meltwater data produced by the ice sheet model are not distributed
on a uniform grid of square cells but an irregular triangular mesh. The data could of course
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Figure 3.8: Greenland basal hydropotential for six different floatation fractions. Black
outline indicates NEGIS drainage area (see figure 3.12).
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be interpolated onto a square grid, however seeing as the concept of the D∞ routing scheme
of Tarboton (1997) is to construct a triangular mesh on top of the original square grid the
algorithm is easily adapted to an a-priori triangular mesh. However, seeing as the mesh
used in the ISSM model is an irregular mesh, the number of triangular elements surround-
ing each data point is variable and usually less than eight. The number of surrounding
elements needs to be checked for every data point as it affects the partitioning of flow for
multi-directional routing.

Figure 3.9: Example of the routing bug caused by the irregular mesh geometry. Green
lines indicate the mesh, numbers are the numbers of the mesh vertices. Arrows indicate
the direction of the gradient in hydropotential. The issue arises at vertex 11902, which
is technically downslope of vertices 9350 and 9355 but doesn’t receive any water from
them. As the hydropotential gradient is not parallel to the connecting lines between the two
upstream vertices (9350 and 9355) and their respective down stream vertices, the flow from
each vertex is split between the two next vertex points according to the method of Tarboton
(1997) shown in figure 3.6. Vertex 9350 thus routes water to vertices 12347 and 11899,
and vertex 9355 routes to vertices 11415 and 11414. Neither of them route to vertex 11902
which breaks and restarts the routing at this vertex.

Unlike the square grid used in the original algorithms, the irregular mesh does actually
create a fundamental bug in the routing that needs to be artificially fixed. Figure 3.9 shows
a scenario in which a vertex doesn’t receive water from neighbouring vertices even though
it is lower in hydropotential. This is problematic as this effectively breaks and restarts the
routing at this vertex meaning that all upstream information in terms of water volume and
isotope content are lost. This situation is caused by local mesh geometry and cannot easily
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be avoided inherent to the irregular nature of the mesh. Here, it is fixed in an intermedi-
ate post-processing step after calculating the routing directions for each vertex but before
performing the actual routing. The output of the routing-direction calculation is scanned
for such vertices that don’t receive any water while at the same time being lower in hy-
dropotential than some of their neighbouring vertices. They are then assigned a constant
fraction of the outflux of all adjacent vertices that are higher in hydropotential. Volume of
routed water is being conserved. It is a somewhat un-physical approach, but the benefit of
unbroken water routing and persistence of routed information justifies that trade-off.

Using an irregular mesh for the routing comes with some conceptual differences to us-
ing a uniform grid. 1) The irregular mesh doesn’t have any cardinal directions since all
elements have different proportions and orientations, thus rendering mesh-induced bias in
the overall routing direction impossible. 2) The mesh elements don’t have uniform area.
This needs to be corrected for in any analysis of flux or substance transport. 3) The number
of surrounding triangular elements at any given data point in the mesh is variable. This
implies that the resolution of routing direction and multi-directionality is also variable for
different point in the mesh.

3.3.3 Including isotope mixing into the routing algorithm

The isotopic composition of water acts as a conservative tracer (Kendall et al., 2014). When
two or more water masses are mixed, the δ18O-value of the mixed water will be a composite
of the respective δ18O-values of each source water modulated by the fraction each source
contributed to the new water mass.

Assume a water flow Q, defined as the flux of a volume of water per unit time, that is
fed by several water influxes Qi from n different sources such that

Q =
n∑

i=0

Qi

Isotopic mass balance requires that the isotopic composition of the water of Q will be an
intermediate of the isotopic compositions of all contributing water masses Qi such that

Qδw =
n∑

i=0

Qiδi (3.5)

(Clark and Fritz, 1997) in which δw is the isotopic composition of the water in Q and δi is
the isotopic composition of the water Qi from each source.
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This relationship has been successfully employed in the field of hydrology to delineate
the contributions of different sources to a body of water (as reviewed by Klaus and Mc-
Donnell, 2013). If the isotopic compositions of a reservoir of water and all its water sources
are known, equation 3.5 can be used to calculate the amount of water that each source has
contributed to the reservoir. For example, Boral et al. (2019) were able to trace the vari-
ability in the contribution of glacial meltwater to Ganges river headwaters in the Himalayas
using oxygen isotopes in the meltwater as tracers. Miller et al. (2021) found that meltwater
from alpine glaciers is a critical source of recharge for mountain groundwater systems by
separating the contribution of glacial meltwater in the mixed groundwater through its stable
isotope signature.

Conversely, equation 3.5 can also be used to calculate the isotopic composition of mixed
water given that all influxes and their isotopic compositions are known. In the routing al-
gorithm, in can therefore be employed to calculate the isotopic composition of the basal
meltwater and simulate the evolution of its δ18O-values as it moves underneath the ice and
mixes with meltwaters from different source regions.

At each mesh vertex, the basal meltwater is a mixture of 1) the meltwater produced at
that vertex and 2) the meltwater routed to that vertex from its neighboring vertices. The
isotopic composition of the meltwater that is produced at that vertex is that of the glacial
ice at the base of the ice sheet at that vertex (see section 3.2; e.g., Boral et al., 2019;
Miller et al., 2021). The influxes from the neighbouring vertices contribute their respective
isotopic compositions to the initial meltwater. The composite isotopic composition of the
mixed basal meltwater at any given vertex can thus be expressed by adapting equation 3.5
to the outlined scenario, which results in

Qoutδw = Qmeltδice +
n∑

i=0

Qiδi (3.6)

in which Qout is the total outflux of water from the main vertex and δw is the composite
isotopic value of the mixed basal meltwater at that vertex. For the meltwater produced at
that vertex, Qmelt is the flux induced by the meltwater production and δice is the isotopic
composition of the melting basal ice. The water influxes from n neighbouring vertices are
denoted by Qi with δi as the isotopic composition of each influx.

Conceptually, this means that at any location the composite isotopic value of the basal
meltwater is equal to the isotopic composition of the basal ice modulated by the basal melt-
ing rate and integrated over the basal upstream watershed area that drains water to that
location.
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The volume-flux Qmelt at each vertex can be calculated by multiplying the basal melt-
water production rate given in meter per year [ma−1] with the area that is associated with
the vertex. The volume ofQout is calculated through the routing algorithm and is conceptu-
ally the basal meltwater production integrated over the basal upstream watershed area. The
volume of Qi is calculated in the same way, seeing as Qi is Qout at vertex i (or a fraction
thereof in case of multi-directional routing at vertex i).

3.3.4 Testing the adapted algorithm

The functionality of the adapted algorithm is tested on a square domain with simple sce-
narios of hydropotential, basal meltwater production, and isotopic composition of the basal
ice. The square test-mesh is generated in ISSM as an irregular triangular mesh similar in
structure to that used in the Greenland model. The size of the domain is 1000 x 1000 m.
An exemplary section of the mesh is shown in figure 3.10. Three hydropotential scenarios
(shown in figure 3.11) have been constructed simulating parallel flow (’slope’), convergent
flow (’valley’), and divergent flow (’peak’). The basal melting rate (shown in figure 3.10)
is divided in two sections of different meltwater production to test if spatial variability in
meltrate is correctly reflected in the volume routing. The basal isotope composition (figure
3.10) shows a one-directional gradient on an angle to the boundary between the melting
zones to test the mixing of isotope values in the routed water.

Figure 3.10: The setup of the routing test to test the routing algorithm. Left: Zoom-in
section of the test mesh; Middle: Basal melt rate; Right: Isotopic composition of basal ice.

Figure 3.11 shows the results of the routing test. The routing is following the gradient in
hydropotential correctly. In the ’slope’ scenario designed to simulate parallel water flow,
limited cross-gradient mixing of water still occurs, which is not unrealistic considering the
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turbulent nature of real water flow. In all three scenarios it can be seen that water accumu-
lates at the boundary of the domain and at low-spots in the hydropotential. These places
effectively act as sinks as the routing is purely based on gradients in hydropotential and
doesn’t account for the volume of water present at any given vertex. In other words, the
algorithm can only model water flow. It is not able to simulate the formation and overflow
of lakes or otherwise stagnant water.

Figure 3.11: Results of the routing test, each column representing one scenario. Top row:
Basal hydropotential that sets the test scenario; Second row: Cumulative basal upstream
area; Third row: Basal water flux; Bottom row: Isotope composition of the routed and
mixed basal water, red indicating bad values.

The routing and mixing of the isotope signal largely works in conjunction with the simu-
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lated basal volume flux. However, as this part of the routing is based on mass-conservation
it runs into issues along the boundary of the domain where it produces isotope values out-
side of the range of the input values, which is not possible. Likewise, the algorithm seems
to run into mass conservation problems at spurious vertices throughout the domain. This
problem could unfortunately not be solved in time. However, it doesn’t seem to interfere
with the mixing of isotope values on the large scale, so for the purposes of this thesis the
algorithm can be considered to work.

3.4 Analysis of the basal meltwater isotopic composition

The analysis of the basal meltwater isotope data is focused on the area around the North-
East Greenland Ice Stream (NEGIS). This area is of particular interest in terms of GHF.
Some studies suggest high GHF to be the main driver of the fast ice flow of NEGIS (see
section 2.1.3). In the adjacent area in central northern Greenland, some studies suggest a
region of particularly high heat flux (see section 2.2). It is also the area where the potential
remains of the Eemian ice are expected to be (see section 2.3.1). Seeing as over 15 % of
the Greenland ice sheet area are draining through the NEGIS system Rignot and Mouginot
(2012), untangling its underlying GHF conditions would be of great value.

The domain of the analysis is the area of the subglacial hydrological drainage system
underneath the NEGIS region that drains basal meltwater towards the two northern outlet
glaciers of NEGIS. This will be referred to as ”NEGIS drainage basin” in this text. The
NEGIS drainage basin is computed using the routing algorithm described in Section 3.3
and represents the area from where subglacial water drains towards Zachariæ Isstrøm and
Nioghalvfjerdsfjorden. Since the hydropotential is the main driver of the water routing, the
exact shape and size of the NEGIS drainage basin depends on the floatation fraction that
is assumed for the calculation of the Shreve-hydropotential. Hence, this method results in
six different estimates of the NEGIS drainage basin each corresponding to one of the six
floatation fractions used to calculate the routing (see section 3.3.2, figure 3.12). The do-
main of the analysis is that part of the NEGIS drainage basin area that is common between
all six floatation scenarios.

The shape of the NEGIS drainage basin would furthermore differ between the different
GHF scenarios as the extent of the drainage depends on the extent of the basal melt area.
However, since the routing is based on the Shreve-approximation of the hydropotential, it
is set by the geometry of the ice sheet itself and thus independent of the actual amaount or
even availability of basal water. The domain of the analysis can be hence be calculated from
a ’master routing’ that assumes uniform basal melting everywhere and is thus equal to the
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maximumpotential drainage area fromwherewater would drain towards theNEGIS outlets.

For the individual GHF-(i.e., melting-)scenarios, areas with no basal melting are treated
as frozen in the routing algorithm and the routing is directed around them to avoid de-
velopment of large-scale sinks. However, it is still governed by the overall shape of the
hydropotential and will thus not randomly flow back into the drainage system, meaning
that even though the area of the NEGIS drainage basin might be different for the different
GHF scenarios, the structure of drainage system will still develop in a similar way. This
allows for the selection of defined analysis locations based on the properties and structure
of the master drainage.

Inside the analysis domain, two sets of point locations have been chosen for the analy-
sis (see figure 3.12). The seven black circles (C) are deliberately placed to follow the three
main drainage pathways that form inside the NEGIS drainage basin, C1 and C2 follow the
northern drainage path that is most prominent in the lowest floatation scenario, C3 and C4
follow the middle drainage path, and C5 and C6 follow the southern drainage path that
formes right underneath NEGIS and is more prominent for the higher floatation scenarios.
The exact paths of the drainage pathways differ slightly for the different floatations, but the
Cs are placed to be inside the area of maximum water convergence for all scenarios. C7 is
placed to cover the far southern tip of the domain and is part of the northern drainage path
for the lower floatations up to f = 0.8 and part of the southern drainage path for the higher
floatations from and above f = 0.9.

The ten blue triangles (T) are selected randomly within the analysis domain. Since it
would be impossible to know if a drilling campaign will hit right in the centre of one of the
drainage pathways with their borehole, it is important to get an estimate of how the isotope
signal behaves outside of and in between the main water convergence areas.

The EGRIP location is also included in the analysis, since there will be the possibility
for actual sampling of basal meltwater once the drilling is completed.

The positions of the Cs and also of EGRIP are given in x and y coordinates which don’t
necessarily align with the ISSM mesh points on which the data are stored. Therefore, at
each C the data is taken from the nearest mesh vertex. The Ts are randomly selected ver-
tices within the framework of the ISSM mesh, so they align with a data point by default.

At each analysis point, the mean isotope value is computed from the six isotope values
derived from the six different floatation-scenarios. The maximum and minimum isotope
values are extracted to give an estimate of the error range that is induced by the uncertainty
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of the floatation.
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Figure 3.12: The subglacial drainage system in the NEGIS area for the six different floata-
tion scenarios. Values on colorbar indicate area-normalized water flux. Black circles and
blue triangles are analysis locations (see text). Black star indicates location of EGRIP.
Black outline indicates the minimum common drainage area for spatial reference.



Chapter 4

Results

4.1 Results of ISSM simulations and basal melt estimates
for different GHFs

Figures 4.1 and 4.2 show the estimates of basal meltrate produced by the ISSM simula-
tions for each GHF scenario. Higher meltrates are generally found towards the perimeter
of the ice sheet, whereas the inner parts of the ice sheet show lower meltrates, especially
along the ice divides, with some GHF scenarios showing large areas of zero melt or even
negative melt, i.e., basal freeze-on. High meltrates can be found underneath NEGIS in all
GHF scenarios and generally along the western boundary of the ice, while the south-eastern
part of Greenland generally shows very low and even negative meltrates. High variability
in meltrate estimates between the GHF scenarios can be found in central North-Greenland
and the area surrounding NEGIS.

Positive meltrates are generally of the order of 10−2 m/yr in the majority of the inner
parts of Greenland, but increase to an order of 10−1 m/yr around the perimeter of the ice
sheet, even reaching up to mulitple meters per year in some of the outlet glaciers.

For the GHF estimates (figures 4.1), Greve19 clearly shows the highest meltrates in
northern Greenland, especially in the NEGIS drainage basin. Colgan22 shows the smallest
overall meltarea.

Greve19, Martos18, and Lucazeau19 all produce meltrates that cover the entire area of
the NEGIS drainage basin. FMaule09 shows large coverage of that area but around the
perimiter of the drainage basin are some spots with frozen bed. Colgan22, Colgan22NG,
and Shapiro04 all show large areas within the NEGIS drainage basin without basal melt.
For Shapiro04, a large area of frozen bed is located along the south-western boundary of the
dranage basin, for Colgan22NG a similarly sized area of frozen bed is located at the south-
eastern boundary. Colgan22 shows shows essentially a combination of these two with large
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Figure 4.1: Simulated basal melt for the different GHF estimates. Red areas indicate basal
melt, blue areas indicate basal freeze-on, grey indicates areas of zero basal melt. Black
outline indicates the minimum NEGIS drainage area as spatial reference (see figure 3.12).

melt-free areas along both of these boundaries.
For Colgan22NG, Greve19, Martos18 and Lucazeau19, the basal ice is also melting in

the central northern part of Greenland immediately west of the NEGIS drainage basin where
the Eemian ice is assumed to be located.

For Colgan22, FMaule09, and Shapiro04, melt area does not extend beyond the west-
ern boundary of the NEGIS drainage basin into the central northern area. All of the GHF
estimates show only very limitedmelting to the East and South of theNEGIS drainage basin.

For the synthetic GHFs (figure 4.2), GHF02 shows the highest melt rates and the largest
areal coverage. Almost the entirety of the ice sheet base is melting in that scenario. Only
areas towards the South-east are melt-free. GHF01, 03, and 07 show comparably large melt
areas but with larger melt-free areas along the entire eastern margin. GHF03 shows very
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Figure 4.2: Simulated basal melt for the synthetic GHF scenarios. Colors as for figure 4.1.

high basal meltrates in the central northern part where the high GHF anomaly is placed.
Elevation of meltrates in response to that anomaly is largely constrained to the exact area
of the anomaly, its outline is clearly visible in the meltrate distribution. Similarly, the high
GHF in the southern part of GHF07 does not seem to impact melt rates in the northern part,
the boundary between the areas of higher and lower GHF is clearly visible.

GHF04-06 show substantially smaller meltareas, in particular towards the South-east
and along the ice divides. Only GHF05 shows somewhat full areal coverage of basal melt
in the NEGIS area, GHF04 and 06 show large areas within the NEGIS basin with no melt-
ing, GHF04 even has substantial areas of basal freeze-on covering large areas of the central
northern part of Greenland.
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4.2 Results of the subglacial water routing

Figure 4.3 shows the Greenland subglacial water drainage system for the six different floata-
tion scenarios (see figure 3.8) calculated with the routing algorithm described in section 3.3.
The drainages shown here have been calculated assuming uniform basal melt rate across
the entire model domain. They thus represent the drainages with largest possible extent and
maximum upstream area. In the routing allorithm, areas of no basal melt are treated as areas
of basal freeze-on and are assumed to be impermeable for water flow. However, since the
routing is based on the Shreve approximation of the hydropotential, differences in water
input have no effect on the shape of the hydropotential and the structure of the drainage
system will develop in the same way for all the different GHF scenarios (see also section
5.3 for a discussion of the implications of using the Shreve approximation). The drainage
systems for each GHF scenario are therefore effectively the same as the ones shown in fig-
ure 4.3, just cropped to the area of basal melt (the routed water volume however will of
course differ for each scenario, which is important for the mixing of the isotope signals in
the basal water system). The drainage systems for each GHF scenario can thus be regarded
as subsets of the maximum drainage systems.

Clear narrow drainage pathways develop at the base of the ice for the lower floatation
fractions. However, they progressively ”smear out” for higher floatation fractions, which
is particularly visible for floatations above 0.9. The drainage system for floatation frac-
tion 1.1 ultimately doesn’t show any distinct drainage paths, rather the drainage is uniform
across the entire area. This is consistent with the notion that lower floatation fractions lead
to higher degrees of convergent water flow, whereas overpressured systems will lead to
divergent water flow (Röthlisberger, 1972). For the higher floatations, the drainage paths
are increasingly restricted to the ice drainage basins (see figure 4.3). Most ice divides be-
come clearly visible in the structure of the basal drainage system above floatation 0.9. For
the lower floatations, drainage pathways also flow across boundaries between ice drainage
basins. A lot of drainage pathways originate in the central eastern part of Greenland and
route water across the central ice divide to the West and to the North.

The figure shows area normalized water flux at the base. This naturally increases down-
stream of the drainages towards the ice margin as the drainage system is integrating more
and more basal meltwater. In the lower floatations, the flux is more concentrated into the
narrower drainage pathways where it is particularly large. In the higher floatations, flux is
more distributed and hence shows lower maxima.

Furthermore, it can be seen that the location of the drainage pathways is largely stable
across the different floatations. However, at some locations the main drainage will switch
from one pathway to another above a threshold floataion fraction, similar to modelling re-
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Figure 4.3: Greenland basal water flux for six different floatation fractions. Black outline
indicates NEGIS drainage area (see figure 3.12).
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sults described by Chu et al. (2016). In the NEGIS drainage basin, the main water drainage
from the inception area of NEGIS in the south of the basin to its outlet glaciers switches
between floatations 0.6 and 0.7 from a pathway following the northern boundary of the
drainage basin to one directly underneath the ice stream. Another long drainage pathway
going from central Greenland to Pettermann glacier in the North is diverted to the west
above floatation 0.8.

4.3 Results of the age and isotope composition estimate of
the basal ice

Table 4.1: Areas of glacial/interglacial periods in basal ice age. Area is given in square
kilometers. Percentages indicate fraction of total area.

Estimated GHFs
Colgan22 Colgan22NG Greve19 Martos18 FMaule09 Shapiro04 Lucazeau19

Total area 410 493 613 226 818 645 723 837 626 869 539 734 815 486
Holocene 78 704

(19.2 %)
80 272
(13.1 %)

86 394
(10.6 %)

94 347
(13.0 %)

97 169
(15.5 %)

98 080
(18.2 %)

97 344
(11.9 %)

Weichselian 325 434
(79.3 %)

519 801
(84.8 %)

726 243
(88.7 %)

608 111
(84.0 %)

521 047
(83.1 %)

434 263
(80.5 %)

695 728
(85.3 %)

Eemian 4 105
(1.0 %)

8 664
(1.4 %)

4 167
(0.5 %)

12 839
(1.8 %)

5 845
(0.9 %)

5 023
(0.9 %)

15 396
(1.9 %)

Saalian
(capped at
140 ka)

2 249
(0.5 %)

4 490
(0.7 %)

1 841
(0.2 %)

8 541
(1.2 %)

2 808
(0.4 %)

2 368
(0.4 %)

7 018
(0.9 %)

Synthetic GHFs
GHF01 GHF02 GHF03 GHF04 GHF05 GHF06 GHF07

Total area 888 875 1 085 229 914 991 447 540 591 785 481 332 1 001 214
Holocene 95 590

(10.8 %)
111 633
(10.3 %)

93 090
(10.2 %)

76 366
(17.1 %)

91 648
(15.5 %)

77 635
(16.1 %)

111 719
(11.2 %)

Weichselian 771 075
(86.7 %)

967 368
(89.1 %)

814 711
(89.0 %)

363 799
(81.3 %)

490 570
(82.9 %)

385 439
(80.1 %)

867 716
(86.7 %)

Eemian 13 990
(1.6 %)

4 455
(0.4 %)

4 401
(0.5 %)

5 281
(1.2 %)

5 955
(1.0 %)

12 558
(2.6 %)

13 517
(1.4 %)

Saalian
(capped at
140 ka)

8 221
(0.9 %)

1 773
(0.2 %)

2 789
(0.3 %)

2 094
(0.5 %)

3 612
(0.6 %)

5 700
(1.2 %)

8 262
(0.8 %)

Figures 4.4 and 4.5 show age and isotopic composition of the basal ice for the GHF
estimates, figures 4.6 and 4.7 show the same for the synthetic GHFs. They also high-
light the areal distribution and extent of the ice of the different glacial/interglacial periods
(Holocene, Weichselian, Eemian, Saalian) at the base of the ice sheet. The correspond-
ing data is listed in table 4.1. The boundaries between the glacial/interglacial periods are
11.7 ka for Holocene/Weichselian boundary, 116 ka for Weichselian/Eemian boundary, and
128.5 ka for Eemian/Saalian boundary (Bazin et al., 2013;Walker et al., 2008, 2009; Ander-
sen et al., 2004; CAPE-Last Interglacial Project Members, 2006; Gibbard and Head, 2020).

The age estimates for the basal ice have been calculated from the simulated basal melt
rates using the Nye+melt method as layed out in section 2.3.1. As the Nye+melt method
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critically depends on the presence of basal melt to not result in infinite age, the age estimate
can only cover areas where the simulations of the different GHF scenarios result in positive
basal melt. The total area covered by the age estimate thus differs substantially between the
GHF scenarios ranging from ca 400 000 km2 to over 1 000 000 km2.

The youngest basal ice is of holocene age and can be found around the perimeter of
the ice sheet, mostly in the South and Southwest. From there, age increases towards the
centre of the ice sheet. The oldest ice dates back to around 140 ka for all GHF scenarios,
which means that it is ice from the Saalian glacial period. Ages above 140 ka appear only
on spurious individual nodes amongst the oldest ice. The age estimate is therefore capped
at 140 ka. Still, that time frame contains the full duration of the Eemian interglacial which
appears in the basal age estimate of all GHF scenarios. However, the extent of the area that
is covered by Eemian ice differs by a factor of three between the smallest and the largest
extents, ranging from ca. 4 000 km2 to ca. 15 000 km2 (see table 4.1). The precise location
of the oldest ice varies for the different GHF scenarios, but it can be found in the general
region of central north-Greenland. Largest extents of Eemian ice are found in the Martos18
and Lucazeau19 scenarios. FMaule09 and Shapiro04 show smaller Eemian extent, Col-
gan22NG shows several distinct small areas of Eemian ice. Greve19 shows little amounts
of Eemian ice but largely outside of the NEGIS drainage area. Minimal extent of Eemina
ice is found in Colgan22. In the synthetic scenarios, only GHF01, 06, and 07 show large
amounts of Eemian ice. This corresponds to the scenarios in which the central northern
part of Greenland has medium heat flux values of 70 mW/m2. For GHF02 and 03 heat flux
values are higher, for GHF04 and 05 they are lower. In both cases, extent of Eemian ice at
the base is reduced.

In all scenarios, ice from the last glacial period (Weichselian) covers by far the largest
area with around 80 to 90 % of the total area, followed by ice from the Holocene which
covers between 10 and 20 % of the total area. Eemian and Saalian ice each cover less than
2 % of the total area in all but one scenario.

The isotopic composition of the basal ice has been calculated based on its relationship
to ice age as layed out in section 3.2. Isotope values range between minimally -43.4 h
and maximally -34.5h to -33.9h, depending on the GHF scenario. Regions of Holocene
ice show high isotope values above -36 h. Weichselian ice shows lower isotope values
between around -40h to -44h. Weichselian isotope values generally decrease during the
progression of the glacial period (see figure 3.5). Therefore, the lowest values can be found
towards the transition to the Holocene ice in the outer areas of the glacial ice that correspond
to the younger parts of the glacial period. Higher values can be found in the inner areas of
the glacial ice that correspond to the older parts of the glacial period. Within the glacial ice,



4.4 Results basal meltwater isotopic composition 55

striations of undulating higher and lower isotope values can be observed parallel to the ice
sheet boundary. These correspond to the major isotopic variations within the Weichselian
period, as seen in the graph of the reconstructed NGRIP isotope values (figure 3.5). The
Eemian ice in the central areas of northern Greenland shows higher isotope values up to
-34h. As the different GHF scenarios show different basal extents of the Eemian ice area,
the isotope values in northern Greenland vary accordingly and are highest in the GHF sce-
narios with largest Eemian ice areas.

4.4 Results basal meltwater isotopic composition

Figures 4.8 and 4.9 show the isotopic composition of the basal meltwater calculated by
combining the hydrological routing of the basal meltwater with the isotopic composition of
the basal ice as described in section 3.3.3. The displayed isotope values are the mean iso-
tope values of the basal meltwater calculated from the six floatation scenarios. The overall
distribution of isotope values is similar to the isotope distribution in the basal ice, but ap-
pears ”smeared” in comparison. Since the isotope values are mixed together along the basal
drainage system, the overall isotopic composition of the basal water is more homogeneous
and doesn’t show as much spatial variability as the basal ice. Notably, the lowest isotope
values in the youngest part of the Weichselian ice are ”over-written” as they are mixed with
the much higher isotope values from the upstream Eemian ice. This can be observed in
particular along the main drainage paths (see figure 3.12) where the bulk of the upstream
inland meltwater flows to and consequently lifts the local isotopic signal. In between the
major drainage pathways, the lower local isotopic signal of the younger Weichselian ice is
more dominant.

Figure 4.10 shows the isotope values of the basal meltwater for the different GHF sce-
narios at selected locations (plots showing the graphs of all locations can be found in the
appendix, A). The isotope values are again the mean isotope values of the respective six
floatation renditions of each GHF scenario. The error estimate depicted as an error bar
at each data point is the span between the maximum and minimum isotope value of the
floatation scenarios at that location. Plots are shown for locations C1, C7, and a cluster
of locations around the EGRIP area that show similar behaviour (EGRIP, C4, C6, T5, T6).
Other locations did not show identifiable differences in the isotope values between different
GHF scenarios and are therefore excluded from further analysis.

Looking at the synthetic GHF scenarios in figure 4.10 it can be seen that the isotopic
values produced by GHF07 are virtually indistinguishable from the values produced by
GHF01. This result was expected, as the two GHFs differ only in the southern half of
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Figure 4.4: Age and isotopic composition of the basal ice for the GHF estimates. Each
column refers to one GHF scenario. The first row shows the basal age estimate, the second
row shows the areal distribution of inter-/glacial periods in the basal age, and the third row
shows the estimate of the isotopic composition of the basal ice.
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Figure 4.5: Continuation of figure 4.4. First row colorbar indicates basal ice age in kyrs,
second row colorbar gives period labels, third row colorbar indicates delta18O values inh.
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Figure 4.6: Age and isotopic composition of the basal ice for the synthetic GHFs. Layout
and color scheme as for figures 4.4 and 4.5.
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Figure 4.7: Continuation of figure 4.6.
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Greenland but the analysis locations are all in the northern part of Greenland. The isotope
values produced by GHF07 will therefore not be explicitly described and discussed.

At C1, isotope values from different GHF scenarios are clearly distinguishable from
each other, both for the synthetic GHF scenarios as well as the GHF estimates. Isotope val-
ues seem to fall on two levels. Colgan22NG, Greve19, Martos18, and Lucazeau19 as well
as GHF01, GHF02, and GHF03 show higher isotope values between -40.5 hto -40.7 h.
Isotope values for Colgan22, FMaule09, and Shapiro04 as well as GHF04, GHF05, and
GHF06 are lower and fall between -41.4hand -41.6 h.

At C7, isotope values for the synthetic GHFs show only small variability with all GHF
scenarios resulting in isotope values between -39.2hand -39.9h. For the GHF estimates,
isotope values are mostly inside the same range, Colgan22 however shows a distinctly
higher value around -38.4h.

Around the EGRIP area, locations EGRIP, C4, C6, T5, T6, and T7 show distinctly simi-
lar patterns in their variability, both for the GHF estimates as well as for the synthetic GHFs.
At EGRIP, GHF01-03 are indistinguishable from each other with mean values tightly con-
strained between -41.4 hand -41.5 h. Values for GHF04-06 range from -40.2 hto -
41.1hwith GHF04 showing a clearly higher value than GHF05 andGHF06. At C6, isotope
values fall on two levels. GHF01-03 showing values between -40.4hand -40.9h, GHF04-
06 showing distinctly higher values between -39.5hand -39.9h. At C4, GHF04-06 are in-
distinguishable from each other with values between -39.6hand -39.7h. GHF01-03 show
more variability with values between -39.9hand -40.6h, GHF03 showing the lowest val-
ues and GHF01 the highest. At T5, GHF01, GHF05, and GHF06 show indistinguishable
isotope values of around -39.2 hto -39.3 h, only GHF02 and GHF03 show lower values
with around -39.7hand -40.5hrespectively. At T6, GHF02 and GHF03 show the lowest
isotope values with around -39.8h. GHF01 and GHF06 show distinguishably higher val-
ues of around -39.0h. GHF05 shows a isotope value of around -37.8h, but with a larger
error bar. At T7, GHF01 and GHF06 have indistinguishable isotope values of around -
38.0h, GHF02 and GHF03 have lower values of around -39.3hand -39.7hrespectively.
The very low isotope value of GHF05 at this point is an outlier as the location lies directly
on the boundary of the isotope area. GHF04 does not show isotope values at T5-7.

For the GHF estimates, Colgan22 shows the highest isotope value at EGRIPwith around
-40.2 hand Greve19 the lowest with around -41.4 h. The rest of the GHF estimates are
indistinguishable and show values between -40.8 hand -41.0 h. Colgan22NG shows a
very low value around -42 hwith a large error bar. This is likely and outlier as EGRIP is
located right on the edge of the isotope area in this GHF scenario. At C6, Greve19 shows
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the lowest isotope value with around -41.2 h. The rest of the GHFs show evenly spread
values between -39.5 hand -40.2 hwith Colgan22 showing the highest value and Mar-
tos18 the lowest. C4 shows a similar situation, the lowest isotope value again for Greve19
with -40.5 hand evenly spread values for the other GHFs between -39.9 hand -39.3 h,
the lowest value for Colgan22NG and the highest for FMaule09. At T5, Greve19 shows
the lowest value with around -40.2 h, the other GHFs show values between -38.8 hand
-39.5h. At C6, Greve19 again shows the lowest value with around -40.1h, the values of
the other GHFs are more spread out than for T5. The isotope value Colgan22NG is around
-39.3h, for both Martos18 and Lucazeau19 values are around -38.6h, and for FMaule09
the value is around -37.6 h, although with a large error bar. At T7, isotope values for
the different GHFs are very spread out. Colgan22NG and Greve19 show values around
-40.1 h, FMaule09 shows the lowest value around -41.0 h, Lucazeau19 and Martos18
show higher values with around -38.6hand -37.0hrespectively, but both with large error
bars. Colgan22 does not show values at all three of the Ts, Shapiro04 does not show values
at both T6 and T7.
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Figure 4.8: Mean isotope composition of the routed and mixed basal meltwater in the
NEGIS area for the GHF estimates. White indicates areas with no basal melt. Colorbar
indicates delta18O values in h. Arrangement of Cs and Ts as in figure 3.12. Black star
indicates location of EGRIP. Black outline indicates NEGIS drainage area.
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Figure 4.9: Same as figure 4.8 but for the synthetic GHFs.
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Figure 4.10: Mean isotope values of routed basal water at selected locations. Some GHF
scenarios miss values for specific analysis locations, these are located in areas with frozen
base in that scenario. Vertical bars give error estimate calculated from the different floata-
tion scenarios. Left column: GHF estimates; Right column: Synthetic GHF experiments.



Chapter 5

Discussion

The results of the analysis presented in chapter 4 show that differences in geothermal heat
flux do indeed result in differences in stable isotope composition of the basal meltwater
in Greenland. Inferring heat flux in Greenland from stable isotope analysis of meltwater
samples thus seems to be a promising concept. In the following sections, the results will
be discussed in detail. It is shown that the controlling factor of basal water isotope compo-
sition is not so much geothermally induced differences in meltwater area or production as
envisioned in the concept of the methodology but rather the dependence of the basal extent
of Eemian ice on geothermally induced basal melting rates and the degree to which it lies
inside the drainage area of the subglacial water system. Analysis location seems to have
an influence on the presence of a geothermally induced isotope signal in the basal melt-
water owing to the spatial structure of the subglacial drainage. Isotope values at analyzed
sampling locations around EGRIP show strong variability in response to different heat flux
estimates which is promising since there might be the possibility to actually obtain a basal
water sample there.

Seeing as the purpose of this thesis is to evaluate the feasibility of refining Greenland
geothermal heat flux estimates from stable isotope signals and not to actually perform such
an analysis, several concepts of ice sheet structure and water flow dynamics were simplified
in the methodology. To actually use this method in a study, more sophisticated alternatives
to each step of the methodology would need to be considered. These are also discussed.

Finally, the potential of other proxies is discussed that could be used in a similar manner
to gain insight into GHF distribution in Greenland. Although the ice cores record other
isotopes and other markers like major ions that could be employed in conjunction with the
oxygen isotopes to reinforce their signal, the discussion will focus on potentially indepen-
dent proxies originating from other processes, in particular chemical wheathering at the
base and basal microbial activity.
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5.1 Interpretation of results

Modern instruments for the measurement of stable isotopes are able to resolve differences
between samples of less than 0.1h for δ18O (e.g., PICARRO, INC., 2017;Masson-Delmotte
et al., 2006). At some of the analysis locations, the different GHF scenarios do produce
variations that are on that scale, so they could theoretically be resolved and included in
an analysis. However seeing as the sensitivity of the results to model set-up and parameter
choice is not evaluated at all in this thesis, it would not be appropriate to interpret the results
on such a fine scale. Parameters like the grid resolution, the inversion of the basal friction
parameter, or the chosen rheology all influence the behaviour of the ice in the simulations
and might produce slight variations in the simulated basal meltrate. In extension, this influ-
ences the age model which is calculated from the meltrate and thus the isotope composition
of the basal ice. The mixing of isotope values in basal water depends on the volume of
water and thus also on the meltrate. The chosen hydrology model further influences the
mixing of isotope values in the subglacial water system.

The plots of the basal isotope data in figure 4.10 span a range of 5 h which is about
half the range of the isotope values in the reconstructed NGRIP δ18O record that the isotope
composition of the basal ice is based on (see figure 3.5). Variations in basal water isotope
values and patterns thereof that are discernible on a such comparatively large scale should
be relatively insensitive to the exact setup of the model. This scale is therefore probably
more appropriate for the interpretation of the isotope data in the context of this thesis. The
interpretation will thus be largely qualitative rather than quantitative and mostly be con-
cerned with patterns in the variation of basal isotope values that are visible between the
different GHF scenarios rather than trying to establish an actual relationship between the
exact isotope values and heat flux.

At C1 (C denoting the black circle analysis locations, T the blue triangle locations),
which is at the downstream end of the northern drainage path (see figure 3.12, GHF04-
06 show lower isotope values that are clearly distinguishable from the values produced by
GHF01-03. GHF04-06 are identical to GHF01-03 in their spatial heat flux distribution pat-
terns, only 30mW/m2 lower. Because of the lower heat flux the simulated melt area is much
smaller and doesn’t extend into the central part of northern Greenland where the Eemian
ice is. Presumably, because of the smaller extent of the melt area relatively more water is
being sourced from the outer (Weichselian) regions of the basal ice where isotope values
are generally lower. For the larger melt areas, relatively more water is being sourced from
the central part of Greenland where isotope values are generally higher. Thus, this location
seems to be sensitive to how far the melt area extends into the centre of the ice sheet. See-
ing as there is little variation in isotope signal between the respective three variations of the
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high- and low-background heat flux scenarios (70 and 40 mW/m2 background heat flux,
respectively), the isotope signal here might be an indicator of mean or general background
heat flux values.

Similar observations can be made for the GHF estimates as well. Colgan22, FMaule09,
and Shapiro04 show lower heat fluxes in northern Greenland than the other four (Col-
gan22NG, Greve19, Martos18, Lucazeau19) and consequently simulate smaller melt areas
around NEGIS. Their basal isotope values at C1 are distinctly lower than in the scenarios
with higher heat flux in central northern Greenland.

Additionally, the isotope values of Colgan22NG, Greve19, Martos18, Lucazeau19 don’t
differ much from each other at C1, reinforcing the interpretation that this location isn’t
sensitive to the scale of any high heat flux anomaly, just high heat flux in general or
mean/background heat flux of that region. This might be because after a certain thresh-
old heat flux is passed, (1) the melt area becomes larger than the NEGIS drainage area and
the meltwater from regions outside will be routed to other outlets and thus not contribute
to the isotope signal at C1, and (2) above a sufficiently high heat flux all the Eemian ice
will be melted away as the Nye+melt age model depends on the basal meltrate and so wa-
ter sourced from that area will contribute a lower isotope signal to the composite water at
C1. The latter point is consistent with observations made at NGRIP, where no Eemian ice
has remained at the base of the ice core because of the large basal meltrates observed there
(Grinsted and Dahl-Jensen, 2002).

The same observations can not be made at C3, which is located at the downstream end
of the middle drainage path (isotope values for C3 are shown in Appendix A). The isotope
signals at this point are not distinguishable from each other with certainty. Figure 3.12
shows that the middle drainage path doesn’t reach as far inland as the northern drainage
path for most of the floatation scenarios. Therefore, there is not as much basal meltwater
from central northern Greenland contributing to the isotope signal at this location and it is
thus not sensitive to the upstream extent of the melt area in the same way as C1, despite its
relatively close proximity.

C7 is quite far upstream in the drainage system and very close to the edge of the melt
area for all the GHF estimates (for Shapiro04, it is even outside of the melt area). This
means that basal water isotope values at this location should be very close to those of the
basal ice since there is not much possibility for any mixing in of upstream signals. Conse-
quently, isotope values at this point should be closely related to local heat flux. Colgan22
shows a distinctly higher isotope value at this point than the other GHFs, presumeably cor-
responding to its generally lower heat flux. FMaule09 and Lucazeau19 likewise seem to be
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distinguishable from the rest, but not as clearly.

In the EGRIP area, there are a few locations that show similar patterns in the isotope
variability: EGRIP itself, C4, C6, as well as T5 and T6. Looking at the structure of the
drainage pathways there (see figure 3.12), it can be seen that C6 is right below the point
where the bulk of the southern upstream tributaries converge to form the southern major
drainage path, so this point sources water from most of the southern region of the melt area.
EGRIP on the other hand is to the east and upstream of that point and only sources water
from a small eastern tributary, T6 similarly only sources water from a small western tribu-
tary. C4 and T5 are part of the middle drainage path and source water from the central and
western region of the drainage basin.

For GHF01-03, isotope values don’t show any variability at EGRIP, only GHF04-06
are distinguishable. Since EGRIP sources water from the east, it is presumably relatively
immune to heat flux anomalies in the central part of Greenland (which is to the west). How-
ever, C6 likewise doesn’t showmuch variability for GHF01-03. In figure 4.9, it can be seen
that for these heat fluxes the melt area covers the entire southern part of the drainage basin
where C6 sources its water from. Similarly as for C1, it seems that above a certain thresh-
old heat flux isotope values will not vary anymore because the melt area is large enough to
cover the entirety of the source area and most of the Eemian ice is melted away.

At C4, the response of isotope values seems to be opposite to C6. GHF01-03 are distin-
guishable with some uncertainty, but GHF04-06 are not. Because C4 is part of the middle
drainage pathway it sources more water from the western part of the drainage basin where
the bulk of the Eemian ice is located. Thus, this point seems a bit more sensitive to high
heat flux anomalies in central north Greenland, presumably dependent on how much of the
Eemian ice is still present there based on the age estimate. Interestingly, for smaller extents
of the melt area as for GHF04-06, variability in the extent to the west doesn’t seem to have
great influence on the isotope signal, seeing as the isotope values for GHF04-06 are quite
similar to each other. Looking at the plot of the basal water isotope values (see figure 4.9),
it seems that smaller extent of melt area resulting from lower basal melt is somewhat bal-
anced out by larger extent of older ice with higher isotope values.

The observations made for the synthetic GHFs are consistent with the GHF estimates as
well. In locations C4, C6, T5 and T6, the Greve19 GHF with its large heat flux anomaly in
central north Greenland creates isotope values that are distinctly lower than the ones pro-
duced by the other GHFs. For the other GHFs, it seems again that smaller extent of melt
area is largely balanced out by presence of higher isotope values at the western boundary of
the melt area, so lower heat fluxes don’t create much variability in isotope signal compared
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to each other.

Judging from these observations, it seems that isotope values at the selected locations
are at least sensitive to heat flux variations in the central part of northern Greenland and
perhaps mean/background heat flux in general. If the method is further refined it could
therefore contribute to the discussion about a potential GHF hotspot in that region and po-
tentially shed some light on the basal conditions underneath NEGIS.

5.2 Choice of location

The choice of analysis location seems to have a large influence on the kind of information
basal meltwater isotopes can provide about GHF. Locations toward the ice margin (e.g.,
C1) are farther downstream in the drainage system and integrate a larger meltarea into their
isotope signal. Consequently, these locations don’t provide as much information about lo-
cal variabilities in the heat flux distribution but rather contain a composite isotope of large
areas that depends more on the overall mean or background GHF in that area.

Locations farther upstream in the drainage system integrate a much smaller meltarea
into their isotope signal and are hence more capable of discerning local features of heat flux
present in the area of their location (e.g., EGRIP, C6, C7, T6). The information that can be
inferred from these locations is thus more specific about the magnitude of local heat flux
but also restricted to a smaller area. A combination of upstream and downstream analysis
locations might therefore be optimal to infer as complete information on GHF as possible.
However, choice of analysis location ultimately depends on the research question as differ-
ent locations provide insight into different features of GHF.

The choice of appropriate analysis location is however complicated by the subglacial
hydrology. Even though locations Egrip, C6, and T6 are located in close proximity to each
other and show similar patterns in the variability of isotope values, the isotope values they
show for each GHF scenario differ markedly between the locations. This is due to the
complex spatial structure of the subglacial drainage system. Despite their close proximity,
the areas where the locations source water from differ greatly. So even though the isotope
values at each location react similarly to the different GHFs, values at one location are gen-
erally higher or lower than at the other two locations.

This increases uncertainties since it would be difficult or even impossible to constrain
the precise location within the drainage system in case of an actual drilling campaign. This
is perhaps less of an issue in areas that are more downstream in the drainage basin where
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most of the upstream tributaries have already converged into a single drainage path. Even
sampling meltwater exiting the outlets at the ice sheet margin might be a reasonable option,
as these locations at the very end of the drainage essentially summarize all isotope informa-
tion of their source areas. But in the case of the EGRIP drillsite and the surrounding region,
which is located in the upstream area of the drainage path where most tributaries are still
separate from each other, precise choice of analysis location seems to be very important to
be able to relate an isotope value to a certain heat flux feature.

5.3 Caveats in the methodology

The attentive reader may have noticed several shortcuts in the methodology that were taken
in spite of the better knowledge outlined in the background section. These concern the
simulation of the subglacial hydrological system, the modelling of the basal age, and the
modelling of the isotopic composition of the basal ice.

Subglacial hydrology

The basal hydraulic gradient is simulated based on the Shreve approximation of the
subglacial hydropotential (see section 2.4). This approximation assumes that the hydropo-
tential is determined solely through the geometry of the ice sheet itself. It accounts only for
the topography of the bed to calculate the elevation potential of the water and thickness of
the ice to calculate the overburden pressure. This is a common approach (e.g., Karlsson and
Dahl-Jensen, 2015; Karlsson et al., 2021; Chu et al., 2016; Lindbäck et al., 2015; Rippin
et al., 2003), but it disregards the actual movement of water through the subglacial medium
which substantially influences the local shape of the hydropotential.

The Shreve approximation is based on the assumption that subglacial water pressure is
in balance with the ice overburden pressure Shreve (1972), i.e., that effective pressure is null
(or spatially homogeneous if floatation fractions are used). In reality, influx and outflux of
water alter the local effective pressure as they raise or lower the water pressure in relation
to the overburden. This modulates the local shape of the hydropotential substantially. It
is well known from studies of alpine glaciers that the subglacial drainage system changes
through the seasons in response to increasedmeltwater input during summer switching from
a distributed to a channelized drainage system as basal water flux increases (e.g., Nienow
et al., 1998; Burkimsher, 1983; HOCK and HOOKE, 1993). Similarly, Bartholomew et al.
(2011) show that seasonal changes in surface meltwater production drive the spatial evolu-
tion of the subglacial drainage system in the ablation zone of an outlet glacier in Greenland.
By mapping water conduits in a glacier, Gulley et al. (2012) found conduits originating
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in places that the Shreve approximation predicts as low-spots in hydropotential. These ar-
eas coincided with moulins and experienced significant recharge through surface meltwater
conducted to the base. The authors concluded that recharge location is the larger controlling
factor in conduit location rather than Shreve hydropotential. Catania and Neumann (2010)
found large and stable englacial drainage features in glaciers in Greenland that persist over
several years and originate at moulin-fed recharge locations.

Furthermore, spatial heterogeneities in hydraulic conductivity exert large influence on
the flow direction of water as conductivity modulates the drainage speed. In their conduit-
mapping study, Gulley et al. (2012) found that water conduits were often oriented at oblique
angles to contours of the Shreve hydropotential, sometimes even running perpendicular to
the theoretical hydraulic gradient. Overall, the drainage system still followed the hydropo-
tential set by the glacier geometry on the large scale, but locally the direction of water flow
was heavily influenced by variabilities in conductivity.

In summary, the Shreve approximation assumes effective pressure to be homogeneous
underneath the entire ice covered area. This implicitly assumes that local variations in the
amount of recharge will be balanced out by changes in conductivity to maintain constant
effective pressure. Both recharge and conductivity thus lose their influence on the shape of
the hydropotential and are neglected (de Fleurian, 2023).

Input of surface water to the base through moulins in Greenland is obviously largely
limited to the ablation area around the ice sheet margin. However, the principle of recharge
controlling the effective pressure holds true even for the much smaller rates of basal melt-
water production in the interior of Greenland. This means that different distributions of
basal melt caused by different heat flux distributions would result in differences in the spa-
tial structure of the subglacial drainage system. In an analysis of the subglacial drainage
as a response to heat flux, it would therefore be prudent to simulate the basal hydrological
system with an actual hydraulic simulation that accounts for the effects of water influx and
conductivity. This may result in subglacial drainage structures that are different between
the individual GHF scenarios, but the improved water flow dynamics and the interaction
of the water with the ice are critical to obtain basal water isotope signals that are as close
to reality as possible. However, the more complex hydrology models also require input
of more parameters, such as a conductivity field if that is to be taken into account. As all
subglacial variables, data to constrain those parameters might be difficult to obtain. Hence,
more complex hydrology models, while critically improving the actual water flow simula-
tion and basal water isotope mixing, the necessary choice of parameters might re-introduce
uncertainty that is difficult to quantify.
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Constraining the basal ice age

Like the original Nye-model, the Nye+melt model still assumes uniform vertical strain
rate everywhere, which is unrealistic in most parts of the ice sheet. Although the basal ages
estimated in this thesis are not completely inconsistent with other estimates of the basal age
(compare for example the estimate of basal Eemian extent by MacGregor et al. (2015)),
other age models based on non-uniform vertical strain rate might predict different basal
ages.

Using non-uniform vertical strain rate however does require adaptation of the age model
to the ice sheet stratigraphy. In the Dansgaard-Johnsen model for example, age at depth in-
creases if the kinck-height between the upper section with uniform vertical strain rate and
the lower section with decreasing strain rate is higher up in the ice (see seciont 2.3.1; Cuf-
fey and Paterson, 2010). Fahnestock et al. (2001) use the Dansgaard-Johnsen approach to
model ice age based on dated radio-stratigraphy and adjust the kink-height to fit the estimate
to the observations. However, a Dansgaard-Johnsen-plus-melt model currently doesn’t ex-
ist and would have to be constructed to model basal ice ages in regions of basal melting.

Another age model that has beed successfully used to model ice ages at ice divides is
the easyFlow-model (Fischer et al., 2021). This model is based on non-uniform vertical
strain rate that decreases exponentially to the base. The exponent can be adjusted to fit the
age model to observed stratigraphy. Unlike the Dansgaard-Johnsen model, a version of the
easyFlow model that incorporates basal melting does exist and could be used to determine
basal ice ages.

Both the Dansgaard-Johnsen and the easyFlowmodel (in their plus-melt configurations)
still assume the ice sheet to be in steady state and depend on the surface accumulation and
the basal melting rate. However in contrast to the Nye+melt model, these models can addi-
tionally be tuned to fit observed Greenland age stratigraphy. Using these models and tuning
them to the stratigraphy estimate of MacGregor et al. (2015) could result in a basal age es-
timate that is more constrained by the actual structure of the Greenland ice sheet.

In their ”without-melt” configurations, the Dansgaard-Johnsen and the easyFlow model
both estimate higher age in the deeper parts of the ice than the Nye-model (see figure 5.1).
Assuming this would also be the case in the ”plus-melt” configurations, this would increase
the estimated ages of the basal ice in comparison to what is presented in this thesis. Impor-
tantly, this would increase the area covered by Eemian ice. This would be an improvement
to the age estimate as the Eemian area estimates in this thesis are generally smaller than pub-
lished estimates (MacGregor et al., 2015). The method of detecting GHF variations in water
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Figure 5.1: Comparison of the depth-age relationship in three common agemodels. Graphs)
Black: Nye-model; Purple: Dansgaard-Johnsen; Blue: easyFlow; Orange: Example of real
ice core data. Figures) Left: Plot of age against depth; Middle: Vertical strain rate; Right:
Vertical velocity. Figure from Fischer et al. (2021).

stable isotope composition would presumably benefit from this increased Eemian area, as
the isotopic composition of Eemian ice is distinctly different from the glacial ice which
would potentially increase the amplitude of the GHF-related isotope signals presented in
this thesis.

Basal ice isotope composition

The extrapolated isotope composition of the oldest basal ice is hypothetical as the old-
est modelled ages (capped at 140 ka) exceed the oldest ages recorded at NGRIP (123 ka).
Consequently, no isotope data exist to compare the estimate to and validate it. Isotope val-
ues are hence based on a correlation of NGRIP δ18O data to the Vostok CO2 record. The
CO2 record reconstructs the NGRIP isotope record reasonably well for the Holocene and
the glacial period, Eemian isotope values however are too low and do not exceed Holocene
values. This is an issue as Eemian isotope values consistently exceed Holocene values by
about 3hnot only in the NGRIP ice core (Andersen et al., 2004), but also at NEEM (Dahl-
Jensen et al., 2013) and GRIP (Landais et al., 2004) and is thus presumably consistent for
the entirety of the Greenland ice sheet.

The correlation between NGRIP and Vostok is conceptually based on the established
relationship between ice-core δ18O records, climate, and atmoshperic CO2 (Canadell et al.,
2021; Jouzel and Masson-Delmotte, 2007; Masson-Delmotte et al., 2006). Atmoshperic
CO2 exerts great control on global mean temperatures, which in turn affect the isotope frac-
tionation during both evaporation of ocean water and subsequent precipitation of snow. In
Greenland ice cores, CO2 records have been shown to be affected by chemical reactions
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with impurities in the ice which lead to in-situ production of CO2 (ANKLIN et al., 1995).
Antarctic ice cores show much lower impurity content than Greenland ice cores, so while
in-situ CO2 production in Antarctic ice cannot totally be excluded it is likely very small
(ANKLIN et al., 1995; Stauffer et al., 2003). This and the good agreement in the CO2

records between different Antarctic ice cores suggest that they do represent a global record
of atmoshperic CO2 evolution (Barnola et al., 1995).

As outlined in the background, section 2.3.2, ice flow influences the values of the verti-
cal profile of isotope values in an ice sheet. Generally, the ice flow is oriented downwards
and away from the ice divide. The downwards oriented part dominates for locations close
to the ice divide, the outwards oriented flow gains influence with increasing distance from
the divide (Cuffey and Paterson, 2010). That means that in the lower parts of a vertical
profile through the ice, most ice has been deposited somewhere upstream of that location
with deeper ice layers being farther away from their original deposition site.

Extrapolating the isotope values of the entire basal ice from only the NGRIP isotope
record is thus a reasonable first estimate (and sufficient for the purposes of this thesis) as
the NGRIP site is located on the central ice divide from where large parts of the deepest ice
will have likely originated (Gerber et al., 2021; Reeh et al., 2002). Still, the farther away the
region is from the central ice divide the farther away from the divide will even the deepest
ice have been deposited. This is especially true for basal ice of younger age as that ice has
had less time to flow great distances.

In an actual study, effects of the deposition site on the isotope values of the basal ice
would need to be considered. Moving the deposition site away from the central ice divide,
i.e., more towards the margin of the ice lowers the elevation of the site and thus increases
depositional surface temperature and decreases the amount of Rayleigh-fractionation the
source-clouds of the precipitation have already experienced. The deposition site of the
basal ice can be estimated from particle-flow modelling based on a stratigraphy estimate
(Florentine et al., 2018; Clarke and Marshall, 2002; Lhomme et al., 2005).

5.4 Other proxies that can be used for this analysis

The δ18O of ice is not the only proxy that could be used to constrain GHF in Greenland. All
proxies that act as a conservative tracer in the subglacial hydrological system and whose
areal distribution is either known or can be constrained in some way can conceptually be
used to constrain GHF in the same way as presented in this thesis.

There are three possible sources of tracers:
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1) The stratigraphy of the Greenland ice sheet. Similar to the δ18O, all substances that are
deposited in the ice and show a distinct record can be used in the same way as outlined in
this thesis by constraining their areal distribution through their relation to the age of the ice.
2) Products of basal wheathering at the base. The extent and amount of chemical wheather-
ing at the ice-bed interface depends on the presence of liquid water and is controlled by
the type of hydrological drainage system. Chemical wheathering thus depends on the basal
thermal state which is controlled by the GHF.
3) Biological activity at the ice sheet base is likewise dependent on the availability of water
and the thermal conditions, as these determine the availability of nutrients and the type of
microbes that can thrive in a given basal environment.

Other stratigraphic proxies that are recorded in the ice cores depend on the distribution
of GHF in the same way as the δ18O that was used in this thesis. They might thus not be
independent proxies, i.e., not give a GHF-related signal that is independent to the δ18O sig-
nal depending on the temporal evolution of their signal in the ice core record. They might
however be useful to reinforce the signal obtained from stable isotopes. As their response
to GHF variations would conceptually be similar to what is shown in this thesis, they will
not be considered in depth in the following discussion.

Chemical wheathering:

The basal thermal regime has strong control over the potential for and the amount of
chemical wheathering underneath the Greenland ice sheet (as summarized by Tranter and
Wadham, 2014). This is because the thermal regime controls the presence and amount of
liquid water underneath the ice sheet and hence the type of subglacial drainage system that
will develop. In the melt areas in the interior of ice sheets, distributed drainage systems are
thought to be dominant, in which water moves slowly towards larger channels. Because of
the slow water flow, distributed drainages show high rock-water contact times as well as
high rock:water ratios, due to the overall small amount of basal water. Distributed drainage
systems hence often produce glacial meltwaters that are highly concentrated in chemical
wheathering products.

Studying Mg/Na and Ca/Na ratios as tracers of chemical wheathering of the bedrock
underneath the Greenand ice sheet, Urra et al. (2019) found differences in chemical proxies
that indicate carbonate- vs silicate- mineral dominated wheathering in the meltwater from
different glaciers in south-western Greenland. High Mg/Na and Ca/Na ratios indicate car-
bonate wheathering, low Mg/Na and Ca/Na ratios indicate silicate wheathering. However,
the Greenland bedrock has very low concentrations of carbonates, which can be inferred
from overall low Ca and Mg weathering yields. They argue instead that the variability in
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the proxy data may be explained by the age of the underlying bedrock. The mobility of
Ca, Mg and Si in rock increases over time, so older rocks may be enriched in Mg and Ca
compared to Na. If the age distribution of the Greenland crust could be constrained, the
information provided by these proxies could be used to constrain the basal drainage system
in a similar way as the δ18O values of the ice in this thesis. Celli et al. (2021) produced
an estimate of the structure of the Greenland crust based on seismic waveform tomography
and were able to image the individual Greenland cratons in detail. This data set has been
used by Colgan et al. (2022) in the production of their GHF-estimate and could be used to
at least roughly constrain the age distribution of the Greenland bedrock.

Biological activity:

Studying the biogeochemistry of subglacial environments, Dubnick et al. (2020) found
that the basal ice of glaciers with temparate bases is significantly enriched in microbial
content, dissolved organic matter, and major ions compared to cold-based glaciers. They
argue that the basal thermal regime is a dominant control on the basal biological environ-
ment through its influence on basal erosion and the connected mobilization of nutrients.
The distribution of microbial activity underneath the Greenland ice sheet hence depends
on the geothermal heat flux. The basal microbes are characteristic for the basal environ-
ment. More than 75 % of the identified species were absent from the glacial ice column.
The biochemical products of these assemblages could thus be used as proxies to identify
basal water in a sample. Furthermore, the authors found high spatial variability in the com-
position of the microbial communities rendering them potentially useful as tracers of the
subglacial drainage system similar to basal ice δ18O.



Chapter 6

Conclusion

The aim of this thesis was to test the feasibility of using basal meltwater stable isotope com-
position to infer information about geothermal heat flux distribution in Greenland. Through
simulating the response of the Greenland ice sheet to different heat flux scenarios and mod-
elling the resulting basal meltwater δ18O values, it could be shown that the isotope compo-
sition of the basal water system is influenced by the geothermal heat flux. The variability
in resulting δ18O values between the GHF scenarios is on an order that is easily measurable
with modern instruments. Isotope variability and resulting signal strength depend how-
ever heavily on the sampling location depending on the structure of the basal water system.
Overall, the method seems to be able to detect at least large scale features of GHF such
as a potential hotspot in central northern Greenland or general magnitude of background
heat flux. In a study trying to employ this method on real data, more sophisticated models
would need to be used in the simulations as several simplifications have been assumed for
the purpose of testing the novel approach. However judging from the results presented in
this thesis, infering geothermal heat flux from meltwater stable isotope composition seems
to be a promising approach and may be applied in future studies.



Appendix A

Isotope values of all analysis locations
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Figure A.1: All isotope data from black circle locations for the GHF estimates.
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Figure A.2: All isotope data from black circle locations for the synthetic GHF.
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Figure A.3: All isotope data from blue triangle locations for the GHF estimates.
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Figure A.4: All isotope data from blue triangle locations for the synthetic GHF.
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