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Abstract 

In the Arctic, temperatures are regularly low enough that water exists in its frozen state, 

either in the form of ice, snow, or frozen ground. The effective elastic properties of a 

material depend on the elastic properties of the individual constituents and their 

geometrical distribution. Since solid ice is stiffer and more rigid than liquid water, 

effective elastic properties (bulk and shear modulus) increase with increasing degree of 

freezing; however, the properties strongly depend on the pore ice morphology, so the 

relationship is not linear. Seismic waves propagate with velocities that depend on the 

effective elastic properties of the medium they travel in. Hence, seismic waves travel 

faster in frozen materials than in similar unfrozen materials, and the velocity depth 

profile in near-surface Arctic rocks is often irregular. Due to this, seismic records from 

Arctic environments often show dominating and highly dispersive surface waves.  

The Arctic surface is today warming at the most rapid pace on earth, but knowledge 

about the following consequences on the physical properties of the subsurface is scarce. 

How surface temperature is transmitted to depth and how this affects the mechanical 

properties of the subsurface is uncertain, in particular for areas with saline pore water. 

Since the stability of near-surface sediments is largely governed by their mechanical 

properties, understanding how these properties vary in a temporally changing Arctic is 

vital.  

The overall objective of this study is to investigate how to safely acquire seismic data 

for mapping and monitoring of the near-surface sediments in a changing Arctic climate. 

To address this, we use seismic data acquired on Svalbard in the Norwegian Arctic. We 

first investigate whether seismic data can be acquired without affecting the vulnerable 

Arctic animal life (Paper 1), and then investigate how both long- and short-term surface 

temperature variations affect effective elastic properties (Paper 2) and the seismic 

wavefield (Paper 3 and Paper 4).    

We find that seismic experiments of the size considered here are not physically injurious 

on the hearing of seals, largely due to the dominating low frequencies (<700 Hz) and 

the rapid decrease in sound level away from the source. Further, we find that effective 
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elastic properties and seismic P- and S-wave velocities of saline unconsolidated 

permafrost are highly sensitive to variation in ice saturation caused by varying surface 

temperatures. By using data from synthetic and real active and passive seismic 

experiments, we demonstrate various time-lapse effects caused by changing surface 

temperatures. In particular, the surface wave dispersion shows time-lapse effects of both 

the fundamental and higher-order modes of Rayleigh waves. We also show that rapidly 

changing surface temperatures correlate with strong transient events in passive seismic 

data, identified as frost quakes/cryoseisms. Hence, this study demonstrates that seismic 

may be useful in monitoring thawing effects in the near-surface sediments in the 

terrestrial Arctic due to climate perturbations. The thesis motivates for further studies 

on how to use seismic data in monitoring of permafrost degradation.      
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1. Introduction 

The overall objective of this study is to investigate how to safely acquire seismic data 

for mapping and monitoring of the near-surface sediments in a changing Arctic. In this 

context, the phrase “a changing Arctic” encompasses the temporal temperature changes 

that the Arctic region undergoes on various time scales, and the following consequences 

on the physical properties of the subsurface. It includes both day-to-day and season-to-

season variations in surface temperature, and the long-term alterations in Arctic climatic 

conditions. We define two central sub-objectives to address this topic:  

 To review the possible impacts of seismic experiments on Arctic animal life. 

 To investigate how variations in Arctic surface temperature are reflected in 

seismic data, and further, if and how seismic data can be used to monitor changes 

in the degree of freezing in permafrost.    

Studies of the Arctic are limited due to its remote location and the logistical issues 

related to doing research here. However, the area is becoming increasingly relevant to 

study as the environmental and economic importance of the region becomes evident: 

 Environmentally because the Arctic climate is changing at the most rapid pace 

on earth (IPCC, 2014; Overland et al., 2014), while the actual consequences of a 

warming Arctic on the physical properties of the subsurface are uncertain. 

 Economically because large reserves of hydrocarbons are likely located in the 

Arctic subsurface (Gautier et al., 2009).   

In the papers that are part of this thesis, we make use of seismic data acquired on 

Svalbard in the Norwegian Arctic from 2013-2019. This includes data acquired both on 

sea ice in the inner parts of Van Mijen fjorden, and on frozen unconsolidated ground in 

Adventdalen. Following the classification of Kottek et al. (2006), Svalbard is 

traditionally considered a polar-tundra climate, meaning an area with low temperatures 

and minimal precipitation. Today, Svalbard experiences increasing temperatures and 

precipitation, and is therefore an interesting field site for studying Arctic climate change 

(NCCS, 2019). Svalbard is also interesting geologically because it is an uplifted part of 

the Barents Sea, and thus outcrops found here are analogous to potential hydrocarbon 
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reservoirs (Worsley, 2008). Compared with other parts of the high-Arctic, Svalbard is 

easily accessible due to infrastructure related to the coal mining industry.  

This thesis is made up of an introductory chapter that describes some of the important 

concepts relevant for this study (Chapter 1), followed by the four research papers that 

make up the main part of this study (Chapter 2), and finally a chapter that summarizes 

the main findings, puts them into a common context, and discusses some potential future 

research directions (Chapter 3).  

1.1. The Arctic  

The Arctic is the northernmost region of the earth, located north of 66° 34' N. It 

comprises the vast Arctic Ocean and extensive land areas. Parts of the Arctic Ocean are 

covered by sea ice, and the terrestrial near-surface sediments are largely frozen 

(Christiansen et al., 2010). Its far northern location means that the Arctic is generally 

cold and with harsh weather conditions, but with large seasonal variations in temperature 

and sunlight. Despite the rough environment, about four million people are currently 

living in the Arctic (Heleniak and Bogoyavlenski, 2014). Since the stability of buildings 

and infrastructure built on frozen ground depends on the mechanical properties of the 

near-surface sediments, understanding how these properties change with time is crucial 

for engineering purposes (Hjort et al., 2018).   

There is also a desire to map the deeper Arctic subsurface to understand where 

hydrocarbon resources are located. In 2008, the USGS estimated that approximately 13 

percent of the world’s undiscovered oil and 30 percent of the world’s undiscovered 

natural gas are located in the Arctic (Gautier et al., 2009), and already today, about one 

third of the EU’s natural gas imports are coming from Siberia (Sharples, 2016). 

Although renewable energy resources are becoming more common, the need for fossil 

fuels will probably be present for many years (IEA, 2019). Hence, there are clearly 

reasons to investigate both the shallow and deeper Arctic subsurface.  

1.1.1. The cryosphere 

A collective term for all components of the frozen earth is the cryosphere. Media in this 

part of the earth system have a frozen water constituent, which on land may be found in 
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the form of snow, continental ice sheets, glaciers, or permafrost, and in water may be 

found in the form of sea, river, or lake ice (French, 2017). Figure 1 from IPCC (2013) 

shows the distribution of various cryospheric media in the polar regions.  

 

Figure 1: Distribution of cryospheric materials in the polar regions. The figure is Figure 4.1 from IPCC 

(2013), who report that “the source of the data for sea ice, permafrost, snow and ice sheet are data sets 

held at the National Snow and Ice Data Center (NSIDC), University of Colorado, on behalf of the North 

American Atlas, Instituto Nacional de Estadística, Geografía e Informática (Mexico), Natural 

Resources Canada, U.S. Geological Survey, Government of Canada, Canada Centre for Remote Sensing 

and The Atlas of Canada. Glacier locations were derived from the multiple data sets compiled in the 

Randolph Glacier Inventory (Arendt et al., 2012)”. Copyright IPCC 2013.  
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The temperature where liquid water starts to freeze is referred to as the freezing point, 

while the temperature where ice starts to melt is referred to as the thawing point (Potter 

et al., 1978). Since the physical properties of solid ice and liquid water are fundamentally 

different (e.g., density, strength, and viscosity), these temperatures are important 

thresholds when it comes to understanding the stability of the cryosphere. However, a 

medium is not necessarily fully frozen or fully unfrozen as an effect of saline pore water 

or surface effects, and the fraction of water that is frozen is referred to as the ice 

saturation (Potter et al., 1978; Dou et al., 2016; French et al., 2017). In this study, we 

consider some parts of the cryosphere in more detail.  

In Paper 1, we consider seismic data acquired on sea ice over shallow water. Sea ice is 

floating ice that can vary in thickness from a few centimeters to several meters. It can 

build up over several years or form and melt annually, where fjord ice around Svalbard 

belongs to the latter category. The physical properties of sea ice depend on its age, 

salinity, and amount of brine trapped within the ice (Schwerdtfecer, 1963). In Papers 2, 

3, and 4, we consider seismic data acquired on frozen ground, often referred to as 

permafrost. Permafrost is defined by French (2017) as “perennially cryotic ground”, 

meaning ground that remains at or below 0°C for at least two years. Permafrost typically 

consists of sediment grains, air, ice, and water, and its physical properties depend on the 

origin, burial history, and temperature of the sediments (French et al., 2017). It can be 

either consolidated or unconsolidated, where we focus on the latter type in this study. 

The purely thermal definition of permafrost implies that it can have a large range of 

physical properties depending on the degree of freezing of the pore water. The 

permafrost in Svalbard is laterally continuous and underlies around 90% of the land 

surface not covered by glaciers (Christiansen et al., 2010). The uppermost soil layer 

often thaws during summer and thus facilitates plant growth, before it freezes again in 

the winter. This annual cycle of thawing and freezing leads to trapped carbon within the 

permafrost (Schuur et al., 2015). Due to this, permafrost is estimated to contain twice as 

much carbon as is currently found in the atmosphere, and release of this carbon may 

have large consequences (Comyn-Platt et al., 2018).  
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1.1.2. Arctic climate change  

In their most recent assessment report (AR5), The Intergovernmental Panel on Climate 

change (IPCC, 2014) present four scenarios of how the earth’s climate may change in 

the 21st century. The various scenarios are referred to as Representative Concentration 

Pathways (RCP), and are named based on the expected radiative forcing values in the 

year 2100 relative to pre-industrial levels. The radiative forcing is the difference 

between incoming and outgoing radiation, and thus, a positive value is a direct indicator 

that the earth is absorbing more energy than what it emits back to space. Due to the 

expected increase in atmospheric concentrations of greenhouse gases (carbon dioxide 

(CO2), methane (CH4), and nitrous oxide (N2O)), land use, and air pollutants, all four 

scenarios project positive radiative forcing values in the year 2100. The corresponding 

mean global surface temperature increases by the end of the 21st century relative to the 

end of the 20th century are likely up to 1.7°C under RCP2.6, 2.6°C under RCP4.5, 3.1°C 

under RCP6.0, and 4.8°C under RCP8.5 (IPCC, 2014). The scenarios are just a few of 

numerous possible outcomes, but represent a likely range of climate projections.  

Figure 2 is from AR5, and shows how average surface temperature and precipitation are 

expected to change for the most moderate scenario (RCP2.6) and for the most 

pessimistic scenario (RCP8.5). It shows that there are likely going to be large regional 

differences, and that Arctic temperatures and precipitation will increase more than the 

global mean (IPCC, 2014). The Arctic is currently warming at twice the global rate 

(IPCC, 2013), and this Arctic amplification is caused by positive feedbacks, meaning 

that changes in the radiative forcing value have consequences that induce further 

warming. Examples of such self-reinforcing processes are reduction in albedo due to 

melting of sea ice (Sereze and Francis, 2006), and release of CO2 and CH4 due to thawing 

of the carbon pools currently trapped in frozen ground (Schuur et al., 2015).  
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Figure 2: a) Change in average surface temperature and b) change in average precipitation based on 

multi-model mean projections for the end of the 21st century relative to the end of the 20th century under 

RCP2.6 (left) and RCP8.5 (right). Figure SPM.7 from IPCC (2014), copyright IPCC 2014. 

Since all elements of the cryosphere have a frozen constituent that can change phase 

following natural temperature variations, the cryosphere is particularly vulnerable to 

climate change (Raynolds et al., 2014; Streletskiy et al., 2014). Hjort et al. (2018) 

estimate that by the year 2050 about three quarters of the current Arctic population will 

be affected by damage to infrastructure due to permafrost thaw, including damage to 

buildings, roads, runways and pipelines. The vegetation will likely change from a 

majority of tundra plants to far more flammable shrubs, associated with a higher wildfire 

risk (Tchebakova et al., 2009). Several studies and news reports show that already today, 

the Arctic is significantly affected by climate change. On Svalbard, several devastating 

avalanches and landslides have occurred in recent years due to unstable slopes caused 

by fluctuating temperatures and precipitation (NCCS, 2019; Fraser, 2019). Also in 

Canada, the frequency of landslides are dramatically increasing (Lewkowicz and Way, 

2019), and in Greenland, the main airport Kangerlussuaq is likely going to close in just 
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a few years due to subsidence of its runways (Humpert, 2019). In Siberia, huge craters 

are forming (Murton et al., 2017; Hogenboom, 2017), and extensive forest fires all over 

the Arctic tundra have in recent years released great amounts of carbon to the 

atmosphere (Potter, 2018; Cormier, 2019; The Moscow Times, 2020).  

Increased surface temperatures are affecting the stability of the Arctic near-surface 

sediments, but estimating the timing and actual magnitude of the consequences of a 

warming surface remains a challenge since the subsurface is complex (Zhang et al., 

2008). Heat transfer within a medium depends on its thermal and physical properties, 

and can occur through conduction (heat transfer without the movement of mass), 

convection (heat transfer due to movement of mass), radiation, or through release or 

uptake of latent heat during phase change (Zhang et al., 2008). Heat flux modeling uses 

the physical and thermal properties as input to estimate how subsurface temperature 

varies temporally and spatially in the medium. However, it does not provide any 

information about how the physical properties of the subsurface are affected by the 

temperature variation, which are needed to assess the stability of the ground (Streletskiy 

et al., 2014). For this purpose, geophysical methods may be powerful tools.    

1.1.3. Geophysical mapping and monitoring of the Arctic  

Geophysical methods are useful for mapping and monitoring the physical properties of 

the subsurface. Mapping means to detect the spatial distribution of physical properties, 

and monitoring means to detect the temporal variation of these properties (Kneisel et 

al., 2008). It is advantageous to use surface geophysical methods because they are non-

intrusive, which is especially important in the vulnerable Arctic (Trupp et al., 2009). 

While boreholes are useful for obtaining detailed knowledge about the subsurface 

physical properties at a specific site, a single well does not tell us anything about lateral 

variation in the area. Geophysical methods are on the other side often efficient in means 

of being able to cover large areas quickly (Kneisel et al., 2008).   

The three groups of physical properties that have traditionally been the basis of 

geophysical Arctic near-surface investigations are electrical resistivity, dielectric 

permittivity, and seismic velocities (Kneisel et al., 2008). These properties are sensitive 

to degree of freezing in the subsurface; for example, electrical resistivity is much higher 
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for ice than for water, the dielectric constant is much higher for water than for ice, and 

seismic velocities increase as a medium freezes (Hauck and Kneisel, 2008). Previous 

studies have shown that geo-electrical, electromagnetic, and seismic methods are all 

somewhat useful for mapping and monitoring permafrost (see the review by Kneisel et 

al., 2008). However, both geo-electrical and electromagnetic methods struggle with 

accurately estimating ice saturation when the ground is only partly frozen at subzero 

temperatures (e.g. Ross et al., 2007; Briggs et al., 2016; Wu et al., 2017). In these cases, 

a large amount of unfrozen and highly conductive water may be present at subzero 

temperatures, making the correlation between resistivity and temperature complicated 

(Wu et al., 2017). Additionally, both geo-electrical and electromagnetic methods 

typically have limited penetration depth, and are thus only applicable for mapping the 

very uppermost sediments (Briggs et al., 2016). Seismic experiments can be tailored to 

illuminate the depth of interest, and can therefore be used to map both shallow and deep 

sediments (Kearey et al., 2002). Reflection and refraction seismic are commonly used 

in hydrocarbon exploration, and Hilbich (2010) shows that refraction seismic works well 

in alpine permafrost regions as well. However, seismic velocities need to increase 

consistently with depth to facilitate detection of refracted energy at the surface, which 

is often not the case in Arctic permafrost areas where salinity and ground-ice content 

vary with depth (Dou and Ajo-Franklin, 2014). The potential of using seismic surface 

wave methods to map these areas is a less studied topic, but is interesting because 

previous studies show the potential of using this method for characterizing near-surface 

sediments (see the overviews by Socco and Strobbia, 2004; Socco et al., 2010). The 

remaining part of this chapter introduces the principles of the seismic method and the 

special considerations that are required when seismic is used in Arctic environments.     

1.2. Elastic rock properties and the seismic method  

Elastic properties are mechanical properties describing the relation between applied 

stress on a material, and the resulting deformation of the material, called strain. The 

bulk modulus K describes the resistance of the material to change volume when being 

exposed to normal stress (incompressibility), and the shear modulus µ describes the 

resistance of the material to change shape when being exposed to shear stress (rigidity) 
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(Mavko et al., 2009). By using some kind of seismic method (active or passive), we can 

record seismic waves that propagate through the ground with velocities that depend on 

the elastic properties of the media that they travel in. The generated seismic wave 

consists of several frequency components, and the seismic source can be tailored to 

create a source signal that carries energy at specific frequencies: low frequencies can 

generally penetrate deeper into the earth than higher frequencies, but with a lower 

vertical and lateral resolution due to the longer wavelength (Kearey et al., 2002). Some 

of the relevant terminology and concepts are described in the following sections.  

1.2.1. Effective elastic properties and rock physics modeling 

The elastic moduli of a single material can be found through laboratory experiments (see 

Mavko et al. (2009) for an overview of experimentally derived elastic moduli). 

However, most media are composed of multiple constituents, both solids and liquids. 

When a seismic wave travels through a composite medium, the wave cannot distinguish 

features smaller than its wavelength. Thus, the wave travels with velocities that depend 

on the overall elastic properties of the composite, referred to as the effective elastic 

properties. These depend on the elastic properties, volume fraction, and geometrical 

distribution of the individual constituents of the medium (Mavko et al., 2009). The 

effective elastic properties and the related effective seismic properties are collectively 

referred to as the effective rock physics properties. 

Rock physics describes the relationship between physical rock properties and effective 

elastic properties, and rock physics modeling is the approach used for linking these 

properties (Mavko et al., 2009). This may either be done through computing effective 

elastic properties from known physical properties (forward rock physics modeling), or 

by estimating physical properties from geophysical observations (inverse rock physics 

modeling) (Johansen et al., 2013; Bredesen et al., 2015). Many different rock physics 

models have been developed for different purposes. The simplest models are based on 

bounds that provide upper and lower limits for effective elastic moduli of a medium, but 

that do not take into account the structure of the rock (Reuss, 1929; Voigt, 1928; Hashin 

and Shtrikman, 1963). These are useful as a first approximation, but we often prefer 

more complex models that take into account both physical and structural properties. A 



22 

 

well-known rock physics model is the Hertz-Mindlin contact theory (Mindlin, 1949), 

which is valid for an idealized unconsolidated dry spherical grain packing. This model 

takes into account confining pressure and compaction, but not fluid content. To account 

for fluid effects, fluid substitution approaches must be implemented (Gassmann, 1951; 

Biot, 1956). For consolidated rocks, the Hertz-Mindlin model cannot be used because it 

requires a limited number of contact points between the grains. In this case, so-called 

inclusion models are commonly used (e.g., Berryman, 1980a, 1980b), which assume 

that all constituents of the medium are inclusions in a background-medium with initially 

unknown properties, and use the scattering to iteratively estimate the effective elastic 

properties of the medium. The details of the rock physics models used in this study are 

outlined in the appendices of Papers 2 and 3.  

1.2.2. Seismic waves 

Seismic waves are divided into body waves and surface waves. Body waves are either 

P- or S-waves and can travel deep into the subsurface. P-waves travel with a particle 

motion parallel to the propagation direction and can travel in both solids and liquids, 

while S-waves travel with a particle motion normal to the propagation direction and 

cannot travel in water due to the absence of shear strength in a liquid (Kearey et al., 

2002). The P-wave travels as an acoustic wave in air, and is then referred to as the air 

wave. Surface waves are seismic waves traveling along surfaces between media with 

different physical properties, and they are rapidly attenuated with increasing distance 

from the surface (Kearey et al., 2002). Several types of surface waves exist at various 

interfaces (e.g., solid-fluid or solid-vacuum), and they are characterized by different 

particle motions. Examples are Rayleigh waves, Lamb waves, Love waves, Scholte 

waves, and Stoneley waves. In this study, we focus particularly on the Rayleigh wave, 

which travels with a retrograde particle motion in a solid medium along the surface 

between the solid and air (Landau et al., 2012).  

The velocity of the envelope of a seismic wave with a finite bandwidth is called the 

group velocity, while the velocity of a specific frequency component of the wave is 

called the phase velocity (Mavko et al., 2009). In this study, we only consider elastically 

isotropic media (i.e., elastic properties are independent of direction), and the effective 
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elastic properties are related to seismic P- and S-wave velocities Vp and Vs in a 

homogenous medium through the equations 

𝑉𝑝 = √(𝐾 +
4

3
µ)

𝜌
⁄ , 

and  

𝑉𝑠 = √µ
𝜌⁄ ,  

where the effective density ρ is a weighted average of the densities of all constituents, 

and K and µ are the bulk and shear modulus, respectively. From the equations, it is 

evident that the P-wave will always travel faster than the S-wave in the same medium 

because it depends on both shear and bulk modulus ({K, µ}≥0). For a Rayleigh wave 

traveling along the surface of a homogenous medium (halfspace), the seismic velocity 

cR is related to the effective elastic properties through the equation (Landau et al., 2012)  

ζ3  −  8ζ2  +  8ζ(3 −  2η)  −  16(1 −  η) = 0,       

where 

 𝜁 =
𝑐𝑅

2

𝑉𝑠
2⁄  and 𝜂 =

𝑉𝑠
2

𝑉𝑝
2⁄ .  

Bergmann (1948) gives an approximate solution to this equation, valid for positive 

Poisson’s ratios ν: 

𝑐𝑅
𝑉𝑠

⁄ =
(0.87 + 1.12𝜈)

(1 + 𝜈)⁄ ,  

demonstrating that changes in the shear modulus will have a particularly large impact 

on the Rayleigh wave velocity (see also Malischewsky (2005)).  

In nature, the subsurface is not homogenous, but the elastic properties rather vary with 

depth. This can be due to variation in mineralogy, porosity, fluid content, and pressure. 

For body waves, this results in reflection or refraction of energy at boundaries between 

media with different elastic properties; it is for example the large difference in elastic 
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properties between solids and liquids that makes seismic so effective for hydrocarbon 

exploration (Kearey et al., 2002). For surface waves, this can instead make the wave 

dispersive, meaning frequency-dependent phase velocity, i.e., group velocity ≠ phase 

velocity (Mavko et al., 2009). Dispersion is also associated with other frequency-

dependent rock properties, such as attenuation. Waves can be dispersive due to intrinsic 

dissipation (intrinsic dispersion), and/or due to layering of the medium that they travel 

in (geometric dispersion or apparent dispersion) (Liu et al., 1976), where the former is 

usually small compared to the latter. Rayleigh waves in elastic near-surface sediments 

with a varying velocity depth gradient are geometrically dispersive because high 

frequency amplitudes decrease more rapidly with depth than lower frequencies. Hence, 

as illustrated in Figure 3, sediments at both shallow and greater depths affect low 

frequencies, while only shallow sediments affect high frequencies. Thus, waves of 

different wavelength travel with different phase velocities, and the dispersion 

characteristics of surface waves carry information about the variation in elastic 

properties with depth (Socco et al., 2010).  

 

Figure 3: Low frequencies (long wavelengths λ3) travel deeper than high frequencies (short wavelengths 

λ1). If elastic properties vary with depth, the various frequency components travel with different phase 

velocities. If elastic properties increase with depth, the wave is normally dispersive, and if they decrease 

with depth, the wave is inversely dispersive. 

1.2.3. Seismic data analysis  

From the previous sections, it is clear that the seismic wave properties of both body and 

surface waves depend on the elastic properties of the media that they travel in, and thus 

indirectly carry information about these properties. However, careful seismic analysis 

is necessary to extract this information (Yilmaz, 2001). Seismic data can be analyzed 
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for seismic amplitudes, travel times, frequency content, and attenuation. The seismic 

amplitudes are proportional to either the pressure recorded at a hydrophone, or the 

particle velocity of a geophone (Kearey et al., 2002). From experience and knowledge 

about seismic properties of the various wave types, we can recognize specific events in 

seismic gathers, for example direct or refracted body waves as linear events, reflected 

body waves as hyperbolic events, or dispersive surface waves as fan-shaped events.  

Depending on our purpose for studying the seismic data, we often want to enhance some 

wave events and suppress others. This can be achieved through seismic processing. The 

seismic processing scheme needs to be designed depending on how the seismic data 

were acquired, and what we are interested in studying in the data. As an example, the 

Rayleigh wave is usually considered to be noise in reflection seismic imaging, but may 

be useful for near-surface engineering purposes. Some typical processing steps are 

muting of unwanted events, deconvolution to remove the effect of the source signal, 

filtering to remove ambient or coherent noise and multiples, amplitude recovery to 

compensate for amplitude loss with depth, and stacking to enhance the signal-to-noise 

ratio. Further, it is useful to transform the recorded signal to the frequency domain using 

Fourier transformation, which allows us to study how energy is distributed with 

frequency (Yilmaz et al., 2001).  

Another tool for analyzing seismic data is seismic modeling. The objective of seismic 

modeling is to simulate a seismic experiment, and it is therefore useful for linking 

effective rock physics properties with seismic observables. The aim can be to produce 

synthetic seismic data from known effective rock physics properties (forward 

modeling), or to obtain effective rock physics properties from seismic data (inverse 

modeling) (Krebes, 2004). Seismic inversion is carried out as an iterative process of 

minimizing the error between observed seismic data and synthetic seismic data 

generated through forward modeling of a given subsurface model (Cooke and Cant, 

2010; Socco et al., 2010). The subsurface model that produces the minimum error 

between observed and modeled seismic data is assumed to be the correct model. We can 

compute the misfit in the time domain or in the frequency domain, and many different 
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methods for carrying out the inversion are possible, taking into account either certain 

parameters or the entire seismic wavefield, see Cooke and Cant (2010) for an overview.     

1.3. Seismic in the Arctic  

Even though the potential of using seismic for mapping the subsurface is well 

established, several special aspects need to be considered when seismic is used in the 

Arctic: 

 Scientific challenges include how to account for temperature-dependent elastic 

properties, how to analyze data with dominant surface waves, and how to 

analyze data acquired in an area with irregular velocity gradients.    

 Logistical challenges include how to acquire seismic data in harsh weather 

conditions in a safe way, and how to make sure we do not harm the vulnerable 

Arctic fauna and flora.  

In the following sections, some of these aspects are described in more detail.  

1.3.1. Impact of ice on elastic properties  

When sediments freeze or thaw, the volume fractions of water and ice change, and 

therefore the effective elastic properties are affected. Since the elastic bulk and shear 

modulus of solid ice are higher than those of liquid water, the corresponding effective 

elastic properties and seismic velocities increase with increasing ice saturation 

(Zimmerman and King, 1986). This has been documented in several laboratory 

experiments (Timur, 1968; Dou et al., 2016).  

In addition to ice saturation, the effective rock physics properties strongly depend on the 

geometrical distribution of ice in the pore space (Dou et al., 2017). Dvorkin et al. (1994, 

1999) and Dvorkin and Nur (1996) describe how effective elastic properties vary with 

ice saturation for various microstructural distributions of pore ice in sediments. Figure 

4 shows four possible scenarios for how ice can form at a pore scale: a) ice forms at the 

grain contacts where it cements the grains together. Therefore, even a small increase in 

ice saturation increases the effective stiffness and rigidity of the medium drastically. b) 

Ice forms in the pore-space without initially being in contact with the grains. Therefore, 
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increasing ice saturation does not significantly affect effective stiffness and rigidity until 

the ice saturation is high enough that the ice comes in contact with the grains. c) Ice 

forms part of the load-bearing frame. In this case, effective stiffness and rigidity slowly 

increase at low ice saturations, before rapidly increasing at high ice saturations. d) Ice 

coats and cements the sediment grains. Therefore, effective stiffness and rigidity rapidly 

increase even at low ice saturations, but slightly less than for the purely cementing model 

because some of the ice also forms away from the grain contacts.  

 

Figure 4: Various models of pore-scale distributions of ice: a) Cementing pore ice, b) Pore-filling ice, 

c) Frame-strengthening ice, d) Coating cementing ice.  

Laboratory and field data show that observed seismic velocities do not fit with seismic 

velocities computed using either one of these models (Dou et al., 2016; Matsushima et 

al., 2016; Wu et al., 2017), which suggests that pore ice morphology in partly frozen 

sediments is complex. Thus, determining how pore ice morphology affects seismic data 

is one of the main challenges related to using seismic in the Arctic.  

1.3.2. The Arctic seismic wavefield  

Since cryospheric media generally have higher effective elastic properties than their sub-

Arctic counterparts do, the uppermost layer in Arctic environments is typically stiffer 

than the layers below. This leads to seismic records that deviate from those we obtain in 

locations where the uppermost layer is softer than those below (Johansen et al., 2011). 
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Velocity reversals in the ground due to varying ice content or ice saturation with depth 

prevent recording of energy that is reflected or refracted from boundaries in the 

subsurface. Additionally, the stiff upper layer facilitates certain wave types, which is 

evident from seismic data acquired in Arctic environments that tend to show strong 

surface waves (Rendleman and Levin, 1990; Johansen et al., 2003; Tsuji et al., 2012; 

Johansen and Ruud, 2020). This includes Rayleigh waves in seismic data acquired on 

frozen ground and on glaciers, and Scholte waves and flexural ice waves (asymmetrical 

Lamb waves) in seismic data acquired on floating ice over shallow water. In Figure 5, 

we show examples of seismic data acquired on floating sea ice and on frozen ground on 

Svalbard. The high-amplitude and dispersive surface waves make it a challenge to 

interpret seismic data for reflections and refractions from deeper sediments. However, 

their presence also makes it interesting to analyze the surface waves to see what they 

can tell us.  

 

Figure 5: Seismic data acquired in Arctic environments tend to show strong surface waves. a) Seismic 

data acquired with an air gun at 1.5 m depth in water and vertical component geophone strings on 

floating sea ice (data used in Paper 1). b) Seismic data acquired with detonating cord on frozen ground 

and vertical component single geophones and geophone strings (data used in Paper 2). Note the 

different time scales in the two figures. 
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1.3.3. Arctic seismic data acquisition  

Logistically, seismic experiments are difficult to carry out in the Arctic due to its remote 

location and harsh weather conditions (Trupp et al., 2009). Some of the equipment used 

at lower latitudes does not work in the Arctic, for example, marine streamers cannot be 

used on sea ice-covered ocean (Johansen et al., 2011). Additionally, battery life of 

seismic equipment is often short in very cold environments, and HSE concerns may stop 

or delay seismic operations. Hence, seismic experiments in the Arctic need to be 

meticulously planned, but also allow for rapid change of plans.  

It is also important that the seismic data are acquired without affecting the Arctic animal 

life, which includes marine mammals, polar bears, foxes, reindeer, and migratory birds. 

Since seismic P-waves travel as acoustic waves in air and water, concerns have been 

raised about possible impacts of seismic on the hearing of animal life, in particular 

marine mammals (e.g., Gausland, 2000; Malakoff, 2002; Lavelle, 2010). Just like 

humans, marine mammals have a hearing that depends on both the intensity, frequency, 

and duration of the sounds they are exposed to (Gordon et al., 2003). Sound pressure 

level (SPL) is a decibel measure of how loud a sound is heard as, and is related to the 

wave pressure (0-to-peak) pe through the equation (Southall et al., 2007) 

𝑆𝑃𝐿 = 20log (
𝑝𝑒

𝑝0)⁄ ,     

where p0 is the reference pressure (1 µPa in water, 20 µPa in air). By instead using the 

sound exposure level (SEL), we can additionally take into account the number and 

duration of sounds. 

Thresholds for sound levels that may lead to temporary and permanent hearing threshold 

shifts in marine mammals (TTS and PTS, respectively) have been determined by NMFS 

(2016). Additionally, the frequency-dependent hearing sensitivity of marine mammals 

means that they do not hear all frequencies equally well. Physical experiments have been 

used to determine weighting functions that can be used to assess how well they hear a 

sound based on the frequency content (Southall et al., 2007; Southall et al., 2019). Figure 

6 shows estimated weighting functions for a variety of marine mammals, demonstrating 

that sound levels at frequencies the animals have a low sensitivity for are weighted down 
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up to 50 dB relative to sounds at the frequency the animals hear best. Since both pressure 

and frequency content of the seismic waves can be somewhat controlled through the 

choice of seismic source, the impact on the hearing of animals is relevant to consider 

when planning seismic experiments.   

 

Figure 6: Weighting curves for different functional hearing groups of cetaceans and seals: baleen 

whales (LF-cet), larger odontocetes and most dolphins (MF-cet), high-frequency specialists, including 

porpoises (HF-cet), true seals (Phocid), and sea lions and fur seals (Otariid). Figure from Tougaard 

and Beedhold (2019), published under Open Access License CC BY-NC-ND by Elsevier Ltd. Seismic 

experiments usually aim to generate low frequencies (<100 Hz), which most marine mammals have a 

low hearing sensitivity for.  
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2. Main scientific contributions  

In this chapter, the four papers that make up the main part of this doctoral thesis are 

reprinted. Papers 1 and 3 are reprinted in the journals’ format, and therefore have 

deviating page numbers from the rest of this thesis. Further, since the papers are 

published or submitted to different scientific journals, the reference styles vary.  

  



34 



45                               

 
 

 

Paper 2 

Accepted for publication in Geophysics.  

Paper 2: Stemland, H. M., Johansen, T. A., Ruud, B. O. & Mavko, 

G. (2020). Elastic properties as indicators of heat flux into cold 

near-surface Arctic sediments. Geophysics. 

Final accepted version reprinted with permission from SEG. 

Copyright: Society of Exploration Geophysicists 2020.  

doi: https://doi.org/10.1190/geo2019-0662.1 

II 



46 

 

 

 

  



47 

 

 

ELASTIC PROPERTIES AS INDICATORS OF HEAT FLUX INTO COLD 

NEAR-SURFACE ARCTIC SEDIMENTS 

Helene Meling Stemland1, 3, helene.stemland@uib.no 

Tor Arne Johansen1, 2, 3, TorArne.Johansen@uib.no 

Bent Ole Ruud1, 3, Bent.Ruud@uib.no 

Gary Mavko4, mavko@stanford.edu  

1 University of Bergen, Department of Earth Science, PO Box 7803, 5020 Bergen, Norway. 

2 The University Centre in Svalbard (UNIS), PO Box 156, 9171 Longyearbyen, Norway.  

3 ARCEx, UiT The Arctic University of Norway, PO Box 6050 Langnes, 9037 Tromsø, Norway. 

4 Stanford University, Geophysics Department, 397 Panama Mall Mitchell Building, Stanford, CA 

94305-2215.  

Running head: Elastic properties of Arctic sediments 

Original paper date of submission: 8 October 2019.  

  



48 

 

 

ABSTRACT 

Temperatures in the terrestrial Arctic are today increasing at the highest rate on Earth, 

and heat flux into the cold sediments may result in extensive thawing. Thawing sediments lose 

their mechanical strength, and warming therefore has significant geomorphic consequences. 

We have combined heat flux, rock physics, and seismic modeling to estimate the change in 

elastic properties related to various published future climate scenarios in the Arctic, and thus 

investigate the feasibility of exposing thawing rates from seismic data. The heat-flux model was 

validated using temperature data continuously recorded at the surface and within a well in 

Adventdalen, Svalbard. We estimated the evolving temperatures in an upper vertical section of 

the well using the heat-flux model, and compared with actual measured well temperatures. The 

modeled and measured data were consistent, even though our simplified model ignores heat 

transport due to fluid flow and the effects of clay. The heat flux modeling resulted in subsurface 

isotherms that were input to rock physics modeling based on two-end-member mixing of fully 

frozen and unfrozen composites to delineate possible climate effects on the seismic properties 

of the sediments. The results show that elastic and seismic properties of (partly) frozen 

unconsolidated near-surface saline sediments strongly depend on heat flux into the subsurface, 

and vary both seasonally and between different climate scenarios. Seismic data obtained by full 

waveform modeling and real experiments in Adventdalen show that time-lapse analysis of 

Rayleigh waves may be an efficient tool for monitoring heat flux into the terrestrial Arctic.  
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INTRODUCTION 

The terrestrial Arctic is mainly covered by continuous or discontinuous permafrost, 

defined as perennially cryotic ground. This purely thermal definition implies that permafrost is 

not necessarily frozen, as salinity, absence of moisture, or surface effects can prevent freezing 

to temperatures well below 0℃ (French, 2017). Permafrost is believed to hold twice as much 

carbon as is currently present in the atmosphere, and also acts as a seal for other climate gases 

trapped beneath, including gas hydrates. Thus, a potential thawing of frozen permafrost caused 

by warmer climate may lead to emissions of strong greenhouse gases like carbon dioxide and 

methane, imposing further warming (IPCC, 2014; Schuur et al., 2015; Comyn-Platt et al., 

2018). Hence, understanding the impact of thawing on the climate models used for projecting 

future climate change is crucial, and can be enhanced by the use of geophysical methods for 

mapping and monitoring frozen ground areas. 

The fifth assessment report (AR5) from the Intergovernmental Panel on Climate Change 

(IPCC, 2014) suggests global mean temperature increases of 0.3 – 4.8°C from the end of the 

20th century to the end of the 21st century. In AR5, the IPCC (2014) also state that it is very 

likely that temperatures in the Arctic will increase more than the global mean due to so-called 

Arctic amplification, with the highest impact onshore. According to Schoolmeester et al. 

(2019), Svalbard in the Norwegian Arctic will experience among the most dramatic temperature 

increases in the Arctic. Seneviratne et al. (2016) estimate regional temperature changes in 

Svalbard up to five times larger than the minimum annual global change. However, Overland 

et al. (2014) highlight that there will be large seasonal differences, with the largest increase 

occurring during the winter. Following the predicted changes in Arctic climate, the IPCC (2014) 

estimate that the area with permafrost in the upper 3.5 m will decrease by 37 – 81% by the year 

2100, but consider the exact physical thawing rates a main source of uncertainty.  
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 Electrical resistivity, dielectric permittivity, and seismic velocities are useful 

geophysical properties to distinguish between unfrozen and frozen ground (Kneisel et al., 

2008), and techniques sensitive to these properties have been tested for mapping Arctic near-

surface sediments (Briggs et al., 2016; Wu et al., 2017; Keating et al., 2018). These methods 

all detect changes in the thermal state of permafrost, but show various degree of success in 

accurately estimating ice content in the sediment, specifically when the ground is only partly 

frozen. For example, the correlation between resistivity and temperature is complicated when 

unfrozen water is present at subzero temperatures (Wu et al., 2017), limiting the use of 

geoelectrical and electromagnetical methods. Limited penetration depth is also a problem for 

many geophysical techniques, but seismic experiments can be tailored to investigate various 

depths (Kneisel et al., 2008). However, conventional reflection and refraction seismic methods 

are inadequate if the velocity gradient is irregular like in the case of varying degree of freezing 

with depth (Dou and Ajo-Franklin, 2014). Only a few studies have been devoted to the 

application of seismic surface waves for investigating or monitoring terrestrial Arctic 

environments (Tsuji et al., 2012; Dou and Ajo-Franklin, 2014).  

A number of laboratory experiments show that elastic and seismic parameters of 

partially or fully water-saturated unconsolidated sediments increase substantially when pore 

fluid freezes, since frozen ground is stiffer and less deformable than unfrozen ground 

(Zimmerman and King, 1986; Dou et al., 2016; Matsushima et al., 2016; Wu et al., 2017). 

Hence, thawing of currently frozen ground can have large geomorphic consequences, 

particularly in areas with high ground-ice content (Nelson et al., 2001; Hjort et al., 2018). In 

turn, large volume of ice thawing may lead to subsidence, with significant risks for building 

and infrastructure damage due to loss of shear strength. In this regard, the strong dependence 

of freezing conditions on elastic properties enables detection of thawing using seismic methods. 

However, to what degree the elastic properties of near-surface sediments will change following 
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future climate change as projected by the IPCC (2014) and how this will appear in seismic data 

is uncertain. A robust correlation between surface temperature and elastic properties has to be 

conducted as a first step to integrate seismic data, permafrost degradation, and global climate 

models.  

The objectives of this paper are to combine heat flux, rock physics, and seismic 

modeling to estimate the changes in elastic properties associated with various published future 

climate change scenarios for the Arctic, and thus investigate the feasibility of using seismic data 

to expose thawing in unconsolidated sediments. We first evaluate the role of various parameters 

such as salinity, pore fluid saturation, and moisture content on heat transport in unconsolidated 

sediments. By perturbing some of the above parameters, considering a simple horizontally 

layered saline sediment model defined from well data onshore Svalbard, we model heat flux 

into the sediments using recent top ground temperature history data, but also inferring top 

ground temperature increases as discussed in AR5 (IPCC, 2014). We then review a procedure 

for how to model the seismic properties of freezing or thawing sediments, and apply this 

workflow to finally estimate the perturbing elastic properties and surface-wave characteristics 

based on the previous heat-flux modeling results.  
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HEAT TRANSPORT IN COLD SEDIMENTS 

Transport of heat occurs through convection and conduction, and depending on the 

material, either of these two processes may be dominant. In addition, latent heat is absorbed or 

released to alter the material’s molecular structure when a material changes phase. Conduction 

is commonly assumed as the dominant heat transfer mechanism in permafrost (Romanovsky 

and Osterkamp, 2000), although some studies suggest that convection can contribute to a 

significant amount of thawing during the spring (Kane et al., 2001; Veuille et al., 2015). 

Weismüller et al. (2011) model heat transport in permafrost at a site on Svalbard, and compare 

with field data. They found that convective transport by liquid water and water vapor only 

carried minor amounts of the total heat flux throughout the year. Therefore, we here assume 

that including only conduction is justified because we do not attempt to compute exact thawing 

rates at a specific day or time of the year, but rather estimate the general degree of thawing. 

Hence, our estimates of thawing are to some extent more conservative during periods of 

extensive thawing, when the contribution of convective mechanisms is slightly more 

significant. This assumption reduces the computational complexity of the problem, as for 

convection a fully coupled soil water model is required (Zhang et al., 2008). Figure 1 illustrates 

some important concepts related to heat transport in permafrost. The amount of surface heat 

transmitted to depth depends on the temperature at the ground surface and the near-surface 

thermal properties.  

Modeling heat flux into cold sediments  

By limiting our study to the case of conduction only, we start with the 1D enthalpy 

equation (Govaerts et al., 2016) 

𝐶
𝜕𝑇

𝜕𝑡
+ ∇ ∙ (−𝜅∇𝑇) = 𝑄.                      (1) 
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Here, C (Jkg–1K–1) is volumetric specific heat capacity (hereafter referred to as heat capacity), 

T (°C) is temperature at depth z (m), t is time, κ (Wm–1K–1) is thermal conductivity, and Q 

(Wm−2) is external heat flux (e.g., geothermal heat flux). To find the relevant properties of a 

material made up of several constituents, we follow a similar approach as Govaerts et al. (2016), 

Mottaghy and Rath (2006), and Kitover et al. (2013). This implies replacing C and κ with their 

so-called equivalent properties Ceq and κeq, based on a weighting of the thermal properties of 

the various constituents. Latent heat L (J/kg) is included in the equivalent heat capacity to avoid 

a separate treatment of this effect, following Zhang et al. (2008) and Weismüller et al. (2011). 

The equivalent properties include a smoothed Heaviside function, defined by Ф, changing from 

zero to one for fully frozen to fully unfrozen material over a temperature interval dt that depends 

on the salinity, due to water changing phase in this temperature interval. We here modify the 

expression for equivalent heat capacity Ceq from Govaerts et al. (2016) to include a volume 

fraction of air in the pore space. For a medium consisting of matrix, air, fluid, and ice (n={m, 

a, f, i}, respectively), we have 

𝐶𝑒𝑞 = 𝜃𝑚𝜌𝑚𝑐𝑚 + 𝜃𝑎𝜌𝑎𝑐𝑎 + 𝜃𝑓𝜌𝑓 (𝑐𝑓 +
𝜕Ф

𝜕𝑇
𝐿) + 𝜃𝑖𝜌𝑖 (𝑐𝑖 +

𝜕Ф

𝜕𝑇
𝐿).        (2) 

Here, cn, ρn, and θn are heat capacity, density, and volume fraction of the various constituents; 

see Table 1 for typical values. The total porosity is thus θ = θa + θf + θi, and by defining θf = (θ 

– θa) Ф, and θi = θ – θa – θf, phase change is included in equation 2. Density is assumed constant 

with temperature. Note the difference between the two expressions ice saturation and saturation; 

the former meaning the ratio of ice to total water and ice content, and the latter meaning the 

ratio of total water and ice content to total pore space.  

Govaerts et al. (2016) use a square root mean to compute equivalent thermal 

conductivity κeq, but based on discussions in Zhang et al. (2008) and Weismüller et al. (2011), 
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we choose to use De Vries (1963) parameterization instead, which from Weismüller et al. 

(2011) reads 

 𝜅𝑒𝑞 =
𝑓𝑚𝜃𝑚𝜅𝑚 + 𝑓𝑎𝜃𝑎𝜅𝑎 + 𝑓𝑓𝜃𝑓𝜅𝑓 + 𝑓𝑖𝜃𝑖𝜅𝑖

𝜃𝑚𝑓𝑚 + 𝜃𝑎𝑓𝑎 + 𝜃𝑓𝑓𝑓+ 𝜃𝑖𝑓𝑖
,          (3) 

where κn are the thermal conductivities of the various constituents with subscripts as defined 

above. The shape factors fn of the various constituents assuming a continuous soil matrix with 

independent spherical particles are estimated by Weismüller et al. (2011) as  

𝑓𝑛 =  [1 +
1

3
(

𝜅𝑛

𝜅0
− 1)]−1,               (4) 

where κ0 denotes the thermal conductivity of the background medium (here κ0= κm).  

The pore water salinity conditions the fraction of ice at a given temperature. Figure 2 

shows that increasing the salinity leads to freezing point (i.e., starting temperature for ice 

formation) depression and gradual phase change down to the eutectic point (–21.3℃), which is 

caused by progressive salination of the residual pore water during temperature decrease (Potter 

et al., 1978; Dou et al., 2016). For simplification of the heat-flux modeling procedure, we here 

use the smoothed Heaviside function to represent the phase change. 

We conducted a sensitivity analysis (Appendix A) of the various parameters in the 

model and found that salinity, saturation, and moisture content have the following effects on 

latent heat release/absorption, heat capacity, and thermal conductivity. First, increasing the 

salinity spreads out latent heat release/absorption over a larger temperature interval, and 

increases heat capacity and reduces thermal conductivity at a lower temperature. Second, 

increasing the saturation increases both the heat capacity (most in the unfrozen state) and the 

thermal conductivity (most in the frozen state). Third, increasing volumetric ice content causes 

higher latent heat release/absorption, while it reduces the heat capacity in the frozen state, and 
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increases it in the unfrozen state. Further, it reduces thermal conductivity severely in the 

unfrozen state, and slightly in the frozen state.     

Test of heat flux model 

To test the validity of the heat flux model implied by equations 1–3, we use borehole 

and temperature data acquired in a well in the high-Arctic fjord-valley Adventdalen on Svalbard 

(Figure 3). Details of the study area and data acquisition can be found in TSP Norway (2013), 

Gilbert et al. (2018), and Bratlie (2018). We consider a simplified model of the upper 20.0 m 

of sediments in the well, with physical properties derived from well log data. The sediments are 

unconsolidated, and the sediment layering including composition, porosity, and pore fluid 

properties are given in Table 2. Our first numerical experiment models the temperature 

development within this sequence of sediments, enforced by the varying top ground 

temperature data monitored in the well during a one-year cycle in 2012/2013.  

According to Gilbert et al. (2018), lateral lithological variations are gentle in this area, 

justifying the use of data from only one well to construct the model. We furthermore simplify 

the lithological composition of the sediments by neglecting the presence of clay, since its 

complicating effect on heat transport is not considered in our model. In the study area, the upper 

sediments are eolian which freeze and absorb heat in a different way than the marine sediments 

below, and we therefore assume that salinity varies with depth. As a lower boundary condition, 

we use the data of Christiansen et al. (2010) and Biskaborn et al. (2019) to constrain a constant 

temperature of –5.5℃ at 20.0 m depth and below.  

For modeling heat flux, equation 1 was formulated in a finite-element scheme as 

provided by COMSOL (Pryor, 2009), where the equivalent heat capacities and thermal 

conductivities are determined from equations 2 and 3, and therefore vary with time and depth 

as the temperature distribution evolves with time. The modeling was initiated from the 
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measured borehole temperatures on the 10th of August 2012. Figure 4 shows modeled and 

measured temperatures in well AS-B-2 for every third month of the considered year. The model 

predictions are overall consistent with observations except during early winter (December), 

indicating that the model predicts a slightly more rapid change in subsurface temperatures than 

observed. This can be due to neglecting the effects of clay when modeling the equivalent 

parameters for heat transport, or inaccurate model parameters such as thermal properties, 

saturation, or moisture content. Furthermore, any effect of convection caused by circulating 

water is not considered, including refreezing of unfrozen water displaced by capillary forces. 

However, the model predictions seem to be in the range of observations, and our heat-flux 

model can thus be used to link effects of surface temperature variation to thawing and freezing 

of near-surface sediments in Arctic regions.  

Possible thawing effects of a warmer climate 

Our next modeling experiments emphasize the combined effects of varying pore fluid 

conditions and surface temperatures. In AR5, the IPCC (2014) present four scenarios of 

possible future temperature projections based on various initiated mitigation efforts, referred to 

as representative concentration pathways (RCP’s). In the following, we simulate the thawing 

effects due to three top ground temperature scenarios associated with these RCP’s in the year 

2100. This includes the situation of today (T1, Figure 5a), and the predicted monthly average 

temperature increases of 2 – 8℃ (T2) and 5 –14℃ (T3), corresponding to RCP4.5 (“mitigation 

scenario”) and RCP8.5 (“business-as-usual scenario”), respectively. These projections are 

based on the experiments of Overland et al. (2014), and by assuming that top ground 

temperature increase will be similar to air temperature increase. Although future temperature 

fluctuations are most probably to change in both amplitude and frequency, we consider typical 

annual cycles of the temperature for T2 and T3 by adding the monthly average temperature to 

the data describing T1, as displayed in Figure 5b.  
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Further, various models for the salinity of the pore water (S1 and S2), saturation (w1 – 

w5), and ground moisture content (m1 – m4) are imposed, while the sediment properties are 

given in Table 2. We include the latter scenario because Gilbert et al. (2018) identify a pure ice 

layer at this depth through the study of several cores from Adventdalen; thus, knowledge about 

the impact of ground ice on heat flux is relevant. Table 3 defines the values of the various model 

parameters. In Figure 6, we present the modeled thawing depth (i.e., depth where ice formation 

starts) for the various scenarios. 

Figure 6a shows that T1, T2, and T3 all lead to thawing of near-surface sediments, 

though to different extents. For T1 and T2, the thawing depth stays relatively constant from 

year to year, and the summer thawing is reversed during winter, while the most dramatic 

thawing is for T3, where thawing depth increases for every year.  Figure 6b shows that heat 

conducts to greater depths for non-saline sediments S2 than for saline sediments S1. Less 

energy is required to increase the temperature of non-saline than saline permafrost at subzero 

temperatures, because phase change is involved in the latter, but not in the former. Further, as 

indicated by the sensitivity analysis (Appendix A), equivalent heat capacity starts to increase 

and thermal conductivity starts to decrease at a lower temperature for saline permafrost than for 

non-saline permafrost. Thus, changing the salinity affects both the heat transport into the ground 

and the freezing point of the pore water, and hence, the thawing depth. Figure 6c reveals more 

thawing for lower saturations, which is consistent with the sensitivity analysis that showed that 

latent heat, heat capacity, and thermal conductivity all increase for increasing saturation. Thus, 

lower saturation leads to increased thawing depth because air leads heat to depth easier than 

water or ice, and because less material is involved in the phase change process at lower 

saturations. Finally, Figure 6d indicates that less thawing occurs for permafrost with higher 

ground ice content, which is consistent with studies by Harris et al. (2009) and Etzelmüller et 
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al. (2011). This is because a larger volume of ice takes a longer time to melt due to the higher 

latent heat uptake required to complete the process.  
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CALCULATING THE ELASTIC RESPONSE OF FREEZING/THAWING SEDIMENTS 

To investigate the impacts of future thawing on seismic properties as implicated by the 

results of the previous sections, we evaluate the effects of altered temperature and ice saturation 

distributions on the elastic properties through rock physics modeling. Numerous authors, 

including Zimmerman and King (1986), Dvorkin et al. (1994, 1999), Minshull et al. (1994), 

Ecker et al. (1998), Carcione and Seriani (1998), Johansen et al. (2003), and Dou et al. (2017) 

discuss the effects of freezing pore water on elastic properties of rocks. For unconsolidated 

sediments, freezing can cause the seismic velocities to increase extensively, as documented by 

Timur (1968), King et al. (1988), and Dou et al. (2016). Note that for consolidated sediments, 

the impact of freezing on the elastic parameters is not found to be as strong (Matsushima et al., 

2016), and thus our approach is only valid for unconsolidated sediments. For rock physics 

modeling, we describe the freezing effects on the bulk modulus K and shear modulus µ. 

Figure 7 illustrates our workflow for modeling elastic properties of unconsolidated 

sands for various freezing and fluid saturation scenarios discussed in the previous sections. The 

schematics define the rock physics modeling of two elastic members: A is representing sand in 

unfrozen state, and B is representing sand in frozen state. Member A is either a (1) dry, (2) fully 

water-saturated, or (3) patchy water-saturated sand, while member B is either a (4) fully or (5) 

patchy ice-saturated sand. The rock physics modeling strategies used for computing the elastic 

parameters of sand in state (1) – (5) are listed in Table 4; for completeness, the details of the 

modeling procedures are fully reviewed in Appendix B. Further, we apply the same approach 

as Dou et al. (2017), and use the Hashin-Shtrikman (HS) bounds (Hashin and Shtrikman, 1963) 

to describe the transition from unfrozen (A) to frozen state (B), or vice versa. The 

microstructural interpretation of the lower bound (HS–) is that it applies to simulate a situation 

where the frozen pore water in sand occurs in local domains, which means that the pore ice 
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remains disconnected, except when it is fully saturated and completely frozen. 

Correspondingly, the upper bound (HS+) describes a situation where the ice gradually forms as 

a connected aggregate within the sand. If the freezing of pore water occurs both ways, we use 

the average of the two bounds, which is similar to the Hill average (Hill, 1963; Mavko et al., 

2009). Dou et al. (2016, 2017) show that the Hill average of the HS bounds coincides most with 

the elastic bulk modulus measured during controlled freeze-thaw experiments, and also 

compared with models assuming a single type of ice distribution (Dvorkin et al., 1994, 1999; 

Dvorkin and Nur, 1996). We therefore use the Hill average HS bounds in our modeling. 

The computed effective elastic properties are related to P-wave (Vp) and S-wave (Vs) 

velocities in case of elastic isotropy by  

𝑉𝑝 = (
𝐾+4𝜇/3

𝜌
)

1

2
,              (5) 

and  

𝑉𝑠 = (
𝜇

𝜌
)

1

2
.                (6) 

Here,  denotes the density, given by 

𝜌 = (1 − 𝜑)𝜌𝑠 + 𝜑(𝑆𝑤𝜌𝑤 + 𝑆𝑖𝜌𝑖 + 𝑆𝑎𝜌𝑎),           (7) 

where φ is sediment porosity and s is sediment density. Furthermore, Sj and j are saturation 

and density of water, ice, and air (j={w, i, a}), respectively. 

Figure 8 shows the modeled effective elastic and seismic parameters for unconsolidated 

sand at 10.0 m depth when the sediment is either fully or partially saturated, and transitioning 

from unfrozen to frozen. Effective elastic moduli and seismic velocities are higher for fully than 

for partly saturated pores (except S-wave velocity at 0% ice saturation) due to the significantly 
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higher elastic moduli of ice than air. The shear modulus is here seen to be particularly sensitive 

to the freezing condition (Figure 8b).   
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ELASTIC RESPONSE OF COLD SEDIMENTS TO VARIOUS CLIMATE MODELS 

We now combine heat flux modeling of the various climate models T1 – T3 with rock 

physics modeling of typical near-surface sediments at Svalbard as defined by Table 2, and 

assuming a fully saturated medium. The rock physics modeling workflow of Figure 7 is 

implemented based on the isotherms of Figure 6a, which indicate the spatial and temporal 

temperature distribution within the near-surface sediments. Further, the relations of Potter et al. 

(1978) plotted in Figure 2 provide a direct estimate of ice saturation distribution with depth and 

time.   

Figure 9 shows modeled temperatures and velocities at 1.0 m and 3.0 m depth through 

the fourth year of the heat-flux modeling plotted in Figure 6a, for models T1, T2, and T3. We 

note that even at subzero temperatures, there are major variations in the seismic velocities with 

time due to the gradual phase change caused by saline pore water. Variations are greater at 1.0 

m depth than at 3.0 m depth, which is due to less heat being conducted down to the deeper 

sediments. For T1, temperatures at both 1.0 m and 3.0 m depth remain subzero most of the year, 

while for T3, temperatures exceed 0℃ for large parts of the year. This corresponds to high 

seismic velocities for T1, and much lower velocities for T3, which indicates that a warming 

climate will have a significant impact on the seismic velocities of the shallow unconsolidated 

sediments. We also observe that due to the time lag of the heat flux, the coldest day at 1.0 m 

depth is not the coldest day at 3.0 m depth. This is in accordance with Isaksen et al. (2007), who 

observed a time lag of about 1.5 months in maximum and minimum temperatures between 0.0-

3.0 m depth at a site close to the well indicated in Figure 3.   

In addition to evaluating how the near-surface seismic model perturbs throughout a year 

for each climate model, we also study how seismic velocity profiles with depth vary between 

winter and summer for each climate model. Figure 10 shows seismic velocity profiles for the 
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coldest and the warmest day at 1.0 m depth in Figure 9a. The velocity profiles differ extensively 

between winter (Figures 10a-10c) and summer (Figures 10d-10f). Temperatures in the 

uppermost sediments are strongly affected by the top ground temperature, so that higher top 

ground temperature corresponds to warmer upper sediments and lower seismic velocities. Thus, 

Figure 10 illustrates the softening of the uppermost sediments associated with a warmer climate. 

Temperatures at depths larger than 10.0 m are fairly constant, but can possibly also be affected 

by heat flux if temperatures continue to increase. A sharp decrease in velocity around 3.0 m 

depth is visible in all velocity profiles, which coincides with the depth of transition from eolian 

to raised marine deposits, and correspondingly, a transition from low to high salinity. An 

interesting feature is seen in the winter velocity profiles for models T2 and T3, showing that 

this sharp velocity decrease may disappear with a future warmer climate where winter 

temperatures are high enough that summer thawing is not completely reversed during winter. 

A similar tendency is seen during summer, where the thickness of the layer that thaws 

completely during summer increases from T1 to T3, indicating that if warming continues, the 

high velocity layer in the eolian sediments may completely disappear during summer.  
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USING SURFACE SEISMIC DATA TO DETECT THAWING IN COLD SEDIMENTS 

Since freezing conditions strongly influence on the shear modulus as seen in Figure 8, 

this implicates that surface waves should be sensitive to changing surface temperature. Surface 

waves of Rayleigh type propagate along a surface with a retrograde particle motion having an 

amplitude decreasing exponentially with increasing depth from the surface. The phase velocity 

of a Rayleigh wave depends on the elastic properties of the surface layer, but mostly on its shear 

modulus (Xia et al., 1999). A variation in the elastic properties of the near-surface layers means 

altered surface-wave signatures, and thus, as elastic properties vary with time and depth, this 

will cause time-lapse effects in the surface seismic data.    

Both Figures 9 and 10 show that seismic velocities respond significantly to thawing 

associated with future climate change. The difference between the various models also show 

that thawing has an impact on the general shape of the near-surface velocity profile (e.g., 

steadily/irregularly increasing/decreasing with depth). Hence, Rayleigh waves can potentially 

be used to monitor effects of surface temperature alterations on the freezing conditions of near-

surface sediments. To further scrutinize this, six seismic models constructed from the velocity 

profiles in Figure 10 were input to seismic modeling based on a full wavenumber integration 

method denoted OASES (Schmidt and Jensen, 1985). Figure 11 shows the corresponding 

modeled seismograms. There are significant differences between the various gathers, but the 

largest temperature time-lapse effects are revealed by the data representing summer conditions. 

For the data representing winter, the fundamental mode of the Rayleigh wave is distinct. The 

slope of this event becomes increasingly steeper from T1 to T3, which is related to the velocity 

decrease due to extended thawing. The gathers associated with summer are more complex. Also 

here, the velocity of the fundamental mode is decreasing from T1 to T3, but higher-order wave 

modes now become more extensive which makes the wavefield more complicated to interpret.  



65 

 

 

Figure 12 shows seismic data acquired from two repeated seismic experiments in 

Adventdalen at two different seasons: in May, before summer thawing commenced, and in 

September, when the surface temperature had been above 0℃ for a longer time period. The 

data display seasonal time-lapse effects; however, a direct comparison with the synthetic 

seismic data is impossible since the exact mineralogy, salinity, and saturation at the study site 

is unknown. In particular, the data displayed here were collected in an area of Adventdalen with 

high and laterally heterogeneous moisture content, which our previous results have 

demonstrated can significantly affect the data. Nevertheless, both examples demonstrate that 

surface seismic data may be a suitable tool for monitoring heat flux into areas that today are 

subjected to permafrost.  
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DISCUSSION 

This study aims towards developing an integrated workflow for understanding how the 

warming of the terrestrial Arctic can be monitored using time-lapse surface seismic data. 

Subsurface isotherms are constructed from heat flux modeling, which are converted to ice 

saturation distribution using the equations of Potter et al. (1978). Existing rock physics 

modeling strategies are then applied to relate ice saturation to effective elastic properties. The 

modeling workflow thus enables us to estimate how altered surface temperatures affect the heat 

flux into cold, saline sediments, and the corresponding effects on the elastic properties of the 

near-surface unconsolidated sediments. As such, it provides a basis for seismic monitoring of 

thawing of frozen near-surface sediments associated with ongoing and future Arctic climate 

change.   

Validity and limitations of the heat flux modeling 

The bulk of geoscience research on the effects of a warmer climate in the Arctic focuses 

on heating of the oceans and atmosphere, and the associated thawing of sea ice, glaciers, and 

the ice cap of Greenland. The heating of the vast terrestrial areas with permafrost in the Northern 

hemisphere is less understood, and few studies on the effect of climate change on the permafrost 

in Svalbard are available. Our modeled freezing point isotherm for scenario T1 reaches a 

maximum depth of about 1.2 m, which is comparable to measurements of the current active 

layer thickness in Adventdalen (Christiansen et al., 2010). This suggests that despite the 

simplifications in our heat-flux modeling, it provides realistic estimates of the heat flux into the 

ground today, which is also supported by the good correlation between modeled and observed 

temperatures in Figure 4.  

When it comes to future thawing, our heat-flux modeling approach is more difficult to 

verify. Isaksen et al. (2007) observe drastic permafrost temperature increases detectable down 
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to 15.0 m depth on Svalbard during a high temperature event within the range of temperature 

increase associated with future climate change. Our heat-flux modeling results are consistent 

with findings in the report “Climate in Svalbard 2100” (NCCS, 2019). The report suggests that 

the limit between whether permafrost remains or disappears by the year 2100 seems to be 

somewhere between RCP4.5 (our model T2) and RCP8.5 (our model T3). Figure 6a shows the 

maximum depth of the freezing point isotherm stabilizing at around 1.6 m depth for T2, while 

increasing in depth every year for T3.  

How climate will actually change in the Arctic regions is a topic of great debate. 

Although most scientists agree that temperatures will increase drastically over the next decades, 

the temperature projections used here represent just a few of numerous possible future 

scenarios. We also make the assumption that the increase in air temperature will be transmitted 

somewhat unfiltered into the near surface, but alteration of snow cover, vegetation, and drainage 

will also affect the heat transfer. The spring snow cover in the Northern hemisphere is likely to 

decrease by 25% by the year 2100 under RCP8.5 (IPCC, 2014). Since snow is an efficient 

insulation to heat flux due to its very low thermal conductivity and high reflectivity, alteration 

of snow cover constitutes a complicated variable to take into account (Groisman et al., 1994; 

French, 2017). Increased surface temperatures can lead to increased vegetation, but also an 

increase in the frequency of forest fires (Tchebakova et al., 2009). Additionally, precipitation 

in the form of rain will likely increase by year 2100, leading to increased runoff due to both 

increased rainfall and meltwater volume (NCCS, 2019). The effects of heat flux caused by water 

infiltration are not considered here. In that respect, our modeled effects of heating of sediments 

are conservative, as convection may provide an efficient heat transport from the surface into 

the ground as the degree of freezing decreases. 
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Validity and limitations of the rock physics modeling 

Deriving the effective elastic properties of partially frozen sediments is a complex 

process due to their strong dependence on the pore ice morphology. Dvorkin et al. (1994, 1999) 

and Dvorkin and Nur (1996) describe models for how elastic properties are affected by 

generation of ice at various pore-scale distributions, including ice occurring at grain contacts, 

ice coating the sediment grains, or ice filling the pore space. The first two models immediately 

act to stiffen the medium because the ice cements the grains together, while the latter model 

does not affect the effective stiffness significantly at low ice saturations because the ice is not 

initially in contact with the grains. Experimental results indicate that neither of these models 

can by itself explain the P-wave velocity observed during laboratory experiments with 

freezing/thawing sediments (Dou et al., 2016; Matsushima et al., 2016; Wu et al., 2017). We 

therefore instead choose to use the effective medium theory of Dou et al. (2017) due to the good 

agreement between the modeled P-wave velocities and the experimental results reported in Dou 

et al. (2016). Dou et al. (2016) did not measure S-wave velocities, but their modeled S-wave 

velocities coincide well with the experimental results of Matsushima et al. (2016). This 

approach inherently assumes a mix of both pore-filling and frame-strengthening ice forming at 

all ice saturations, which appears to be a decent approximation in unconsolidated sediments 

with low clay content (Dou et al., 2017). Although the approach of combining Hertz-Mindlin 

contact theory, self-consistent approach, and Hashin-Shtrikman bounds in itself has not been 

extensively tested, the individual approaches are all well known. 

Impact of physical parameters on elastic properties  

The geological model used here is a simplified representation of the geology in 

Adventdalen, which most certainly affects the results. We show that the salinity and saturation 

of the pore water are particularly important factors for the quantitative results, and our choice 
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of inaccurate parameters may have significantly affected the agreement between observed and 

modeled elastic properties. In this regard, the type and provenance of the near-surface sediments 

is crucial. Marine sediments contain salt, while extensive convection will over time act to 

reduce the salinity. We here assume a single low salinity in the upper 3.0 m, and a single higher 

salinity in the lower sediments, in addition to fully saturated sediments, even though Bratlie 

(2018) identify a range of salinities and saturations in a core from the area. Also, our model 

considers a simplified mineralogy and neglects the clay effects, which usually act to reduce the 

thermal conductivity and increase the unfrozen water content at low temperatures (Midttømme 

and Roaldset, 1998). This means that our modeled velocity profiles and corresponding seismic 

data are not exact representations of what would be collected in experiments in this area; 

however, the estimated degree of variation in elastic properties with time is likely relevant for 

terrestrial Arctic environments with saline unconsolidated sediments. Thus, our study provides 

valuable insight into how seismic studies can be useful for monitoring the warming of cold 

surface sediments.     

As the pore fluid changes phase from brine to ice, a volume expansion of up to 9% will 

occur. In our rock physics modeling, we account for the volumetric deformation of the sediment 

during freezing and thawing by implementing an effective density that is a function of ice 

saturation, as given by equation 7. From this, it follows that the effective density is reduced as 

the ice saturation is increased, and hence, the seismic velocities computed using equations 5 

and 6 are also slightly increased relative to assuming no volume expansion. However, pore 

volume expansion following phase change is ignored in our procedure for estimating ice 

saturation at a given temperature. Following Dou et al. (2017), the reasoning for making this 

assumption is that ice formation does not necessarily cause a linear pore volume expansion 

because some fraction of the ice may form without being in contact with the grains, especially 

in the early stages of freezing. The thicknesses of the layers in the model are also assumed to 
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be constant, but volume expansion would in nature typically lead to the generation of frost 

heave (Harris et al., 2009). Other effects of the volumetric deformation not accounted for in the 

modeling are due to the generation of cracks, including altered permeability that affects heat 

flux, and reduced strength of the frame which further acts to reduce the effect of increased 

effective shear modulus associated with the transition from brine to ice.  

Estimating elastic properties of near-surface sediments from seismic data   

Both the full waveform modeling of the seismic models adapted for various summer 

and winter scenarios and the real seismic data reveal significant time-lapse effects, indicating 

that seismic data can be used to detect near-surface thawing. However, to estimate near-surface 

temperature distribution, the seismic properties need to be inverted to elastic properties, which 

can then be related to temperature when the type of pore fluid is known. When the stiffnesses 

of the near-surface sediments increase with depth, the dispersion characteristics of surface-wave 

data can provide the vertical S-wave velocity profile by using the MASW inversion (Park et al., 

1999). However, our results demonstrate that when the near surface is frozen, stiffness 

potentially decreases from surface and downward, and previous studies have shown that in this 

case, this technique cannot be used due to the presence of higher-order wave modes (O’Neill 

and Matsuoka, 2005; Dou and Ajo-Franklin, 2014). Thus, an inversion of the surface-wave 

properties for elastic parameters needs to be conducted more carefully, including higher-order 

wave modes. This means that the design of data acquisition and the inversion strategy has to be 

carefully planned. Since we do not know the exact local geology and pore fluid chemistry at 

the site of the real data experiment, it is beyond the scope of this study to analyze the seismic 

data in order to estimate near-surface temperature distribution here. 
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CONCLUSIONS 

The contribution of our study is to provide a link between changing top ground 

temperature and the corresponding change in elastic parameters and mechanical strength of 

near-surface sediments in the Arctic. First, we have established a finite-element heat flux 

formulation for modeling vertical heat flux through a horizontally layered sediment model 

where each layer is defined by its heat transport properties. Based on well data providing the 

vertical lithology, fluid composition, and temperature, a one-year time series of top ground 

temperature data was used to model the corresponding temperature variation within the 

subsurface sediments. The modeled data were consistent with the well data, even though the 

effects of less conductive clay and convective heat transport were neglected. The heat-flux 

model was applied to various published future climate scenarios to evaluate future thawing of 

near-surface Arctic sediments. The modeled thawing depths were in agreement with other 

published studies. Second, the resulting subsurface isotherms were converted to ice saturation 

distribution, which was input to rock physics modeling of P- and S-wave velocities of the upper 

unconsolidated sediments.  

Our study has demonstrated that elastic properties of shallow saline unconsolidated 

sediments are strongly affected by increasing the top ground temperature, even at subzero 

temperatures. The properties strongly depend on salinity at subzero temperatures, due to its 

dominating effect on ice saturation. Full waveform modeling of the various climate-related 

seismic models reveals how signatures of Rayleigh waves alter with the various temperature 

models for such sediments, and observed seismic data also reveal a seasonal time-lapse effect. 

Hence, time-lapse analysis of surface-wave data may potentially be used for evaluating the heat 

flux into the cold saline terrestrial Arctic. This may be important for evaluating the 

consequences of rising temperatures in the Arctic with respect to both the stability and 
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geomorphology of currently frozen sediments, and their sealing capacity to prevent emissions 

of greenhouse gases from within and below. 
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APPENDIX A 

Sensitivity analysis of the heat flux model 

Figure A-1 illustrates the effect of increasing salinity on equivalent heat capacity and 

thermal conductivity, computed using the Heaviside function and the approach outlined in the 

section “Heat transport in cold sediments”. Increasing the salinity leads to a larger phase change 

interval, and thus heat capacity starts to increase and thermal conductivity starts to decrease at 

a lower temperature. We here assume that the dominant effect of salinity is on the phase change 

interval, and neglect the minor effect of progressive salination of the residual pore water on the 

density and thermal properties of pore water. We therefore use the thermal properties of non-

saline water as defined in Table 1 for the water constituent in equations 2 and 3.  

 Figure A-2 shows various results of applying equations 2 and 3 on quartz sand with 

saturation and moisture content varying from 0 – 100%, and thus illustrates the impact of these 

physical properties on the thermal properties. We first consider increased water saturation 

(Figures A-2a and A-2c). As revealed by Table 1, air has a significantly lower heat capacity 

than water and slightly lower than ice, and a thermal conductivity significantly lower than ice 

and slightly lower than water. This means that increasing the water saturation increases both 

the effective heat capacity (most in the unfrozen state) and the effective thermal conductivity 

(most in the frozen state). Although this implies that saturation can affect the thawing depth of 

permafrost, the case of full saturation is often considered in such modeling studies (e.g., 

Mottaghy and Rath, 2006; Govaerts et al., 2016). The inset of Figure A-2a shows how increased 

latent heat follows increased water saturation. This is because water changes phase in the 

temperature range considered here, as opposed to air and matrix. Further, we consider the effect 

of increasing volumetric moisture content (Figures A-2b and A-2d). This causes higher latent 

heat, while it reduces the effective heat capacity in the frozen state, and increases it in the 
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unfrozen state, even though the matrix material has a lower heat capacity than both water and 

ice. This is an effect of the large density difference between matrix and ice, which is evident 

from Table 1 and equation 2. Since the effective thermal conductivity is independent of density, 

we see that increased moisture content causes it to decrease severely in the unfrozen state, and 

slightly in the frozen state due to the very low thermal conductivity of water and ice.   
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APPENDIX B 

Rock physics modeling of unconsolidated sediments with varying ice saturation 

Fully saturated unfrozen ground: 

We start by computing effective dry rock moduli with Hertz-Mindlin contact theory 

(CT) (Mindlin, 1949)  

𝐾𝐶𝑇 = (
𝑛2(1 − 𝜑0)2𝜇𝐺

2

18𝜋2(1 − 𝜈𝐺)2 𝑃)
1

3,          (B-1) 

and 

µ𝐶𝑇 =
5−4𝜈𝐺

5(2−𝜈𝐺)
(

3𝑛2(1 − 𝜑0)2𝜇𝐺
2

2𝜋2(1 − 𝜈𝐺)2 𝑃)
1

3.        (B-2) 

The subscript CT means the effective dry rock moduli and the subscript G means the sediment 

grain property. K and µ are the bulk and shear modulus, respectively, ν is the Poisson’s ratio, 

φ0 is the porosity, P is the pressure, and n is the coordination number. We assume that we have 

spherical grains, and chose n=8.6 because it is well within the range of 8.0-9.0 that is considered 

typical for 36-40% porosity sandstones according to Dvorkin and Brevik (1999). Johansen et 

al. (2003) also use values within this range to model freezing of unconsolidated sediments.   

We then compute the effective water-saturated rock properties with Gassmann fluid substitution 

(Gassmann, 1951) 

𝐾𝑠𝑎𝑡𝑊 = 𝐾𝐺
𝜑0𝐾𝐶𝑇 − (1 + 𝜑0)𝐾𝑊𝐾𝐶𝑇/𝐾𝐺 + 𝐾𝑊

(1 − 𝜑0)𝐾𝑊 + 𝜑0𝐾𝐺 − 𝐾𝑊𝐾𝐶𝑇/𝐾𝐺
.                             (B-3) 

The subscript satW means the effective fully water-saturated moduli, and the subscript W 

means water. The shear modulus is unaffected by the presence of a fluid, so 

µ𝑠𝑎𝑡𝑊 = µ𝐶𝑇.            (B-4) 
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Fully saturated frozen ground 

Further, we compute the effective elastic properties of the fully ice-saturated rock using 

the self-consistent approximation (SCA) of Berryman (1980a,b). The principle of the SCA is 

to assume that ice-filled pores and sediment grains are inclusions in a background medium with 

unknown properties. The strategy is to adjust the elastic properties of the background medium 

iteratively until the net scattering from a wave incident on the background medium with 

inclusions is zero. When this is accomplished, we have found the effective properties of the 

medium with matrix and ice-filled pores. In practice, this means we set up two scenarios, j={1, 

2}. Scenario 1 is for penny-shaped ice inclusions in a background medium, and scenario 2 is 

for spherical sediment grain inclusions in a background medium. We compute the elastic 

moduli Kj and µj for each scenario as a function of ice-filled rock effective moduli KsatI and µsatI 

by using formulas from Berryman (1995) 

𝐾1 = (𝐾𝑖 − 𝐾𝑠𝑎𝑡𝐼)𝑆𝑖𝑃𝑖,         (B-5) 

µ1 = (µ𝑖−µ𝑠𝑎𝑡𝐼)𝑆𝑖𝑄𝑖,          (B-6) 

𝐾2 = (𝐾𝑔−𝐾𝑠𝑎𝑡𝐼)𝑆𝑔𝑃𝑔,         (B-7) 

µ2 = (µ𝑔−µ𝑠𝑎𝑡𝐼)𝑆𝑔𝑄𝑔.         (B-8) 

Si and Sg are the fractions of each inclusion type, and we use shape-dependent factors Pi, Pg, Qi 

and Qg as found in Dou et al. (2017) 

𝑃𝑖 =
𝐾𝑠𝑎𝑡𝐼 + 

4

3
µ𝑖

𝐾𝑖 + 
4

3
µ𝑖 + 𝜋𝛼𝑖𝛽∗

,          (B-9) 

𝑄𝑖 =
1

5
(1 +

8µ𝑠𝑎𝑡𝐼

4µ𝑖+𝜋𝛼𝑖(µ∗ + 2𝛽∗)
+ 2

𝐾𝑖 + 
2

3
(µ𝑖 + µ𝑠𝑎𝑡𝐼)

𝐾𝑖 + 
4

3
µ𝑖 + 𝜋𝛼𝑖𝛽∗

),                (B-10) 
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𝑃𝑔 =  
𝐾𝑠𝑎𝑡𝐼 +  

4

3
µ𝑠𝑎𝑡𝐼

𝐾𝑔 +  
4

3
µ𝑠𝑎𝑡𝐼

,                   (B-11) 

𝑄𝑔 =
µ𝑠𝑎𝑡𝐼 + ϛ∗

µ𝑔 + ϛ∗ ,                    (B-12) 

where 𝛼𝑖 is the aspect ratio of the grains, and 𝛽∗ and ϛ∗ are defined by  

𝛽∗ = µ𝑠𝑎𝑡𝐼
3𝐾𝑠𝑎𝑡𝐼 + µ𝑠𝑎𝑡𝐼

3𝐾𝑠𝑎𝑡𝐼 + 4µ𝑠𝑎𝑡𝐼
,                  (B-13)

   

ϛ∗ =
µ𝑠𝑎𝑡𝐼

6
(

9𝐾𝑠𝑎𝑡𝐼 + 8µ𝑠𝑎𝑡𝐼

𝐾𝑠𝑎𝑡𝐼 + 2µ𝑠𝑎𝑡𝐼
).                   (B-14) 

We then require K1 + K2 = 0 and µ1 + µ2 = 0, and finally solve these equations iteratively for 

KsatI and µsatI, our ice-filled rock effective elastic moduli.  

Patchy saturated ground 

For the case of a patchy saturated ground, we use the Hill average (Hill, 1963; Mavko et al., 

2009) on the dry rock moduli and fully saturated moduli. For patchy water-saturated ground, 

this means 

 𝐾𝑝𝑎𝑡𝑐ℎ𝑦𝑊 =
1

2
 (𝐾𝐶𝑇  +  𝐾𝑠𝑎𝑡𝑊),                  (B-15) 

µ𝑝𝑎𝑡𝑐ℎ𝑦𝑊 =
1

2
 (µ𝐶𝑇  +  µ𝑠𝑎𝑡𝑊),                (B-16) 

and for patchy ice-saturated ground, this means  

𝐾𝑝𝑎𝑡𝑐ℎ𝑦𝐼 =
1

2
 (𝐾𝐶𝑇  +  𝐾𝑠𝑎𝑡𝐼),                  (B-17) 

µ𝑝𝑎𝑡𝑐ℎ𝑦𝐼 =
1

2
 (µ𝐶𝑇  +  µ𝑠𝑎𝑡𝐼),                   (B-18) 

with subscripts as defined above.  
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Partly frozen ground 

For the case of a partly frozen zone, we compute elastic properties of a rock with pores 

filled with a water-ice mixture by following the approach in Dou et al. (2017), which is a 

modified version of the two-end-member mixing method proposed by Minshull et al. (1994). 

The strategy is to mix the two end-members computed using CT + Gassmann and SCA, 

respectively, with a modified version of Hashin-Shtrikman (1963) bounds where the volume 

fraction of each material in the original formulas are replaced with the amount of water or ice 

in the pore space, respectively 𝑠𝑤 or si (sw + si = 1 for fully saturated pore space). The Hashin-

Shtrikman bounds are developed to mix two mineral phases, and this approach of mixing two 

multi-phase end-members has no physical basis, however, because of the good match between 

the model and experimental data in Dou et al. (2017), we nevertheless choose to follow their 

approach. 

Hashin-Shtrikman bounds are upper and lower bounds for elastic moduli: KHS+, KHS–, µHS+, and 

µHS–. The effective properties KPF and µPF at any given saturation are then simplified as the 

arithmetic average of these two bounds (Dou et al., 2017) 

𝐾𝑃𝐹 =
1

2
(𝐾𝐻𝑆+ + 𝐾𝐻𝑆−),                  (B-19) 

µ𝑃𝐹 =
1

2
(µ𝐻𝑆+ + µ𝐻𝑆−),                  (B-20) 

where 

𝐾𝐻𝑆+ = 𝐾𝑠𝑎𝑡𝐼 +
𝑠𝑤

(𝐾𝑠𝑎𝑡𝑊−𝐾𝑠𝑎𝑡𝐼)−1+𝑠𝑖(𝐾𝑠𝑎𝑡𝐼+
4

3
µ𝑠𝑎𝑡𝐼)−1

,               (B-21) 

𝐾𝐻𝑆− = 𝐾𝑠𝑎𝑡𝑊 +
𝑠𝑖

(𝐾𝑠𝑎𝑡𝐼 − 𝐾𝑠𝑎𝑡𝑊)−1 + 𝑠𝑤(𝐾𝑠𝑎𝑡𝑊 + 
4

3
µ𝑠𝑎𝑡𝑊)−1

,               (B-22) 
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µ𝐻𝑆+ = µ𝑠𝑎𝑡𝐼 +
𝑠𝑤

(µ𝑠𝑎𝑡𝑊 − µ𝑠𝑎𝑡𝐼)−1 + 2𝑠𝑖
𝐾𝑠𝑎𝑡𝐼 + 2µ𝑠𝑎𝑡𝐼

5µ𝑠𝑎𝑡𝐼(𝐾𝑠𝑎𝑡𝐼 + 
4
3

µ𝑠𝑎𝑡𝐼)

,               (B-23) 

 µ𝐻𝑆− = µ𝑠𝑎𝑡𝑊 +
𝑠𝑖

(µ𝑠𝑎𝑡𝐼−µ𝑠𝑎𝑡𝑊)−1 + 2𝑠𝑤
𝐾𝑠𝑎𝑡𝑊 + 2µ𝑠𝑎𝑡𝑊

5µ𝑠𝑎𝑡𝑊(𝑘𝑠𝑎𝑡𝑊 + 
4
3

µ𝑠𝑎𝑡𝑊)

.              (B-24) 

The subscript PF means partially frozen.  

To find the elastic moduli of partly frozen, patchy saturated ground, we follow exactly the same 

approach, but replace the elastic end-members with the patchy saturation moduli Kpatchy,w, 

Kpatchy,i, µpatchy,w, and µpatchy,i computed using the approach described above.  
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FIGURE AND TABLE CAPTIONS 

Figure 1: The top ground temperature affects the temperature distribution T with depth z. The 

active layer is defined as the layer that experiences T>0℃ annually (Muller, 1947). Freezing 

point depression due to, e.g., salinity can lower the temperature where ice starts to form, and so 

the active layer thickness is not necessarily equal to the seasonally thawed layer thickness. 

Climate projections point to increasing top ground temperatures in the future, which means 

increased active layer thickness, increased seasonally thawed layer thickness, and increased 

thickness of the layer that is affected by seasonal temperature variations. Modified after 

Andersland and Ladanyi (1994) and Burn (1998). 

Figure 2: Ice saturation varies with temperature for saline water. The figure shows ice saturation 

at subzero temperatures for pore water with initial salinities of 25 parts per thousand (ppt) and 

3 ppt, based on the equations by Potter et al. (1978).   

Figure 3: Map of study area, with location of well AS-B-2 marked with a red dot (maps courtesy 

of Norwegian Polar Institute). 

Figure 4: Modeled temperatures compared with temperatures measured in the well in 

Adventdalen on four selected dates: a) 30th of September, b) 31st of December, c) 31st of March, 

and d) 30th of June. The modeling ran for a year before the modeled temperatures were 

extracted. The corresponding measured top ground temperatures are indicated by arrows in 

Figure 5a.   

Figure 5: a) Hourly top ground temperatures measured in well AS-B-2 for one year from 10th 

of August 2012. In the heat flux modeling, we repeat this time series four times. The red arrows 

mark the dates displayed in Figure 4. b) Hourly top ground temperatures for the situation of 

today (T1), the year 2100 for RCP4.5 (T2), and the year 2100 for RCP8.5 (T3). We only display 

three months here, starting 29th of September. 
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Figure 6: Thawing depth from the heat flux modeling for the scenarios defined in Table 3. The 

–0.17℃ isotherm (freezing point for 3 ppt salinity pore water) is plotted for all scenarios, except 

S2, where the 0℃ isotherm is plotted due to the non-saline pore water in that specific scenario. 

The modeling runs for four years (starting 10th of August) to assure that the system is stabilized 

to some extent since the heat flux from the surface to the underlying sediments is a slow process. 

Some minor inter-annual variations are evident due to the complexity of the upper boundary 

condition and the finite element scheme itself, but do not significantly affect the observed 

trends. Modeled thawing depth for: a) Top ground temperature T1 (today), T2 (RCP4.5), and 

T3 (RCP8.5). b) Non-saline permafrost and 3 ppt salinity permafrost when top ground 

temperature is T1. c) Saturation from 0 to 100% when top ground temperature is T1. d) Model 

with and without lenticular ice at 2.0–3.0 m depth when top ground temperature is T1 and T3. 

Figure 7: Schematic illustration of the rock physics modeling approach we use in this study to 

model patchy and fully saturated ground with 0 to 100% ice in the pore space. First, elastic 

properties of unfrozen (Member A) and frozen (Member B) unconsolidated sand in various 

states (1) – (5) are computed using the rock physics models listed in Table 4. Note that 

technically, completely dry sand cannot be frozen due to the lack of moisture, and can therefore 

not by itself constitute Member B, but only as part of state (5). Subsequently, elastic properties 

of sand with varying ice saturation are computed by assuming that the case of disconnected ice 

is estimated by the lower Hashin-Shtrikman bound (Member B embedded in Member A), and 

the case of connected ice is estimated by the upper Hashin-Shtrikman bound (Member A 

embedded in Member B). See Appendix B for details. 

Figure 8: Elastic moduli computed using the approach illustrated in Figure 7 assuming fully or 

patchy 50% saturated pores, and seismic velocities computed using equations 5 and 6. Elastic 

moduli and seismic velocities change with ice saturation in the partly frozen zone. HS+ is the 
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upper Hashin-Shtrikman bound, HS- is the lower Hashin-Shtrikman bound. The seismic 

velocities are computed from the Hill average elastic moduli. a) Bulk modulus, b) Shear 

modulus, c) P-wave velocity, d) S-wave velocity. 

Figure 9: Variation in a)-b) temperature, c)-d) P-wave velocity, and e)-f) S-wave velocity with 

time for the fourth year in Figure 6a for T1 (today), T2 (RCP4.5), and T3 (RCP8.5) at 1.0 m 

depth (left column), and 3.0 m depth (right column). We assume constant matrix moduli and 

porosity with depth, and full saturation.    

Figure 10: Variation in a)-b) temperature, c)-d) P-wave velocity, and e)-f) S-wave velocity with 

depth for T1 (today), T2 (RCP4.5), and T3 (RCP8.5) in February (left column), and August 

(right column) of the fourth year in Figure 6a. We assume constant matrix moduli and porosity 

with depth, and full saturation. The transition from 3 ppt salinity to 25 ppt salinity at 3.0 m 

depth has a large impact on the seismic velocities. 

Figure 11: Synthetic seismograms created using OASES for scenarios T1 (today), T2 (RCP4.5), 

and T3 (RCP8.5) for the same calendar times as in Figure 10. 

Figure 12: Unprocessed real seismic data recorded on vertical component geophones with one 

meter receiver interval in Adventdalen before (May) and after (September) summer thawing 

occurred. The seismic source was a sledgehammer at 25.0 m offset. The May data is displayed 

with a gain of 20 dB more than the September data. The linear event starting at approximately 

80 ms in both gathers is the air wave traveling at 330 m/s.   

Figure A-1: The effect of increasing the salinity of the pore water in a pure quartz sandstone on 

equivalent heat capacity and thermal conductivity. The properties are modeled with equations 

2 and 3, using the Heaviside function to represent the phase change. This not an accurate 
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physical representation, but it is a decent approximation at modest subzero temperatures and 

low salinities.    

Figure A-2: The effect of changing model parameters of quartz sand on thermal properties, 

displayed for a phase change interval from –1℃ to 0℃ for clarity. a) Impact of saturation on 

equivalent heat capacity (30% porosity). Full extent in small window, detailed view in main 

window. Both windows have the same axes units. b) Impact of moisture content on equivalent 

heat capacity (full water saturation), c) impact of saturation on thermal conductivity (30% 

porosity), and d) impact of moisture content on thermal conductivity (full water saturation).   

Table 1: Typical values for heat capacity, thermal conductivity, and density based on 

Midttømme and Roaldset (1998), Mavko et al. (2009), and Govaerts et al. (2016). Additionally, 

the latent heat of fusion for water is 333.6 kJ/kg. 

Table 2: Properties of the layers used in the 1D model in this study. We consider a simplified 

model consisting only of quartz sand and silt, even though Gilbert et al., (2018) report a variety 

of minerals and clay content in cores from the Adventdalen area.    

Table 3: The scenarios we use for modeling thawing depth in this study. Except from the 

perturbed parameter, the properties from Table 2 are used in all scenarios.     

Table 4: List of the rock physics models used to compute effective elastic properties of 

unconsolidated sand in the various states illustrated in Figure 7. Details of the rock physics 

models are outlined in Appendix B.      
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FIGURE 1 

 

Figure 1: The top ground temperature affects the temperature distribution T with depth z. The 

active layer is defined as the layer that experiences T>0℃ annually (Muller, 1947). Freezing 

point depression due to, e.g., salinity can lower the temperature where ice starts to form, and so 

the active layer thickness is not necessarily equal to the seasonally thawed layer thickness. 

Climate projections point to increasing top ground temperatures in the future, which means 

increased active layer thickness, increased seasonally thawed layer thickness, and increased 

thickness of the layer that is affected by seasonal temperature variations. Modified after 

Andersland and Ladanyi (1994) and Burn (1998). 
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FIGURE 2 

 

Figure 2: Ice saturation varies with temperature for saline water. The figure shows ice saturation 

at subzero temperatures for pore water with initial salinities of 25 parts per thousand (ppt) and 

3 ppt, based on the equations by Potter et al. (1978).   
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FIGURE 3 

 

Figure 3: Map of study area, with location of well AS-B-2 marked with a red dot (maps courtesy 

of Norwegian Polar Institute). 
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FIGURE 4 

 

Figure 4: Modeled temperatures compared with temperatures measured in the well in 

Adventdalen on four selected dates: a) 30th of September, b) 31st of December, c) 31st of March, 

and d) 30th of June. The modeling ran for a year before the modeled temperatures were 

extracted. The corresponding measured top ground temperatures are indicated by arrows in 

Figure 5a.   
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FIGURE 5 

 

Figure 5: a) Hourly top ground temperatures measured in well AS-B-2 for one year from 10th 

of August 2012. In the heat flux modeling, we repeat this time series four times. The red arrows 

mark the dates displayed in Figure 4. b) Hourly top ground temperatures for the situation of 

today (T1), the year 2100 for RCP4.5 (T2), and the year 2100 for RCP8.5 (T3). We only display 

three months here, starting 29th of September. 
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FIGURE 6 

 

Figure 6: Thawing depth from the heat flux modeling for the scenarios defined in Table 3. The 

–0.17℃ isotherm (freezing point for 3 ppt salinity pore water) is plotted for all scenarios, except 

S2, where the 0℃ isotherm is plotted due to the non-saline pore water in that specific scenario. 

The modeling runs for four years (starting 10th of August) to assure that the system is stabilized 

to some extent since the heat flux from the surface to the underlying sediments is a slow process. 

Some minor inter-annual variations are evident due to the complexity of the upper boundary 

condition and the finite element scheme itself, but do not significantly affect the observed 

trends. Modeled thawing depth for: a) Top ground temperature T1 (today), T2 (RCP4.5), and 

T3 (RCP8.5). b) Non-saline permafrost and 3 ppt salinity permafrost when top ground 

temperature is T1. c) Saturation from 0 to 100% when top ground temperature is T1. d) Model 

with and without lenticular ice at 2.0–3.0 m depth when top ground temperature is T1 and T3. 
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FIGURE 7 

 

Figure 7: Schematic illustration of the rock physics modeling approach we use in this study to 

model patchy and fully saturated ground with 0 to 100% ice in the pore space. First, elastic 

properties of unfrozen (Member A) and frozen (Member B) unconsolidated sand in various 

states (1) – (5) are computed using the rock physics models listed in Table 4. Note that 

technically, completely dry sand cannot be frozen due to the lack of moisture, and can therefore 

not by itself constitute Member B, but only as part of state (5). Subsequently, elastic properties 

of sand with varying ice saturation are computed by assuming that the case of disconnected ice 

is estimated by the lower Hashin-Shtrikman bound (Member B embedded in Member A), and 

the case of connected ice is estimated by the upper Hashin-Shtrikman bound (Member A 

embedded in Member B). See Appendix B for details. 
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FIGURE 8 

 

Figure 8: Elastic moduli computed using the approach illustrated in Figure 7 assuming fully or 

patchy 50% saturated pores, and seismic velocities computed using equations 5 and 6. Elastic 

moduli and seismic velocities change with ice saturation in the partly frozen zone. HS+ is the 

upper Hashin-Shtrikman bound, HS- is the lower Hashin-Shtrikman bound. The seismic 

velocities are computed from the Hill average elastic moduli. a) Bulk modulus, b) Shear 

modulus, c) P-wave velocity, d) S-wave velocity. 
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FIGURE 9 

 

Figure 9: Variation in a)-b) temperature, c)-d) P-wave velocity, and e)-f) S-wave velocity with 

time for the fourth year in Figure 6a for T1 (today), T2 (RCP4.5), and T3 (RCP8.5) at 1.0 m 

depth (left column), and 3.0 m depth (right column). We assume constant matrix moduli and 

porosity with depth, and full saturation.    
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FIGURE 10 

 

Figure 10: Variation in a)-b) temperature, c)-d) P-wave velocity, and e)-f) S-wave velocity with 

depth for T1 (today), T2 (RCP4.5), and T3 (RCP8.5) in February (left column), and August 

(right column) of the fourth year in Figure 6a. We assume constant matrix moduli and porosity 

with depth, and full saturation. The transition from 3 ppt salinity to 25 ppt salinity at 3.0 m 

depth has a large impact on the seismic velocities. 
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FIGURE 11 

 

Figure 11: Synthetic seismograms created using OASES for scenarios T1 (today), T2 (RCP4.5), 

and T3 (RCP8.5) for the same calendar times as in Figure 10. 
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FIGURE 12 

 

Figure 12: Unprocessed real seismic data recorded on vertical component geophones with one 

meter receiver interval in Adventdalen before (May) and after (September) summer thawing 

occurred. The seismic source was a sledgehammer at 25.0 m offset. The May data is displayed 

with a gain of 20 dB more than the September data. The linear event starting at approximately 

80 ms in both gathers is the air wave traveling at 330 m/s.   

  



106 

 

 

FIGURE A-1 

 

Figure A-1: The effect of increasing the salinity of the pore water in a pure quartz sandstone on 

equivalent heat capacity and thermal conductivity. The properties are modeled with equations 

2 and 3, using the Heaviside function to represent the phase change. This not an accurate 

physical representation, but it is a decent approximation at modest subzero temperatures and 

low salinities.    
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FIGURE A-2 

 

Figure A-2: The effect of changing model parameters of quartz sand on thermal properties, 

displayed for a phase change interval from –1℃ to 0℃ for clarity. a) Impact of saturation on 

equivalent heat capacity (30% porosity). Full extent in small window, detailed view in main 

window. Both windows have the same axes units. b) Impact of moisture content on equivalent 

heat capacity (full water saturation), c) impact of saturation on thermal conductivity (30% 

porosity), and d) impact of moisture content on thermal conductivity (full water saturation).   
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TABLE 1 

 

  

Material Heat capacity C 

[Jkg–1K–1] 

Thermal 

conductivity κ 

[Wm–1K–1] 

Density ρ 

(kgm–3) 

Sand, quartz 830 3 2650 

Silt, quartz 835 2.5 2650 

Air 1005 0.025 1.225 

Water 4185 0.54 997 

Ice 1835 2.37 918 
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TABLE 2 

 

  

Depth Composition 

(depositional 

environment) 

Salinity Porosity 

0.0–1.5 m Quartz: 70% silt, 30% 

sand (eolian) 

3 ppt 0.38 

1.5–2.0 m Quartz: 60% silt, 40% 

sand (eolian) 

3 ppt 0.38 

2.0–3.0 m Quartz: 60% silt, 40% 

sand (eolian) or 

lenticular ice 

3 ppt 0.38 

3.0–8.0 m Quartz: 50% silt, 50% 

sand (raised marine) 

25 ppt 0.38 

8.0–20.0 m Quartz: 100% sand 

(raised marine) 

25 ppt 0.38 



110 

 

 

TABLE 3 

  Parameter Scenario 

Top ground 

temperature 

T1: Today 

T2: RCP4.5 

T3: RCP8.5 

Salinity S1: From Table 2 

S2: Zero salinity 

Saturation w1: 100% 

w2: 75% 

w3: 50% 

w4: 25% 

w5: 0% 

Ground moisture 

content 

m1: T1 without lenticular ice 

m2: T1 with pure ice at 2.0–3.0 

m 

m3: T3 without lenticular ice 

m4: T3 with pure ice at 2.0–3.0 

m 
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TABLE 4 

State of unconsolidated sand Rock physics model 

(1) Dry Hertz-Mindlin contact theory (Mindlin, 1949) 

(2) Fully water-saturated Gassmann equation (Gassmann, 1951) with result from 

(1) as the dry rock moduli 

(3) Patchy water-saturated Arithmetic average (Hill, 1963; Mavko et al., 2009) of 

results from (1) and (2) 

(4) Fully ice-saturated  Self-consistent approach (Berryman, 1980a, b) 

(5) Patchy ice-saturated  Arithmetic average (Hill, 1963; Mavko et al., 2009) of 

results from (1) and (4) 
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Featured Application: We investigate the feasibility of using seismic data acquired in repeated
active experiments for monitoring changes in the degree of freezing in unconsolidated sediments.

Abstract: The terrestrial Arctic is warming rapidly, causing changes in the degree of freezing of the
upper sediments, which the mechanical properties of unconsolidated sediments strongly depend
upon. This study investigates the potential of using time-lapse surface seismics to monitor thawing of
currently (partly) frozen ground utilizing synthetic and real seismic data. First, we construct a simple
geological model having an initial temperature of −5 ◦C, and infer constant surface temperatures
of −5 ◦C, +1 ◦C, +5 ◦C, and +10 ◦C for four years to this model. The geological models inferred
by the various thermal regimes are converted to seismic models using rock physics modeling and
subsequently seismic modeling based on wavenumber integration. Real seismic data reflecting
altered surface temperatures were acquired by repeated experiments in the Norwegian Arctic during
early autumn to mid-winter. Comparison of the surface wave characteristics of both synthetic and
real seismic data reveals time-lapse effects that are related to thawing caused by varying surface
temperatures. In particular, the surface wave dispersion is sensitive to the degree of freezing in
unconsolidated sediments. This demonstrates the potential of using surface seismics for Arctic climate
monitoring, but inversion of dispersion curves and knowledge of the local near-surface geology is
important for such studies to be conclusive.

Keywords: geophysics; permafrost; rayleigh wave; heat flux modeling; seismic modeling; rock physics
modeling; seismic experiments; frozen ground; saline

1. Introduction

Adventdalen is located on Svalbard in the Norwegian Arctic, in an area that traditionally has
experienced stable subzero winter temperatures and minimal annual rainfall. However, measurements
in recent years show that climate is changing rapidly in this region and in the Arctic in general [1].
The IPCC [2] projects that temperatures and precipitation will continue to increase drastically in the
years to come, likely contributing to thawing of currently frozen surfaces, including sea ice, glaciers,
snow, and fully or partly frozen ground, often referred to as permafrost. Permafrost is defined as
ground that stays at or below 0 ◦C for at least two years [3], and this purely thermal definition implies
that the degree of freezing in permafrost can vary considerably.

Methods for monitoring thawing of permafrost are desirable because thawing of currently frozen
ground may have large geomorphic consequences [4]. Frozen ground is stiffer and more rigid than

Appl. Sci. 2020, 10, 1875; doi:10.3390/app10051875 www.mdpi.com/journal/applsci
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unfrozen ground [5], therefore, subsidence and increased avalanche risk are likely consequences
of thawing. Additionally, the large currently frozen land areas in the Northern hemisphere hold
huge reserves of carbon that may be released to the atmosphere in the thawing process, inducing
further climate change [6]. These methods should preferably be non-intrusive due to efficiency and
environmental constraints.

Kneisel, et al. [7] provide an overview of some previously tested geophysical methods for
monitoring thawing of permafrost, based on changes in electric, electromagnetic, elastic, or dielectric
properties. All methods show limitations, particularly in areas with saline pore water, see [8] for
a good overview. Salt causes freezing point depression and gradual freezing of pore water at subzero
temperatures because the salinity of the residual pore water increases as salt is expelled when the
water freezes [9]. Typical for saline permafrost is therefore unfrozen water within the permafrost,
the amount depending on the salinity. If the salinity varies with depth, the amount of ice also varies
with depth leading to an irregularly varying stiffness gradient with depth. For such partially frozen
soils, the correlation between temperature and resistivity can be complicated [8,10], making electric
methods difficult to use. Additionally, refraction seismics cannot be used in such environments,
because it will not detect softer layers if these are located below stiffer layers.

Effective elastic properties of a medium depend on the physical properties and quantity of its
constituents, as well as their geometrical distribution, which for permafrost typically means sediment
grains, water, ice, and air. Thus, since thawing of a frozen material leads to a change in the ice-to-water
ratio, referred to as the ice saturation, thawing will change the effective elastic and seismic properties.
Laboratory measurements of the seismic properties of permafrost during the freeze-thaw process [8,11]
support the idea that elastic properties of unconsolidated sediments decrease with increased thawing,
however the relation between the degree of thawing and change in elastic properties is not linear.

Shear modulus of unconsolidated sediments is particularly affected by variation in ice
saturation [12], and since surface wave properties strongly depend on the shear modulus, surface
wave methods may be a viable option for detecting thawing in permafrost. Multichannel analysis of
surface waves (MASW) was first introduced by Park, et al. [13], and has been extensively used for
determining the properties of near-surface sediments through inversion of surface wave properties.
However, MASW inversion shows limited success for soils with irregular stiffness gradients, and so
more sophisticated methods are needed here. Several studies have focused on modified versions
of MASW or other surface-wave methods to detect low velocity layers within permafrost with
promising results [14,15], since the surface wave properties depend on how the elastic properties of the
near-surface sediments vary with depth. For example, Tsuji, et al. [16] detected unfrozen sediments
at the base of a glacier on Svalbard using common-midpoint cross-correlation followed by MASW.
However, few have used surface wave methods to detect variations in permafrost with time, so-called
time-lapse surface seismics. Ajo-Franklin, et al. [17] conducted a controlled warming experiment using
distributed acoustic sensing to study the seismic response of such thawing, but we are not aware of
any published studies focusing on variations in the seismic signatures of surface waves caused only by
natural temperature variations.

The objective of this study is to evaluate the potential of using seismic data in general,
and dispersion properties of surface waves in particular, to monitor temporal changes in the permafrost
of the Arctic region caused by surface temperature variation. To study this, we make use of both
synthetic seismic data generated by seismic modeling, and real time-lapse seismic data obtained by
experiments in Adventdalen.

2. Materials and Methods

2.1. Modeling Thawing of Frozen Sediments

Heat transport in the subsurface occurs through conduction or convection, where conduction is
commonly believed to be the dominant process in permafrost environments except for during extensive
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spring thawing [18,19]. Heat is conducted downward into the ground if surface temperature is higher
than ground temperature, and opposite. Surface temperature is primarily controlled by air temperature,
therefore heat flux into the ground is typically largest during summer, but other factors such as snow
cover and vegetation also affect surface temperature [3]. If the ground is initially frozen, which is
common in the Arctic, this heat flux may cause thawing. In the Arctic today, winter temperatures are
generally cold enough so that summer thawing is completely reversed during winter, but if Arctic
temperatures increase as they are expected to do [2,20], we will likely see increased thawing of currently
frozen ground in the near future.

By considering conduction only, we can describe the strength of the vertical heat flux by the heat
transport equation:

C
∂T
∂t

+ ∇·(−κ∇T) = Q. (1)

Here, C (Jkg−1K−1) is the volumetric specific heat capacity (in the following referred to as heat
capacity), T (°C) is temperature at depth z (m), t is time, κ (Wm−1K−1) is thermal conductivity, and Q
(Wm−2) is external heat flux. The effective thermal properties of a composite depend on the thermal
properties of the individual constituents and their volume fractions. For permafrost that is typically
a matrix, water, ice, and air (in the following defined by subscripts m, w, i, and a, respectively). We also
need to include latent heat L (kJ/kg) when one or more of the materials involved changes phase (here:
water/ice, L = 333.6 kJ/kg), and following [21], we do this by replacing C with an equivalent heat
capacity Ceq that includes latent heat:

Ceq = θmρmcm + θaρaca + θwρw

(
cw +

∂Φ
∂T

L
)
+ θiρi

(
ci +

∂Φ
∂T

L
)
. (2)

Density, heat capacity, and volume fraction of each constituent are defined by ρn, cn, and θn,
respectively, with subscripts as defined above. Total porosity is θ = θa + θw + θi, and the volume
fractions of water and ice are given by θw = (θ− θa)Φ and θi = (θ− θa) − θw, where Φ is a variable
changing from 0 to 1 for fully frozen to fully unfrozen material over the phase change temperature
interval. Note that saturation here denotes total fluid content in the pore space, i.e., θw+θi

θ , while ice
saturation denotes the amount of the fluid that is frozen, i.e., θi

θw+θi
. Furthermore, we parameterize

thermal conductivity using the approximation of De Vries [22]:

κeq =
fmθmκm + faθaκa + fwθwκw + fiθiκi

θm fm + θa fa + θw fw + θi fi
. (3)

The shape factors fn are given by [19] as:

fn =

[
1 +

1
3

(
κn

κ0
− 1

)]−1

, (4)

where κ0 denotes the thermal conductivity of the background medium (here: κ0 = κm).
By assuming that the only heat source is the surface temperature (Q = 0), we can model how

temperature distribution evolves with time and depth by using Equation (1) with thermal properties
as given by Equations (2)–(4) in a finite-element scheme as provided by COMSOL [23].

Porosity, saturation, and salinity all affect thawing depth in frozen ground because the effective
thermal properties of a composite are sensitive to the volume fractions of each constituent. Heat
transport in Arctic terrestrial sediments is particularly sensitive to changes in the amount and chemistry
of pore water because it may change phase in the temperature range commonly encountered here.
In this paper, we assume full saturation and, therefore, porosity is the only factor determining water
content. For a material to change phase from a solid to a liquid (e.g., ice to water), energy is absorbed
to change the molecular structure of the material, meaning that heat transport to depth slows down.
Non-saline water changes phase instantaneously at 0 ◦C, while salinity leads to gradual phase change
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and freezing point depression. Expressions were derived by [9] relating temperature to ice saturation,
and using these expressions, we can estimate the ice saturation at a given temperature, assuming known
salinity. Combining this knowledge with Equation (1), we can now determine how ice saturation
evolves with time and depth.

Figure 1 shows the freezing point isotherm computed using Equation (1) for a simple model
consisting of quartz sand with initial temperature T0 = −5 ◦C throughout the sediment column for
three different assumptions of surface temperature: T1 is +1 ◦C, T2 is +5 ◦C, and T3 is +10 ◦C. We use
typical values for the physical properties of the constituents from [21,24]. All three scenarios are
displayed for a high-porosity (Figure 1a) and a low-porosity sand (Figure 1b) and for high-salinity
(solid line) and low-salinity pore water (dashed line). It is evident from Figure 1 that higher surface
temperature, increased salinity, and lower porosity all lead to increased thawing depth. This is because
higher porosity means that a higher ice content needs to thaw for the thawing depth to progress deeper,
and higher salinity means that phase change from ice to water is initiated at a lower temperature.

Figure 1. Freezing point isotherm throughout four years for (a) high porosity sand, and (b) low porosity
sand. Both models are displayed for low salinity (dashed lines, freezing point temperature is −0.17 ◦C)
and high salinity (solid lines, freezing point temperature is −1.43 ◦C ) pore water, and for models T1
(top boundary temperature = +1 ◦C ), T2 (top boundary temperature = +5 ◦C ), and T3 (top boundary
temperature = +10 ◦C ).

2.2. Modeling Effects of Thawing on Seismic Properties

To understand the effects of thawing and freezing on the elastic properties of unconsolidated,
fully saturated near-surface sediments, we refer to papers of Dvorkin et al. [25–27] who described
the effects of cement (here: ice) forming at various pore-scale configurations on the effective elastic
properties of sediments. Ice can form at the grain contacts where it significantly increases the elastic
properties, or within the pore space where the effect on effective properties is smaller. Since seismic
experiments are dominated by low frequencies (usually <200 Hz), the relevant wavelengths are orders
of magnitude larger than the heterogeneities of the sediments. To convert sediment composition and
texture to elastic properties, we can adopt standard rock physics principles. In our case, we will
consider isotropic sediments, which then elastically are fully characterized by the bulk modulus
K and the shear modulus µ. We use a rock physics model similar to the two-end member mixing
approach used by Minshull, et al. [28] and Dou, et al. [29] that inherently assumes cementing and
pore-filling ice forming simultaneously at all ice saturations. We compute elastic properties of a fully
unfrozen composite (θi = 0) by first using Hertz–Mindlin contact theory [30] to compute dry rock
properties, and subsequently Gassmann fluid substitution [31] to compute fully water-saturated rock
properties. Furthermore, we compute elastic properties of a fully frozen composite (θ f = 0) using
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the self-consistent approach (SCA) as described by [32,33] by assuming penny-shaped ice inclusions
and spherical sediment grain inclusions in a background medium with initially unknown properties.
Lastly, to find elastic properties of a composite with ice saturation varying from 0% to 100%, we use
the Hill average of the modified Hashin–Shtrikman bounds to mix the fully unfrozen and the fully
frozen end-members [34]. For completeness, the main procedure for computing elastic properties of
thawing or freezing sediments is outlined in Appendix A.

The resulting elastic properties can together with density ρ be input to the equations for seismic P-
and S-wave velocities Vp and Vs, respectively:

Vp =

√(
K +

4
3
µ
)
/ρ, (5)

and
Vs =

√
µ/ρ. (6)

Combining the resulting velocities with Equation (1), we can determine how seismic velocities
vary with time and depth. The complete approach of combing heat flux modeling, rock physics
modeling, and the equations for seismic velocities to investigate how seismic velocities vary with time
is described in detail in [35].

Figure 2 shows the result of using this approach on high-porosity sand with high-salinity pore
water, considering scenarios T1, T2, and T3 (solid lines in Figure 1a). The figure shows how velocities
at two stationary points in the subsurface: 2 m depth (Figure 2b,c) and 10 m depth (Figure 2e,f), vary
with time. The resulting velocity variations are consistent with the temperature variation with time at
these two depths (Figure 2a,d): as temperatures increase, velocities decrease because the water content
increases. The largest velocity change is at 2 m depth, consistent with the larger temperature change at
2 m depth than at 10 m depth because less heat is conducted down to 10 m depth.

Figure 2. Variation in temperature and seismic velocities with time throughout four years at two
stationary points for the models T1 (top boundary temperature = +1 ◦C), T2 (top boundary temperature
= +5 ◦C ), and T3 (top boundary temperature = +10 ◦C ): (a) temperature at 2 m depth, (b) P-wave
velocity at 2 m depth, (c) S-wave velocity at 2 m depth, (d) temperature at 10 m depth, (e) P-wave
velocity at 10 m depth, (f) S-wave velocity at 10 m depth. Note the different axis scales for the
two depths. The velocity decrease for all models is caused by the decreasing ice saturation due to
temperature increase.
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Figure 3 shows how temperature varies with depth at the last time step in Figure 2 for the scenarios
T0, T1, and T3, for a 20 m thick model consisting of four layers. Each layer is quartz sand, but the
porosity decreases with depth to mimic a compaction effect, as pressure increases with depth due to
increased sediment load. A lower porosity means lesser effects of thawing on the elastic properties,
because less material changes phase. For T1 and T3, the temperature distribution in the sediment
column has significantly altered from the initial state, and the effects of this change are also evident in
the corresponding seismic velocity profiles in Figure 3b,c. Since the only factor that varies between the
models is the temperature, the large velocity change from T0 to T1 and T3 is solely ascribed to effects
caused by the change in the thermal regime.

Figure 3. Variation in temperature and seismic velocities with depth for a specific point in time (after
four years) for models T0 (initial model, −5 ◦C through the column), T1 (top boundary temperature =

+1 ◦C), and T3 (top boundary temperature = +10 ◦C). (a) Temperature profiles, (b) P-wave velocity
profiles, and (c) S-wave velocity profiles. Temperature is equal at all depths for T0, so the observed
velocity variation with depth is only due to the porosity decrease: 40% in the upper layer, 35% in the
second layer, 30% in the third layer, and 20% in the bottom layer.

2.3. Surface Seismic Analysis

Seismic data acquired in permafrost environments often show strong surface waves [12] and,
therefore, we expect to observe these in both synthetic and real seismic data. Vertical geophones record
surface waves of Rayleigh type. These propagate in the uppermost sediments of the subsurface as
an interaction phenomenon between P- and S-waves. The phase velocity of a Rayleigh wave depends
on the elastic properties of the medium that the wave travels in, which for a homogenous medium
corresponds to the solution of the following equation [36]:

ζ3
− 8ζ2 + 8ζ(3 − 2η) − 16(1 − η) = 0, (7)

where ζ =
c2

R
V2

s
and η = V2

s
V2

p
. cR is phase velocity, and Vp and Vs are the P- and S- wave velocities defined

by Equations (5) and (6).
There is no frequency dependence inherent in Equation (7), meaning that for a wave propagating

in a homogenous medium, all frequency components of the surface wave travel with the same phase
velocity cR. However, when a wave propagates along the surface, the amplitude of higher frequencies
decreases more rapidly with depth than the lower frequencies; thus, low frequency energy is generally
dominating at larger depths. If the elastic properties of the subsurface vary with depth, the various
frequency components are influenced by different effective elastic properties, and cR becomes a function
of depth and frequency. The equations describing surface wave propagation can then have several
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solutions (i.e., possible combinations of frequencies and phase velocities), called modes, where the
fundamental mode is the solution with the lowest phase velocity for a given frequency [37]. Since the
Rayleigh wave is not inherently dispersive, any observed dispersion must be due to varying elastic
properties of the near-surface sediments. Equation (7) infers that cR depends on the sediment shear
modulus through Vs, which has been shown to strongly respond to freezing/thawing. Thus, an inversion
of frequency-dependent surface wave phase velocity for obtaining S-wave velocity with depth can
reveal the degree of freezing with depth if the sediment composition is known [38].

To analyze surface wave dispersion, we generate frequency-phase velocity spectra (FV-spectra) by
using a wavefield transform. This transform builds an FV-spectrum by decomposing the gather into
separate frequency components through Fourier transformation, applying amplitude normalization
to each component, and scanning for a range of phase velocities to find the magnitude of summed
amplitudes for each frequency component [39]. The FV-spectrum is useful for separating body and
surface wave energy, and when the surface wave phase velocity is constant for all frequencies, there is
no variation in the elastic properties with depth. Correspondingly, if the FV-spectra of the surface wave
vary between equal experiments conducted at different times, this implies a temporal variation of the
elastic properties. In our case, this time-lapse effect represents a signal of altered freezing conditions.

3. Results

To investigate the impact of thawing on seismic data, we use seismic gathers and FV-spectra from
synthetic seismic data and real seismic data acquired in the Norwegian Arctic.

3.1. Synthetic Seismic Data

We use an implementation of the wavenumber integration method called OASES [40] to generate
synthetic seismic data corresponding to the velocity models shown in Figure 3. We model the vertical
particle displacement for a 120 m-long line with geophones spaced 1 m apart and an impulsive source.

Figure 4a–c show synthetic seismic gathers corresponding to the velocity profiles for T0, T1, and T3
of Figure 3. We observe significant differences between the various gathers, and the complexity of the
data increases as the temperature variability with depth increases. For T0, only two events are visible:
a non-dispersive strong event travelling at approximately 1450 m/s, which is the fundamental mode
of the surface wave (A), and one weaker non-dispersive event travelling at approximately 2700 m/s,
which is the direct P-wave (B). The seismic gathers for T1 and T3 are more difficult to interpret, so in
addition to the seismic gathers showed here, we make use of computed group velocities and modeling
of separate modes of surface waves (as done in normal mode summation [41]). For T1, dispersive
waves dominate the wavefield. This includes a wide fan-shaped event with group velocities ranging
from approximately 200 m/s to 1450 m/s (C), which is associated with the fundamental mode of the
surface wave, and a narrower fan-shaped event with group velocities ranging from approximately
500 m/s to 850 m/s (D), which is the first higher mode. Also for T3, dispersive events dominate the
wavefield. The lower fan-shaped event (E) has group velocities ranging from approximately 200 m/s
to 1450 m/s, and is the fundamental mode of the surface wave. Amplitudes are particularly high
at a group velocity of approximately 380 m/s, which we attribute to the fundamental mode being
dispersive at low frequencies, but becoming non-dispersive and correspondingly have a constant
group velocity of 380 m/s at higher frequencies. The weaker fan-shaped event (F) is the first higher
mode of surface wave with group velocities ranging from 380 m/s to 1000 m/s.

Figure 4d–f show the corresponding FV-spectra, with theoretical modal curves computed from the
input models overlaid on the spectra for easier mode identification. Just as with the seismic gathers,
there are significant differences between the various models. For T0, the peak in the FV-spectrum
appears at fairly constant phase velocities of around 1450 m/s for all frequencies, corresponding with
the non-dispersive event observed in Figure 4a. T1 and T3 have similar and constant phase velocities of
about 380 m/s at frequencies >120 Hz, but at frequencies between approximately 63 and 120 Hz, phase
velocities are higher for T1 than T3. By comparing the FV-spectra with the modal curves, the spectrum
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peak for T0 corresponds well with the fundamental mode at all frequencies. For T1, it corresponds well
with the fundamental mode below 31 Hz and above 63 Hz, and with the first higher mode from 31 to
63 Hz. We observe a weak fundamental mode between 31 and 63 Hz as well, but the first higher mode
is dominant. For T3, the modal curves correspond well with the strong fundamental mode in most of
the frequency range displayed here, while the first higher mode is dominant in a narrow frequency
range of approximately 20 to 30 Hz. We also observe two weak higher modes starting at approximately
60 Hz and 110 Hz, respectively. At low frequencies for all models, we find energy at phase velocities
higher than the S-wave velocity in the lower half space, which cannot be normal mode Rayleigh waves
and, therefore, we interpret these as leaky wave modes.

Figure 4. Top: synthetic seismic gathers for (a) model T0 (initial model, −5 ◦C through the column),
(b) model T1 (top boundary temperature = +1 ◦C ), and (c) model T3 (top boundary temperature =

+10 ◦C). Bottom: corresponding frequency-phase velocity spectra (FV-spectra) with theoretical modal
curves computed from the input models overlaid for (d) model T0, (e) model T1, and (f) model T3.
The traces are plotted with an Ormsby-filter (1–25–40–120 Hz) to enhance the low frequencies and
reduce aliasing. The capital letters A–F indicate the various modes of surface waves: A, C, and E is the
fundamental mode, and D and F is the first higher mode.

3.2. Real Seismic Data Example

To further study the effects of thawing and freezing on the seismic wavefield, we conducted three
similar seismic experiments on permafrost in Adventdalen on Svalbard in the Norwegian Arctic in
October 2013, January 2014, and August 2014. Permafrost in this area typically extends to a depth
of around 100 m, and the upper approximately 1.2 m is the active layer that thaws seasonally [1].
There are several boreholes in the area that indicate that the upper approximately 2–3 m of sediments
in Adventdalen are eolian with a lower salinity than the deeper sediments of marine origin that extend
down to the bedrock at approximately 65 m depth. However, these boreholes were drilled with the
objective of obtaining information about the deeper bedrock, and thus lack detailed information about
the near-surface soil properties, such as saturation, salinity, and porosity [42]. Gilbert, et al. [43] studied
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several cores acquired throughout Adventdalen and showed that the near-surface geology is somewhat
laterally homogenous in the area, but with some local variations. Temperature measurements from
a borehole near the study site show that when the experiments were conducted in October, the surface
temperature had been fluctuating around 0 °C for a couple of weeks. In January, surface temperature
had been subzero since October (average surface temperature −9.81 °C), while in August, the surface
temperature had been stable above zero since mid-May (average surface temperature 0.47 °C). From this,
we presume that ice saturation in the ground was highest in January and lowest in August. We also
assume that the ice saturation was more laterally heterogeneous in October than during the other
two experiments because the temperatures were close to the freezing point in the weeks prior to this
experiment. The soil may also have varied laterally, but this should not affect the time-lapse effect
observed in the data, since all three experiments were conducted at the same location.

The objective of the experiments was to acquire reflected, refracted, and surface waves, and we
therefore used gimballed geophone strings as seismic receivers in all experiments. Each geophone
string consisted of 8 geophones spread out over an interval of 2.5 m, which was also the group interval.
Geophone strings reduce the effect of the ground roll (Rayleigh wave), and the actual group length
is critical for acquiring surface waves. The array response dampens the ground roll at wavelengths
equal to or shorter than the group length, but this effect rapidly decreases for longer wavelengths
(lower frequencies). Figure 5 shows that for the seismic setup applied here, we get half of the full
response already at around 80 Hz (4 m wavelength) for the air wave traveling at 330 m/s, and the
quality improves rapidly with decreasing frequency (increasing wavelength). Therefore, we limit our
study to frequencies <100 Hz, where the surface waves should be minorly filtered due to the geophone
group length.

Figure 5. The array response of geophone strings with eight geophones where the length and
group intervals are 2.5 m. The colors represent the gain of using the array relative to using a single
geophone. Using geophone groups significantly downgrades the quality of the surface wave data at
high frequencies, but affects in a minor way the amplitudes at low frequencies, except for at very low
phase velocities.

The seismic source was firecrackers placed in a 0.2–0.3 m deep hole in the ground. These create
an impulsive source signature. The receivers were placed along a 75 m long straight line, with the first
receiver 9.5 m from the shot point. Figure 6 shows the location of the study site, and a picture of the
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seismic spread in October 2013. As the picture and topographic map reveals, the ground below the
seismic line was flat, and thus no topography effects were assumed.

Figure 6. The location of the real seismic experiments in Adventdalen on Svalbard in the Norwegian
Arctic is marked with a red dot in the small topographic map. The picture shows the study site in
October 2013. Gimballed geophone strings are laid out with a 2.5 m group interval. Maps courtesy of
Norwegian Polar Institute.

Since we lack information about the exact near-surface soil properties and the corresponding
elastic properties at the study site, it is not possible to compute theoretical modal curves for these data.
However, since we know that salinity is assumed to increase with depth in this area, this implies that
the upper sediments freeze at a higher temperature than the deeper sediments due to the freezing
point depression in saline pore water. When temperatures decrease gradually with depth, like in
the synthetic example, a few possible scenarios are likely: the first is that during summer, we have
an irregular velocity gradient in Adventdalen: a thawed upper low velocity layer above a largely
frozen low-salinity and high velocity layer, above a less frozen high-salinity and lower velocity layer.
A second possibility is that temperatures are high enough during summer so that the low-salinity layer
completely thaws, which implies an increasing velocity gradient with depth: a thawed low-salinity
and low velocity layer above a partly frozen high-salinity and higher velocity layer. This implies
a similar velocity gradient as seen for the synthetic data example. During winter, it is likely that the
uppermost low velocity layer disappears, i.e., velocity decreases with depth.

Figure 7a–c show seismic gathers obtained from the three seismic experiments. The data from
January are clearly of different nature to the other two gathers, while the differences between the data
from October and August are more subtle. A weak event (G) can be seen in all gathers. This is most
likely a refraction or reflection from the underlying stiff, consolidated sediments at approximately
65 m depth. The ringing nature of this event seen in the gathers from October and August is probably
due to related multiples. Event H in the January data is the Rayleigh wave caused by the frozen, stiff
near-surface sediments. The air wave is defined by event I in all gathers. The lack of distinct Rayleigh
waves in the data from October and August reveals that the surface sediments are soft. As noted by [44],
there could be a strong coupling between the air wave and Rayleigh waves when the upper soil layer
supports surface waves with a phase velocity identical to that of the air wave. This requires a soil layer
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with an S-wave velocity less than 330 m/s at the surface and increasing with depth. The surface waves
in the August and October data make a monochromatic wave train (J), which is further indicative of
a group velocity lower than phase velocity. This is typical for Rayleigh waves when Vs is increasing
with depth (i.e., phase velocity decreasing with increasing frequency).

Figure 7. Top: seismic gathers acquired in Adventdalen in (a) October 2013, (b) January 2014,
and (c) August 2014. Bottom: corresponding FV-spectra for (d) October 2013, (e) January 2014,
and (f) August 2014. The capital letters G-J identify various wave modes.

Figure 7d–f show the corresponding FV-spectra for the three seismic experiments. The energy
peak in all spectra is related to the air wave, with a velocity of about 330 m/s, but other events are
also seen to vary between the different spectra. The most prominent events are observed in the data
from January, where there are several strong amplitude events at increasing phase velocities with
increasing frequency. This inversely dispersive trend is probably linked to several higher modes of
surface waves, and they are absent in data from October and August. For the August data, some weak
events seem to resemble those seen for the synthetic seismic models T1 and T3 at frequencies below
40 Hz. Thus, both the seismic gathers and the FV-spectra show changes in the freezing conditions
between the experiments, specifically from January to October and August.

4. Discussion and Conclusions

Both the modeled and the real seismic data reveal that thawing has a significant impact on the
seismic wavefield. Seismic properties depend on the ice saturation. Increased surface temperature
causes increased heat flux, thawing, and lower seismic velocities of near-surface sediments. The largest
change in seismic properties occurs at shallow depths when the surface temperature is high, because
this implies the largest heat flux. Since Rayleigh waves are not inherently dispersive, surface wave
dispersion means that the elastic properties alter with depth. Correspondingly, thawing or freezing
will thus cause temporal changes in the FV-spectra.
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In the synthetic seismic data, the fundamental mode of surface wave is dominant for all experiments.
Since lower frequencies are more influenced by elastic properties of deeper sediments than higher
frequencies, the fundamental mode in the FV-spectra reveals that the seismic velocities in the shallow
layers decrease from the T0 to the T1 model and, furthermore, from the T1 to the T3 model. This is
consistent with the input data. Since the velocity decrease extends to lower frequencies for T3 than for
T1, T3 implies deeper thawing than T1 due to the reduced velocities with increased thawing.

The real seismic data are, as expected, quite different from the modeled seismic data, since the
subsurface model used for the synthetic data was not designed to represent local conditions. Since the
inversely dispersive trend in the FV-spectra is the strongest in January, weaker in October, and missing
in August, this indicates that the presence of higher modes is related to ice saturation. Temperature
data indicate that the upper sediments are most frozen in January when the higher modes are strong,
and least frozen in August, when the higher modes are absent. Surface waves are generally attenuated
more in unfrozen ground than in frozen ground, which also explains why more low-frequency surface
waves are seen in the data from January.

We did not consider a varying salinity in the synthetic data example, meaning that seismic
velocities here increase steadily with depth. At the study site of the real seismic data, the ground
salinity most probably varies with depth, which implies that several velocity depth models are possible.
During winter, a stiff upper layer overlies softer sediments, and in this case, strong higher modes are
typically generated [14,45–47]. This also happens when a low velocity layer is embedded in layers
of higher velocities. An analogue to a stiff frozen layer on top of a stack of softer unconsolidated
sediments is pavement, which constitutes a thin, very stiff layer overlaying softer sediments. For such
velocity depth models, higher order modes of Rayleigh waves have been observed as an inversely
dispersive trend in FV-spectra, as well as a large amount of leaky guided waves [48], which are also
seen in our synthetic data. During summer, we either have stiffer sediments embedded in softer
sediments, or stiffness increasing with depth. For such velocity depth models, higher modes are rarely
seen [14,45]. This supports our observation that the fundamental mode is more dominant in October
and August, and higher modes are more dominant in January when the uppermost layer is frozen.

Differences in the signatures of the modeled and real seismic data can also be caused by the
fact that unlike in the synthetic model, the surface temperature varied frequently between low and
high temperatures in the time period between October 2013 and August 2014. Furthermore, variable
precipitation throughout the year affects the data. While snow leads to effective insulation of the heat
flux, rain alters the moisture content in the uppermost sediments. We also assume a simple horizontally
layered geological model, and no lateral soil heterogeneity or anisotropy. Adding complexity to the
geological model will certainly affect the seismic data, but will to a lesser degree affect the time-lapse
effects in data collected at the same location. The seismic experiments in Adventdalen also included
a second seismic data line with the same shot point, but having a 67.5 degree azimuth to the east of the
current line. These data display similar FV-spectra and time-lapse effects, indicating gentle variation
in the soil properties laterally. The seismic setup of the experiments was not particularly designed
for recording surface waves. As full thawing only occurs in the top meter or so in Adventdalen,
the receiver interval should in general be minimized to gain more high-frequency data. Although
geophone strings were used, the array response retains frequencies up to 100 Hz, which is sufficient
for our study.

Our results show significant time-lapse effects in both the seismic gathers and the estimated
Rayleigh wave dispersion curves, which can be related to thawing of near-surface Arctic sediments.
The synthetic seismic data were made with full control over the physical properties of the models,
and show distinct time-lapse effects that are due to changes in the thermal regime. The time-lapse
study of the real seismic data strongly indicate that low-frequency time-lapse effect are due to changes
in the freezing conditions. Analysis of FV-spectra basically provide trends in the stiffness gradient
(increasing/decreasing/irregular). However, to quantify exact changes in the mechanical properties
of the subsurface due to thawing requires more sophisticated inversion of FV-spectra to S-wave
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velocity with depth. Conventional inversion techniques using normal mode methods are not designed
for (irregularly) decreasing velocities with depth, or when higher-order modes dominate [45,49,50].
This was seen to occur for the real seismic data example, where higher modes became dominant with
increasing frequencies. Full-waveform inversion often works for small modal jumps, but fails for
large modal jumps, and where the main energy does not return to the fundamental mode at high
frequencies [14,45]. An in-depth discussion or execution of more complex inversion methods is beyond
the scope of this study. Our study has been limited to qualitatively assessing the differences between
the various seismic gathers and FV-spectra at low frequencies. Our results also highlight the need to
know the near-surface soil and pore water properties to estimate the degree of thawing from estimated
velocity profiles. The contribution of this study is to demonstrate the potential of using time-lapse
surface seismic data in climate monitoring of the terrestrial Arctic.
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Appendix A

Hertz–Mindlin contact theory (CT):
Hertz–Mindlin contact theory can be used to compute effective dry rock moduli:

kCT = (
n2(1 − ϕ0)

2µ2
G

18π2(1 − νG)
2 P)

1
3

, (A1)

and:

µCT =
5− 4νG

5(2− νG)
(

3n2(1 − ϕ0)
2µ2

G

2π2(1 − νG)
2 P)

1
3

. (A2)

The subscript CT means the effective dry rock moduli and the subscript G means the sediment
grain property. k and µ are the bulk and shear modulus, respectively, ν is the Poisson’s ratio, ϕ0 is the
porosity, P is the pressure, and n is the coordination number.

Gassmann fluid substitution (Gassmann, 1951):
Gassmann fluid substitution can be used to compute the effective water-saturated rock properties

for a case where the wavelengths >> characteristic pore sizes:

ksatW = kG
ϕ0kCT − (1 + ϕ0)kWkCT/kG + kW

(1 − ϕ0)kW + ϕ0kG − kWkCT/kG
. (A3)

The subscript satW means the effective fully water-saturated moduli, and the subscript W means
water. The shear modulus is unaffected by the presence of a fluid, so:

µsatW = µCT. (A4)

Self-consistent approach (SCA) (Berryman (1980a,b)):
The self-consistent approach (SCA) can be used to compute the effective ice-saturated rock

properties. The principle of the SCA is to assume inclusions of the constituents in a background
medium with initially unknown properties. The strategy is to adjust the elastic properties of the
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background medium iteratively until the net scattering from a wave incident on the background
medium with inclusions is zero. Here, this means setting up two scenarios, j = 1, 2. Scenario 1 is for
penny-shaped ice inclusions in a background medium, and scenario 2 is for spherical sediment grain
inclusions in a background medium. We compute the elastic moduli kj and µj for each scenario as
a function of ice-filled rock effective moduli ksatI and µsatI by using formulas:

k1 = (ki − ksatI)SiPi, (A5)

µ1 = (µi − µsatI)SiQi, (A6)

k2 =
(
kg − ksatI

)
SgPg, (A7)

µ2 =
(
µg − µsatI

)
SgQg. (A8)

Si and Sg are the fractions of each inclusion type, and we use shape-dependent factors Pi, Pg, Qi
and Qg as found in Dou et al. (2017):

Pi =
ksatI + 4

3µi

ki + 4
3µi + παiβ∗

, (A9)

Qi =
1
5

1 +
8µsatI

4µi + παi(µ∗ + 2β∗)
+ 2

ki + 2
3 (µi + µsatI)

ki + 4
3µi + παiβ∗

, (A10)

Pg =
ksatI + 4

3µsatI

kg + 4
3µsatI

, (A11)

Qg =
µsatI + St∗

µg + St∗
, (A12)

where αi is the aspect ratio of the grains, and β∗ and St∗ are defined by:

β∗ = µsatI
3ksatI + µsatI

3ksatI + 4µsatI
, (A13)

St∗ =
µsatI

6

(
9ksatI + 8µsatI

ksatI + 2µsatI

)
. (A14)

We require k1 + k2 = 0 and µ1 + µ2 = 0, and solve these equations iteratively for ksatI and µsatI,
which are the ice-filled rock effective elastic moduli.

Modified Hashin–Shtrikman bounds (Hashin and Shtrikman, 1963; Dou et al., 2017):
Hashin–Shtrikman bounds were originally developed to mix two mineral phases. To use

Hashin–Shtrikman bounds to mix to fully frozen and fully unfrozen multi-phase composites for
estimating elastic properties at varying ice saturations, we replace the volume fraction of each material
in the original formulas with the amount of water or ice in the pore space, respectively sw or si (sw+ si
= 1 for fully saturated pore space).

Hashin–Shtrikman bounds are upper and lower bounds for elastic moduli: kHS+, kHS−, µHS+,
and µHS−. The effective properties kPF and µPF at any given saturation are simplified as the arithmetic
average (Hill average) of these two bounds. The subscript PF means partially frozen.

kPF =
1
2
(kHS+ + kHS−), (A15)

µPF =
1
2
(µHS+ + µHS−), (A16)
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where
kHS+ = ksatI +

sw

(ksatW − ksatI)
−1 + si

(
ksatI +

4
3µsatI

)−1
, (A17)

kHS− = ksatW +
si

(ksatI − ksatW)−1 + sw
(
ksatW + 4

3µsatW
)−1

, (A18)

µHS+ = µsatI +
sw

(µsatW − µsatI)
−1 + 2si

ksatI + 2µsatI

5µsatI(ksatI +
4
3µsatI)

, (A19)

µHS− = µsatW +
si

(µsatI − µsatW)−1 + 2sw
ksatW + 2µsatW

5µsatW(ksatW + 4
3µsatW)

. (A20)
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Abstract. A series of transient seismic events were discovered in passive seismic recordings 

from 2D geophone arrays deployed at a frost polygon site in Adventdalen, Svalbard. These 

events contain a high proportion of surface wave energy and produce high-quality dispersion 

images through an innovative source localisation approach, based on apparent offset resorting 

and inter-trace delay minimisation, followed by cross-correlation beamforming dispersion 

imaging. The dispersion images are highly analogous to surface wave studies of pavements and 

display a complex multimodal dispersion pattern. Supported by theoretical modelling based on 

a highly simplified arrangement of horizontal layers, we infer that a ~3.5-4.5 m thick, stiff, 

high-velocity layer overlies a ~30 m thick layer that is significantly softer and slower at our 

study site. Based on previous studies we link the upper layer with syngenetic ground-ice formed 

in aeolian sediments, while the underlying layer is linked to epigenetic permafrost in marine-

deltaic sediments containing unfrozen saline pore water. Comparing events from spring and 

autumn shows that temporal variation can be resolved via passive seismic monitoring. The 

transient seismic events that we record occur during periods of rapidly changing air 

temperature. This correlation along with the spatial clustering along the elevated river terrace 

in a known frost polygon, ice-wedge area and the high proportion of surface wave energy 

constitutes the primary evidence for us to interpret these events as frost quakes, a class of 

cryoseism. In this study we have proved the concept of passive seismic monitoring of 

permafrost in Adventdalen, Svalbard.  

1 Introduction 

Permafrost is defined as ground that remains at or below 0°C for at least two consecutive years 

(French, 2017). On Svalbard, an archipelago located in the climatic polar tundra zone (Kottek 

et al., 2006), at least 90% of the land surface area not covered by glaciers is underlain by 
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laterally continuous permafrost (Christiansen et al., 2010; Humlum et al., 2003). A seasonally 

active layer, where freezing/thawing occurs each winter/summer, extends from the surface to a 

depth of 0.8-1.2 m (Christiansen et al., 2010) and overlies the permafrost. However, the purely 

thermal definition of permafrost means that the mechanical properties can vary widely 

depending on the actual ground-ice content. The ground-ice content varies spatially according 

to sediment texture, organic content, moisture availability and sediment accumulation rate 

(Gilbert et al., 2016; Kanevskiy et al., 2011; O’Neill and Burn, 2012). Because of the significant 

impact of ice content on mechanical strength, seismic velocities are a relatively sensitive tool 

to study the subsurface distribution of ground-ice (Dou et al., 2017; Johansen et al., 2003). 

 

The thermal dynamics of this permafrost environment lead to an interesting phenomenon called 

cryoseisms, sometimes referred to as frost quakes. Cryoseisms are produced by the sudden 

cracking of frozen material at the Earth’s surface (Battaglia et al., 2016). They are typically 

observed in conjunction with abrupt drops in air and ground temperature below the freezing 

point, in the absence of an insulating snow layer and in areas where high water saturation is 

present in the ground (Barosh, 2000; Battaglia et al., 2016; Matsuoka et al., 2018; Nikonov, 

2010). When the surface temperature drops well below 0°C the frozen permeable soil expands, 

increasing the stress on its surroundings, which can eventually lead to explosive pressure release 

and tensional fracturing (Barosh, 2000; Battaglia et al., 2016). Seismic waves from these events 

decay rapidly with distance from the point of rupture, but have been felt at distances of several 

hundred meters to several kilometres and are usually accompanied by cracking or booming 

noises, resembling falling trees, gunshots or underground thunder (Leung et al., 2017; Nikonov, 

2010). The zero focal depth of cryoseisms means that, relative to tectonic earthquakes, a larger 

proportion of the energy is distributed in the form of surface waves (Barosh, 2000). 

 

Methods based on the analysis of surface waves are used extensively in engineering fields, such 

as the non-destructive testing of structures or assessment of the mechanical properties of soils 

relating to their use as a foundation for built structures (Chillara and Lissenden, 2015; Park et 

al., 1999; Park et al., 2007; Rose, 2004). In a typical soil profile, the shear velocity and stiffness 

of the ground increase gradually with depth due to compaction leading to a simple wavefield 

dominated by fundamental mode Rayleigh waves (Foti et al., 2018). Mechanical properties of 

the ground are then estimated relatively simply from the geometrical dispersion of the recorded 

wavefield, i.e., the measured pattern of phase velocity as a function of frequency, where lower 

frequencies interact with the ground to greater depths than higher frequencies.  



137 

 

 

 

 

By contrast, in permafrost environments, the surface layer freezes solidly during the winter 

leading to an increase in the shear modulus of the upper layer (Johansen et al., 2003) and an 

inverse shear velocity with depth profile. This is similar to the case of pavement in civil 

engineering studies, where a thin, relatively stiff, high-velocity layer at the surface overlies 

softer and slower ground materials beneath. The high-velocity surface layer acts as a 

waveguide, permitting the excitation of higher-order wave modes and the wavefield becomes 

significantly more complicated due to the large number of simultaneously propagating wave 

modes (Foti et al., 2018; Ryden and Lowe, 2004). Such engineering applications have 

furthermore driven the development of wave propagation models capable of modelling these 

complicated wavefields. For example, the ground may be represented by a horizontally layered 

medium with partial wave balance at the interfaces, for which the dispersion spectrum and 

stress-displacement field is readily calculated using the global matrix method (Lowe, 1995).   

 

Figure 1: 1:100 000 scale map showing the location of the study area (red box) in Adventdalen. 

Inset map illustrates the location with respect to the Svalbard archipelago. The Holocene marine 

limit (red dashed line) is drawn according to Lønne (2005). Map data © Norwegian Polar Institute 

(npolar.no). 
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2 Study area and seismic acquisition 

Our study site is located in Adventdalen, near the main settlement Longyearbyen on the island 

Spitsbergen within the Svalbard archipelago in the high Arctic as shown in Figure 1. The 

climate of this area, as recorded at Longyearbyen airport, is characterised by low mean annual 

precipitation of 192 mm, and mean annual air temperature of -5.1°C for the period 1990-2004, 

rising to -2.6°C during the period 2005-2017. The maritime setting and alternating influence of 

low pressure systems from the south and polar high pressure systems means that rapid 

temperature swings are common during winter from above 0°C down to -20 or -30°C, while 

summer temperatures are more stable in the range of 5-8°C (Matsuoka et al., 2018). Snow cover 

in the study area is typically shallow, due to the strong winds that blow along the valley and 

varies according to local topography with 0-0.1 m over local ridges and 0.3-0.4 m in troughs. 

Positive temperature and snowmelt events also occur sporadically through the freezing season 

(October to May) and subsequently result in the formation of a thin ice-cover. Both shallow 

snow-cover and thin ice-cover permit efficient ground cooling throughout the freezing season 

(Matsuoka et al., 2018).  

 

Adventdalen has continuous permafrost extending down to ~100 m depth (Humlum et al., 

2003), but the highest ground-ice content is restricted to the uppermost ~4 m in the loess-

covered river terraces that bound the relatively flat, braided Adventelva river plain. The 

geological setting of the study site is illustrated in Figure 2. The formation of permafrost in 

Adventdalen began around 3 ka concurrent with the subaerial exposure and onset of aeolian 

sedimentation on valley-side alluvial terraces (Gilbert et al., 2018). Sediment cores studied by 

Cable et al. (2018) and Gilbert et al. (2018) show a consistent pattern of an increased ground-

ice content over a ~4 m thick interval (decreasing towards the coast), beneath a ~1 m thick 

active layer. This interval was observed consistently in cores retrieved from alluvial and loess 

deposits and is interpreted as ice rich syngenetic permafrost (Cable et al., 2018; Gilbert et al., 

2018).  
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Figure 2: Geological model of Adventdalen, Svalbard modified from Gilbert et al. (2018), the 

numbered sites mark the coring locations studied by Gilbert et al. (2018) and the red arrow marks 

the position of the seismic experiments described in this study. 

The underlying interval consists of marine-influenced deltaic sediments into which permafrost 

has grown epigenetically and where ground-ice content remains low (Gilbert et al., 2018). 

Unfrozen permafrost has been mapped in Adventdalen below the Holocene marine limit (which 

includes the entire study area as illustrated in Figure 1) using nuclear magnetic resonance and 

controlled source audio-magnetotelluric data (Keating et al., 2018). This is again related to the 

presence of saline pore-water in these marine-influenced deltaic sediments that causes the pore-

water to remain at least partially unfrozen despite sub-zero temperatures. 

 

Ice wedge polygons, one of the most recognizable landforms in permafrost environments 

(Christiansen et al., 2016), are present at the investigated site in Adventdalen. They form when 

freezing winter temperatures cause the ground to contract and crack under stress (Lachenbruch, 

1962). Water later infiltrates the cracks and refreezes as thin ice veins that extend down into the 

permafrost. These veins have lower tensile strength compared to the surrounding ground 

(Lachenbruch, 1962; Mackay, 1984), so subsequent freeze induced cracking occurs 

preferentially along this plane of weakness. The repeated cracking, infilling and refreezing 

causes the ice wedges to grow laterally, forcing the displaced ground upwards and resulting in 

a series of ridges in a polygonal arrangement that are the surface hallmark of the phenomenon 

(Christiansen et al., 2016; Lachenbruch, 1962). 

 

Sudden ground accelerations corresponding to cryoseismic events have previously been 

observed at our study site in Adventdalen. Matsuoka et al. (2018) monitored three ice-wedge 
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troughs within an area of polygonal patterned ground at the site, using a combination of 

extensometers, accelerometers and breaking cables connected to timing devices. Their study, 

which extended over the 12 year period 2005-2017, provides a valuable overview of the 

seasonality and correspondence between ground motion and environmental parameters. The 

related study of O'Neill and Christiansen (2018), further details the accelerometer results. Ice-

wedge cracking was typically registered in late winter, when the top of the permafrost cooled 

to around -10°C, resulting in large accelerations of 5 g to more than 100 g. However, O'Neill 

and Christiansen (2018) also report smaller magnitude accelerations throughout the freezing 

season, typically in conjunction with rapid surface cooling, that are thought to be caused by the 

initiation of cracks within the active layer or the horizontal and vertical propagation of existing 

ice wedge cracks. Given the timing of the field campaigns for the present study, during spring 

and autumn of 2019, we expect it is rather the latter category of events that have been recorded. 

 

In the present study ground motion was recorded using geophones deployed in 2D arrays (the 

geometry of which is discussed in sect. 3.3.1). During the spring field campaign, groups of 8 

gimballed vertical-component geophones connected in series (geophone type Sensor SM-4/B 

14 Hz, 0.7 damping and spurious frequency of 190 Hz) were deployed on the snow surface at 

each receiver location. During deployment for the autumn field campaign, geophones were 

embedded into the unfrozen ground surface as an assortment of spike geophones (Sercel SG-

10 10Hz) connected in series in strings of 4 geophones and 3C geophones (DT-Solo 3C with z-

element HP301V-10Hz) where only the vertical channel was used. Both of these geophone 

types have damping of 0.7, giving a flat response above the natural frequency up to the spurious 

frequency of 240 Hz. Data was recorded for defined time intervals as will be discussed in sect. 

4.1, mandated primarily by battery considerations. 

3 Methods 

In this study, we present a methodology to isolate transient seismic signals in passive seismic 

recordings from two-dimensional vertical component geophone arrays. These transient signals 

contain surface wave energy with relatively high signal-to-noise ratio. We implement a novel 

method to localise the unknown source position of these signals based on the 2D receiver array 

geometry and subsequently recover dispersion spectra using a cross-correlation beamforming 

technique. In order to infer subsurface physical properties we generate theoretical dispersion 

curves using the global matrix method (Lowe, 1995) based on idealized horizontally layered 
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media models. The forward model is manually tuned to achieve best fit with the experimentally 

observed dispersion spectra. Similar experiments were conducted over two field campaigns in 

the spring and autumn in order to investigate temporal variation in permafrost mechanical 

strength. 

3.1 Isolation of microseismic events in passive records 

Our passive seismic recordings contain a significant amount of non-surface wave energy, 

including wind noise and air waves. As a result we find it more effective to isolate and analyse 

specific transient microseismic events rather than attempting to recover the Green’s function 

from ambient noise cross correlations as, e.g., Sergeant et al. (2020) have done for passive 

recordings on glaciers. The periodic microseismic signals are isolated from background random 

noise based on permutation entropy, a nonlinear statistical measure of randomness in a time 

series (Bandt and Pompe, 2002), that produces local minima for coherent signals embedded in 

noise. We use the implementation of Unakafova and Keller (2013) using ordinal patterns of 

third order extracted over successive samples and a sliding window size of 200 samples. We 

then apply a peak-finding algorithm to identify local minima in permutation entropy that meet 

peak prominence criteria defined by thresholds of peak value, height and width. An example of 

event detection is shown in Figure 3 for real, noisy data recorded at the study site. 

 

Figure 3: Detection of transient event based on mean permutation entropy (PE), a metric that 

peaks towards minima when coherent amplitudes are recorded across the array of receivers. Red 

dashed lines mark the temporal extent of the extracted event that is shown in greater detail in 

Figure 4. This event was recorded 30-Mar-2019 at 18:06. 
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The isolated microseismic events can be subsequently processed in a similar way to active 

source experiments, i.e. using well established multichannel analysis of surface waves 

(MASW) methodologies, with modification due to the unknown source position. 

3.2 MASW dispersion imaging with unknown source position 

Several processing methods for multichannel analysis of surface waves (MASW) are possible 

depending on the acquisition setup. One of the most well-known is the 1D phase shift method 

of Park et al. (1998), that is straightforward to apply for line arrays of receivers and inline 

sources at known offsets. The dispersion image is built by scanning over frequency (ω) and 

phase velocity (𝑣) according to, 

 

𝐸1𝐷(𝜔, 𝑣) = |∑ 𝑒𝑗𝜙𝑖𝑅𝑖(𝜔)
𝑁
𝑖=1 |,        (1) 

 

where 𝑅𝑖(𝜔) is the Fourier transform of the i-th trace 𝑟𝑖(𝑡) of N recorded traces and 𝜙𝑖 = 𝜔𝑥𝑖/𝑣 

is the corresponding phase shift at known source-receiver offset 𝑥𝑖. On the other hand, 

processing of passively recorded microseismic events is complicated by the fact that the source 

position is unknown. We employed a 2D receiver array to allow us to localise the unknown 

passive seismic sources. Again, there are several possibilities to process the 2D array data. For 

example, Park et al. (2004) describe an azimuth scanning technique assuming far-field sources 

and utilizing the plane-wave projection principle. The dispersion image is formed according to, 

 

𝐸2𝐷(𝜔, 𝑣, 𝜃) = |∑ 𝑒𝑗𝜙𝑥𝑒𝑗𝜙𝑦𝑅𝑖(𝑥, 𝑦, 𝜔)
𝑁
𝑖=1 |,     (2) 

 

where 𝑅𝑖(𝑥, 𝑦, 𝜔) is the Fourier transform of the i-th trace 𝑟𝑖(𝑥, 𝑦, 𝑡), located at position (x,y), 

of N recorded traces and 𝜙𝑥 = −𝜔𝑥 cos 𝜃 /𝑣 and 𝜙𝑦 = −𝜔𝑦 sin 𝜃 /𝑣  are the phase shifts 

corresponding to the x and y components of the phase velocity, where θ denotes the source 

azimuth. We implement this approach by computing, for each combination of velocity and 

frequency, the azimuth that maximizes the spectral magnitude. The source azimuth is thus 

estimated by calculating the modal azimuth across all frequencies and velocities and the 

dispersion spectrum can be formed by fixing the azimuth and reiterating over frequency and 

velocity axes. The key drawback of forming the dispersion image according to Eq. (2) is that 

the source should be distant enough that the plane wave assumption is valid. In Figure 4 we 
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demonstrate that our experimental data is not consistent with the far-field source approximation, 

since moving the source position closer to the array simplifies the structure of the apparent 

offset sorted gather. This observation led us to develop an alternative processing approach. 

3.3 Two-step MASW approach 

We propose a two-step processing approach where the first step involves locating the unknown 

source position, permitting the dispersion image to be formed in the second step. Even the 

simplest 1D phase shift method from Eq. (1) will give superior results to Eq. (2) if a nearby 

source can be reliably located. Our approach is based on the idea that if the source position was 

known, the seismic traces from the 2D array could be arranged by their apparent offset from 

the source to form a shot gather that resembles the simple case of a line array with an inline 

source at known offset. Figure 4 shows that when we determine the source azimuth using Eq. 

(2) and re-sort the recorded traces by offset to a distant source lying along this azimuth we 

observe that the gather begins to resemble the response of a line array. However, when we shift 

the assumed source position closer to the array, the offset sorted gather resembles the simple 

linear array response even more closely. Thus, by formalising a metric that encodes the 

resemblance of an apparent offset sorted gather to a line array response, we can obtain a useful 

tool for source localisation that leverages the 2D array geometry. This further avoids the 

problem of picking specific P- and S-phase arrivals, a traditional seismological method for 

source localisation, since these arrivals are difficult to detect reliably in our experimental data. 
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Figure 4 – Field recording of a transient event, whose detection is highlighted in Figure 3, 

demonstrates that re-sorting traces by apparent offset to a distant source produces a gather with 

poorer coherence than re-sorting by offset to the best estimate source range at 120 m. Blue crosses 

denote geophones, while the red circle marks the best estimate source position. 

3.3.1 Step 1 - Source localisation 

The source is located by re-sorting the seismic traces by offset to a series of test positions. The 

validity of a given test position is assessed by summing the magnitude of the delays between 

neighbouring traces in the re-sorted gather. The delays between neighbouring traces are 

estimated based on the lag that gives maximal value to the normalised cross-correlation between 

the two signals. The delays are estimated on a relatively narrowband filtered copy of the seismic 

(10-15-30-45 Hz Ormsby filter), to minimise the influence of random noise and dispersion. 

After sorting, the source position is selected as the test position that produces the smallest 

magnitude sum of adjacent trace delays, corresponding to the simplest and most coherent offset 

sorted gather. This simple approach works well in practice and is fast enough to allow a 

relatively large number of test positions to be evaluated. However, the most coherent offset 

sorted gather may correspond to unphysical negative velocities, indicating the true source 

azimuth lies 180° from the selected azimuth. This situation is identified and corrected by 

comparing summed frequency-wavenumber (FK) transform magnitudes corresponding to 

negative k-space to those of positive k-space. If negative k-space produces a larger sum than 

positive k-space, a negative dip corresponding to unphysical negative velocities exists and we 

rotate the selected source azimuth 180°. 
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In Figure 5 we show that the source azimuths estimated using this technique are consistent with 

those estimated by picking maxima in azimuth scans using Eq. (2), but have the additional 

benefit that the source range is also estimated. 

 

 

Figure 5 – Comparison of source localisation using the Azimuth Scanning approach, i.e., Eq. (2) 

(red triangles) and the new approach based on trace re-sorting and delay minimisation (blue 

circles) which also allows range estimation. Azimuths are given as compass bearings.  

The reliability of the proposed method of source localisation was tested using synthetic gathers 

corresponding to a set of known source azimuths and ranges. We ran a 1D noise-free forward 

model (that accounts for 3D wavefield divergence) using the OASES package for seismo-

acoustic propagation in horizontally stratified waveguides, which employs a wavenumber-

integration solution method (Schmidt and Jensen, 1985). We model the wavefield using the 

layer properties corresponding to the spring field conditions detailed in Table 1. We then 

specify the receiver positions as deployed in the field and form the synthetic gathers by selecting 

traces with appropriate offset from the 1D pre-calculated wavefield. The range and azimuth 

errors produced when attempting to recover the known source positions using the proposed 

source localisation approach are illustrated in Figure 6. The proposed method demonstrates an 

excellent ability to recover the direction to the source, regardless of azimuth, although 

uncertainties relating to the true receiver positions in the field are also important to consider 

(see sect. 3.3.3). We also observe reliable estimation of source range within a radius of ~500 m 

from the array centre, beyond which we observe an increasing tendency to underestimate the 

source range. Further tests with a range of different array geometries indicate that the array 
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aperture is the dominant factor controlling the maximum source range that can be estimated 

reliably.  

 

 

Figure 6: Predicted source localization azimuth and range errors based on forward modelling 

with known source positions and receiver geometry corresponding to (a) spring and (b) autumn 

field campaigns. 

3.3.2 Step 2 - Dispersion imaging 

Once the seismic traces from the 2D array have been sorted by the apparent offset to the 

localised source, we are left with a gather that resembles a linear receiver array and an inline 

source, as seen in Figure 4. At this point, the dispersion image may simply be formed by 

applying Eq. (1), i.e., the 1D phase shift method of Park et al. (1998). However, more advanced 

processing methodologies have emerged over time and we observe significantly improved 

(a) 

(b) 
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dispersion imaging using the cross-correlation beamforming approach of  Le Feuvre et al. 

(2015), as demonstrated in Figure 7. This approach utilizes the cross-correlations between all 

possible pairs of receivers, rather than the recorded traces themselves, to increase the effective 

spatial sampling of the array and thereby reduce aliasing and increase signal-to-noise ratio. In 

an adaption of this approach, we form the dispersion image, 𝐷(𝜔, 𝑣), a function of frequency 

(𝜔) and phase velocity (𝑣), according to the following equation using the source position, 

𝑟𝑠(𝑥, 𝑦), estimated as described in Sect. 3.3.1: 

 

𝐷(𝜔, 𝑣) = |∑ ∑ 𝛿(𝜔, 𝑣, 𝑟𝑠, 𝑟𝑗 , 𝑟𝑘)
𝑁𝑅
𝑘=𝑗+1

𝑁𝑅−1
𝑗=1 |,       (3) 

 

with 𝑁𝑅  the number of receivers and 𝑟𝑗(𝑥, 𝑦),  𝑟𝑘(𝑥, 𝑦)  denoting the positions of the 

receivers for the cross-correlation pair. Furthermore: 

 

𝛿(𝜔, 𝑣, 𝑟𝑠, 𝑟𝑗 , 𝑟𝑘) = {
�̃�𝑗𝑘(𝜔)𝑒

𝑖𝜔
‖𝑟𝑠−𝑟𝑘‖−‖𝑟𝑠−𝑟𝑗‖

𝑣       𝑖𝑓 ‖𝑟𝑠 − 𝑟𝑗‖  ≤  ‖𝑟𝑠 − 𝑟𝑘‖,

�̃�𝑘𝑗(𝜔)𝑒
𝑖𝜔

‖𝑟𝑠−𝑟𝑗‖−‖𝑟𝑠−𝑟𝑘‖

𝑣       𝑖𝑓 ‖𝑟𝑠 − 𝑟𝑗‖  >  ‖𝑟𝑠 − 𝑟𝑘‖.

   (4) 

 

Here, the causal cross-correlations �̃�𝑗𝑘 and �̃�𝑘𝑗 between the receivers located at rj and rk are 

selected according to the direction of propagation, determined by comparing the two source-to-

receiver distances, while the propagation distance is given by the difference between the two. 

In practice, we do not compute the cross correlation �̃�𝑘𝑗 directly, but instead use the equivalent 

time-reversed acausal part (negative time delays) of �̃�𝑗𝑘  (Le Feuvre et al., 2015). It is important 

that the seismic traces are pre-whitened prior to computing the cross correlations, as whitening 

effectively removes the autocorrelation of the signals that can blur the cross-correlation (El-

Gohary and McNames, 2007). We find that a simple first-order backward differencing scheme 

is an effective method to whiten the recorded traces. We furthermore find it convenient to 

normalise the frequency response of the dispersion spectrum so that the maximum amplitude 

along a given frequency is unity. 

 

It should also be noted that it is possible to localise the source by searching for source positions 

that produce dispersion images with maximum amplitude, as the correct source location is 

expected to produce the most coherent high-amplitude dispersion modes (Le Feuvre et al., 
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2015). This approach was tested in the present study. However, we find this method very slow 

and inefficient compared to the trace resorting approach we implement, even though 

maximising dispersion image magnitude does appear a valid approach for locating an unknown 

source. 

 

 

Figure 7: Dispersion spectra using 1D phase shift method (top) and Le Feuvre et al. (2015) cross 

correlation beamforming (bottom). Source position was localised using delay minimisation 

approach in both cases and colour scales are linear. 

3.3.3 Influence of receiver position errors 

During the field campaigns, we recorded GPS positions at the recording nodes that the receivers 

are connected to, rather than at the receivers themselves. The positions of the receivers were 

subsequently assigned based on an approximate dead reckoning approach and therefore have a 

degree of uncertainty associated with them. We estimate that this positional uncertainty lies in 

the range of ~2-3 m. The impact of receiver position errors was investigated using an OASES 

1D seismo-acoustic propagation model (Schmidt and Jensen, 1985), for the horizontally 

stratified waveguide corresponding to the spring field conditions detailed in Table 1. We 

extracted a reference gather assuming a source range of 200 m, an azimuth of 100° and receiver 
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geometry corresponding to the spring field campaign. We then ran 1000 iterations adding flat-

spectrum random perturbations to the receiver positions. By setting the maximum amplitude of 

the perturbation, we effectively define a circle with radius corresponding to this amplitude, 

where there is equal probability that the receiver is positioned at any given point within this 

circle. We then measure the impact of these perturbations on both source localisation and 

dispersion spectra. The dispersion spectrum error (휀2) is given by the sum of squared 

differences for a given noise-perturbed trial Stest, compared to a noise-free reference spectrum 

Sref over n frequencies (𝜔) and m velocities (𝑣):  

휀2 =∑∑(𝑆𝑡𝑒𝑠𝑡(𝜔𝑖, 𝑣𝑗)−𝑆𝑟𝑒𝑓(𝜔𝑖, 𝑣𝑗))
2
.

𝑚

𝑗=1

𝑛

𝑖=1

 
 

(5) 

 
 

In Figure 8 we show that positional errors up to 4-5 m in radius have a very minor impact on 

source azimuth estimation and dispersion spectra in the frequency range of interest, i.e., up to 

100 Hz. Range estimation is somewhat more sensitive (but less important to dispersion 

spectrum quality) and we see a general trend that the source range tends to be overestimated 

rather than underestimated under the influence of receiver position uncertainty. This indicates 

that the estimated positional uncertainty for the field campaigns (~2-3 m) should not 

significantly affect our experimental results, although we may expect some minor 

overestimation of source range. As the positional error magnitude increases further, Figure 8 

demonstrates that the source localisation becomes progressively more imprecise, while Figure 

9 shows that the maximum frequency imaged coherently in the dispersion spectra progressively 

decreases. We can formalise this trend by observing the relation that coherent dispersion spectra 

are recovered for wavelengths of approximately 2-3 times the maximum positional error 

magnitude.  
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Figure 8: Summary of results of 1000 modelling iterations with random white noise perturbation 

to receiver positions. Grey triangles denote outliers, i.e., iterations that result in large azimuth 

errors outside the plotted range. Higher colour density denotes overlap, i.e. multiple iterations 

with the same result. ε2 denotes dispersion spectrum error Eq. (5). 

 

Figure 9: Dispersion spectra calculated from forward model with receiver positions perturbed by 

white random noise of known magnitude illustrating how the maximum frequency that is 

coherently imaged decreases with increasing uncertainty in receiver position. Colour scale is 

linear. 
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3.4 Theoretical dispersion curve modelling 

The global matrix method was introduced by Knopoff (1964), further elaborated by Lowe 

(1995) and again by Ryden and Lowe (2004). It involves the assembly of a system matrix  𝑺 

that describes the interaction of displacement and stress fields across interfaces between 

horizontal layers described by a series of interface matrices. The propagating wavemodes are 

characterised by combinations of frequency (ω) and wavenumber (k) that satisfy all boundary 

conditions such that the determinant vanishes: 

𝑓(𝜔, 𝑘) = det[𝐒] = 0         (6) 

We abstain from providing a full derivation, but give a specific case study that illustrates our 

implementation and may serve as a simple practical reference point for the reader interested in 

further exploration of the method. The layer models used in this study contain two discrete 

layers (𝑖 = 2, 3) bounded by an infinite vacuum half-space above (𝑖 = 1) and a solid half-space 

below (𝑖 = 4), giving the system matrix the following form: 

𝑺 = [

𝑫1𝑏
− −𝑫2𝑡

𝑫2𝑏     −𝑫3𝑡
𝑫3𝑏 −𝑫4𝑡

+
],        (7) 

where the matrices describing the top interfaces 𝑫𝑡 and the bottom interfaces 𝑫𝑏 for each layer 

are given by the following expressions (noting that the minus superscript denotes taking only 

the upward travelling partial waves given by columns two and four, while the plus superscript 

denotes selecting only the downward travelling partial waves given by columns one and three): 

[𝑫𝑖𝑡] =

[
 
 
 
 

𝑘                   𝑘𝑔𝛼
𝐶𝛼                −𝐶𝛼𝑔𝛼

                   
𝐶𝛽                −𝐶𝛽𝑔𝛽
−𝑘                −𝑘𝑔𝛽

𝑖𝜌𝑖𝐵 𝑖𝜌𝑖𝐵𝑔𝛼
2𝑖𝜌𝑖𝑘𝐵

2𝐶𝛼 −2𝑖𝜌𝑖𝑘𝐵
2𝐶𝛼𝑔𝛼

    
−2𝑖𝜌𝑖𝑘𝐵

2𝐶𝛽 2𝑖𝜌𝑖𝑘𝐵
2𝐶𝛽𝑔𝛽

𝑖𝜌𝑖𝐵 𝑖𝜌𝑖𝐵𝑔𝛽 ]
 
 
 
 

,   (8) 

[𝑫𝑖𝑏] =

[
 
 
 
 

𝑘𝑔𝛼                     𝑘
𝐶𝛼𝑔𝛼                  −𝐶𝛼

                     
𝐶𝛽𝑔𝛽               −𝐶𝛽
−𝑘𝑔𝛽               −𝑘

𝑖𝜌𝑖𝐵𝑔𝛼 𝑖𝜌𝑖𝐵

2𝑖𝜌𝑖𝑘𝐵
2𝐶𝛼𝑔𝛼 −2𝑖𝜌𝑖𝑘𝐵

2𝐶𝛼
    
−2𝑖𝜌𝑖𝑘𝐵

2𝐶𝛽𝑔𝛽 2𝑖𝜌𝑖𝑘𝐵
2𝐶𝛽

𝑖𝜌𝑖𝐵𝑔𝛽 𝑖𝜌𝑖𝐵 ]
 
 
 
 

,   (9) 

with: 

𝑔𝛼 = 𝑒
𝑖𝐶𝛼ℎ𝑖 ,     𝑔𝛽 = 𝑒

𝑖𝐶𝛽ℎ𝑖,         (10) 

𝐶𝛼 = (
𝜔2

𝛼𝑖
2 − 𝑘

2)

1

2
,     𝐶𝛽 = (

𝜔2

𝛽𝑖
2 − 𝑘

2)

1

2
 ,       (11) 
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𝐵 =  𝜔2 − 2𝛽𝑖
2𝑘2,          (12) 

and the physical properties of the system enter as: 

ℎ𝑖 = thickness of layer i, zero for the half-spaces 

𝜌𝑖 = density of layer i, set to zero for the upper vacuum half-space 

𝛼𝑖 = bulk compressional velocity of layer i, arbitrary non-zero value for upper vacuum half-

space 

𝛽𝑖 = bulk shear velocity of layer i, arbitrary non-zero value for upper vacuum half-space. 

 

We are also interested in the magnitude of displacement at the ground surface (top interface of 

layer i=2) for the different wave modes so that we may predict which are most likely to be 

excited and subsequently recorded in the field. To this end, we proceed by assuming the 

amplitudes of the incoming waves in the two half spaces, setting a unitary amplitude entering 

the system at the top ({𝐴1
+} = 1) and zero amplitude entering the system from below ({𝐴4

−} =

0), allowing us to specify the right-hand side of the following system and solve for the unknown 

interface amplitudes using a least squares approach: 

[

𝑫1𝑏
− −𝑫2𝑡

𝑫2𝑏     −𝑫3𝑡
𝑫3𝑏 −𝑫4𝑡

+
]

{
 

 
{𝐴1

−}

{𝐴2}

{𝐴3}

{𝐴4
+}}
 

 

= [
𝑫1𝑏
−

    
−𝑫4𝑡

+
] {

{𝐴1
+}
0
0

{𝐴4
−}

}.  (13) 

Here we substitute the system matrix 𝑺 for the combinations of frequency and wavenumber that 

correspond to the propagating wavemodes. The vectors of amplitudes are arranged in the 

following way: 

{𝐴} =

{
 
 

 
 𝐴(𝐿+)
𝐴(𝐿−)
𝐴(𝑆+)
𝐴(𝑆−)}

 
 

 
 

,     {𝐴+} = {
𝐴(𝐿+)
𝐴(𝑆+)

},     {𝐴−} = {
𝐴(𝐿−)
𝐴(𝑆−)

},     (14) 

where L and S denote longitudinal and shear waves respectively, while – and + symbols denote 

upward and downward travelling partial waves. Having solved for the unknown amplitudes in 

Eq. (13) we then calculate the displacements and stresses at the ground surface according to the 

following equation, 
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{

𝑢𝑥
𝑢𝑧
𝜎𝑧𝑧
𝜎𝑥𝑧

} 2𝑡 = [𝑫2𝑡]{𝐴2} ,         (15) 

where 𝑢𝑥 and 𝑢𝑧 denote the complex valued in-plane and vertical displacements, while 𝜎𝑧𝑧 and 

𝜎𝑥𝑧 denote the complex valued vertical and lateral stresses and the calculation is made at the 

top interface of layer 2.  

In Figure 10, we show an example of the dispersion curves produced by this approach for the 

spring layer properties listed in Table 1. Since we measured the vertical component of ground 

motion in the field, we plot the magnitude of the vertical displacement (𝑢𝑧) as an indicator of 

the relative likelihood of exciting and subsequently recording specific wave modes. We also 

highlight, for a given frequency, the wavemode giving the largest displacement at the surface 

that is considered most likely to dominate the ground response and contribute to the apparent 

dispersion curve produced by the superposition of multiple modes observed in experimental 

data.  

 

Figure 10: Example of theoretical dispersion curves coloured by magnitude of vertical 

displacement at the ground surface. Black circles denote the wavemode with largest displacement 

for a particular frequency. 

3.4.1 Numerical root finding method 

To recover the dispersion curves it is necessary to find the roots of the system matrix, Eq. (6). 

In this study, we assume a half-space with higher velocity than the overlying layers, which 

reflects the presence of compacted sediments and bedrock at depth in Adventdalen. The 

implication of this choice is that the propagating surface wave modes do not leak energy into 

the half-space and are much simpler to search for numerically. The permitted surface wave 
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modes are given by combinations of frequency and phase velocity (or wavenumber) that 

minimize the determinant of the system matrix. We localize these minima by conducting a 

simple 2D numerical search over a regular grid of frequency and real wavenumber (the 

imaginary part of the wavenumber is zeroed since we consider only non-leaky modes). The 

local minima in the matrix sampling the determinant of the system matrix are found by 

morphological image processing techniques, rather than the more traditional method of curve 

tracing using bisection algorithms favoured by, e.g., Lowe (1995). Specifically, we use the 

“imregionalmax” routine in Matlab on the negative of the determinant matrix, applying a series 

of linear connectivity kernels for detection of local maxima ridges. We then mask out non-

dispersive body waves that appear as horizontal ridges in frequency-phase velocity space and 

use morphological closing operations to fill in the gaps that this creates. We further apply 

skeletonization to the binary image of dispersion curves. The non-zero elements of the binary 

matrix then define the combinations of frequency and velocity that represent the dispersive 

wave modes and that are subsequently used to calculate surface wave amplitudes with Eq. (13). 

4 Results and discussion 

4.1 Interpretation of cryoseisms 

A series of transient seismic events were isolated from passive seismic recordings of 2D 

geophone arrays deployed at our study site in Adventdalen. The estimated source positions for 

these events are shown in Figure 11, while their temporal occurrence is illustrated in Figure 12. 

The events cluster primarily around frost polygons along the raised river-terrace. A small 

number of events fall just beyond the raised riverbank and plot within the Adventelva river 

valley. While these events may be correctly located, we also cannot rule out the possibility that 

they occurred on the raised terrace and the source range has been overestimated as discussed in 

sect. 3.3.3. Figure 12 shows that the transient events were all recorded during periods of rapidly 

changing air temperature as recorded at a nearby weather station. This observation together 

with the spatial clustering around frost polygons and on the raised river terrace, which is known 

to have high ground-ice content within the upper ~4 m (Gilbert et al., 2018), lead us to infer 

that these events are most likely cryoseisms, or frost quakes. The fact that these events consist 

dominantly of surface wave energy is also consistent with a shallow source and previous 

descriptions of cryoseisms (Barosh, 2000). Similarly, the fact that the source range for all of 

the recorded events was in the order of hundreds of meters is also consistent with the distance 
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over which previously observed cryoseisms have propagated (Leung et al., 2017; Nikonov, 

2010) and we are unaware of any other likely seismic sources within this range. Other possible 

seismic sources such as an operational coal mine, Gruve 7, that conducts blasting operations 

lies ~5 km SE, road traffic along the road ~650-850 m S-SW or snowmobile traffic along the 

Adventelva river valley N-E of the study site do not explain the spatial distribution and 

character of the recorded events. Known examples of snowmobile and vehicle traffic contain 

strong air wave arrivals with non-dispersive velocity of ~320-330 m/s that was not observed 

for the class of events attributed to cryoseisms.  

 

The temporal resolution of this study is limited due to the fact that data was recorded during 

specific intervals, rather than continuously (see Figure 12). This means that additional 

cryoseisms may have occurred under rapid cooling events that occurred during the field 

campaigns but for which no data was recorded. However, we can observe that the recording 

windows for which no cryoseisms were detected were associated with either temperatures that 

were too high or changing slowly in comparison to the periods when cryoseisms were detected. 

The frequency of cryoseisms was greater during the spring compared to the autumn, probably 

owing to the increased progression of ground freezing in the aftermath of cold winter air 

temperatures. It is interesting to note that the highest frequency of cryoseisms was recorded the 

2nd of May, 2019 during a period when the air temperature was rapidly increasing and following 

a sharp cold snap down from above-freezing temperatures three days prior. It is unclear whether 

these events are a delayed effect of the preceding cold snap, where the subsurface stress 

continues to increase for some time after the drop in air temperature, or if the events are caused 

by the sharp temperature rise itself and associated with cracking driven by thermal expansion 

rather contraction. We also note that snow cover on the raised river terrace was thin or absent 

during the field campaigns, due to relatively low precipitation and strong prevailing winds. The 

lack of an insulating snow layer increases the plausibility of correlating air temperature at 5 m 

above ground with cryoseismic events in the shallow subsurface and has been recognised as a 

necessary condition facilitating sufficiently rapid ground cooling to generate cryoseisms in 

previous studies (Barosh, 2000; Battaglia et al., 2016; Matsuoka et al., 2018; Nikonov, 2010). 
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Figure 11: Localised source positions (coloured stars) and receiver positions for spring (cross 

symbols) and autumn (plus symbols) field campaigns, background is a contrast enhanced version 

of an orthophoto © Norwegian Polar Institute (npolar.no).  
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Figure 12 – Temperature at 5 m above ground at nearby weather station in Adventdalen. Grey 

bars denote periods when passive seismic data was recorded and red bars denote periods where 

transient seismic events producing high quality dispersion spectra were detected.  

4.2 Dispersion images and temporal variation 

Dispersion images from the isolated cryoseisms resemble the complex multimodal dispersion 

of Lamb-Rayleigh waves that is relatively well known from pavement studies (Ryden and 

Lowe, 2004; Ryden et al., 2004). This complexity emerges when a stiff high-velocity layer 

overlies a softer layer producing an inversion in the shear velocity profile and acting as a 

waveguide. Some examples of estimated dispersion spectra are shown in Figure 13 spanning 

both spring and autumn field campaigns. We observe that the number of wavemode branches 

imaged in the spring records was higher than in the autumn over the investigated range of 

frequencies. In Figure 14, we compare individual events from spring and autumn, and observe 

that the apparent dispersion curve is shifted towards lower velocities in the autumn and that 

transitions between successive modes are shifted to higher frequencies with larger spacing 

between modes. This trend is robust across the catalogue of cryoseisms giving well resolved 

dispersion images, as shown in Figure 15, displaying the time-frequency traced ridges of 
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dispersion images corresponding to multiple records from spring and autumn field campaigns. 

Matlab’s built in routine “tfridge” was found to be effective for ridge tracing in this study. 

 

 

Figure 13: Examples of dispersion spectra for selected cryoseismic events from spring (upper two 

rows) and autumn (bottom row) field campaigns, source azimuths are given as compass bearings 

and colour scaling is linear. 
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Figure 14: Comparison of records from spring and autumn, in right panel spring record is shown 

in cyan and autumn record is shown in red, and areas where the two spectra overlap appear white.  

 

Figure 15: Illustration of temporal variation. Grayscale background image shows the mean 

dispersion spectrum for all displayed transient events. Coloured circles denote time frequency 

ridges picked from individual dispersion spectra and coloured according to date of recording.  

4.3 Inferring subsurface structure from dispersion images 

To further investigate what the structure of the dispersion images tells us about the subsurface 

permafrost structure and its variation between spring and autumn field campaigns, we ran a 

series of theoretical models using the global matrix approach discussed in sect. 3.4. These 

models were optimised manually by qualitatively fitting the resulting dispersion curves with 

experimental dispersion images and manually adjusting the physical parameters to achieve a 
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best possible fit. We focussed our attention on the simplest possible models that give a good 

approximation of the experimental data, which in this case meant two discrete layers with an 

inverse velocity profile sandwiched between infinite vacuum (above) and solid (below) half-

spaces. The physical properties of the best estimate models corresponding to spring and autumn 

conditions are listed in Table 1.  

 

Table 1: Physical properties of homogeneous, horizontally layered media used to calculate 

theoretical dispersion curves shown in Figure 16. The key feature of the model is a high velocity 

surface layer overlying a layer with lower velocity and high Poisson’s ratio.  

Layer h (m) Vs (m/s) Vp (m/s) Poisson’s Ratio ρ 

(kg/m3) Spring Autumn Spring Autumn Spring Autumn Spring Autumn 

1 4.5 3.5 1700 1520 3180 3164 0.30 0.35 2000 

2 31 29 500 525 1837 1929 0.46 0.46 2000 

halfspace ∞ ∞ 2000 2000 3742 3742 0.30 0.30 2000 

 

The primary property of the models that allows us to fit the experimental data is the high 

velocity of the uppermost part of the ground, overlying relatively low velocity material beneath. 

We also see evidence that the Poisson’s ratio in the low velocity layer is relatively high (0.46), 

consistent with a softer material that transmits shear stress less effectively. The physical 

manifestation of the high-velocity surface layer is likely to be the zone of elevated ground-ice 

content of ~4 m thickness observed in the Adventdalen boreholes of Gilbert et al. (2018). This 

zone is rich in void filling ice, lenticular and massive solid bodies of ice that macroscopically 

strengthen the dominantly loess sediments (Gilbert et al., 2018), leading to relatively high shear 

wave velocity and a relatively low Poisson’s ratio.  

 

The low velocity layer may simply reflect the absence of these stiffening ice bodies and 

subsequently decreased shear strength in the porous medium. However, the low velocity zone 

may also indicate the presence of unfrozen permafrost due to elevated salinity, recalling that 

permafrost is defined simply as ground that remains below 0°C over at least two consecutive 

years, but does not imply that the ground is in fact frozen. This interpretation is supported by 

the high Poisson’s ratio of the lower layer, since according to Skvortsov et al. (2014) a Poisson’s 

ratio of 0.45-0.46 represents a threshold between frozen and unfrozen states for water-saturated 

soils, irrespective of composition, temperature and salinity. Unfrozen saline permafrost has also 

been interpreted in Adventdalen below the Holocene marine limit based on nuclear magnetic 
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resonance and controlled source audio-magnetotelluric data (Keating et al., 2018), which 

includes the study site. On balance, we conclude that unfrozen saline permafrost is the most 

likely explanation for the observed low velocity zone. 

 

 

Figure 16: Spring field campaign best qualitative fit theoretical dispersion curves, based on a 

simple 3 layer horizontal model (see Table 1). Dispersion spectrum corresponds to event recorded 

2-May 06:51, displayed with linear colour scaling. 

In Figure 16 we see that the theoretical dispersion curves fit the experimental data recorded in 

spring remarkably well, given our very simplistic layer model. Figure 17 illustrate that the fit 

between model and experimental data is somewhat poorer for the autumn, although good 

overall fit was still achieved. Reasons for this contrast may include that the cryoseisms were 

stronger in spring due to colder temperatures and a more advanced state of freezing leading to 

a more broadband source signal. Alternately, the ground may have been more heterogeneous in 

the autumn, as indicated by interspersed ponds of unfrozen water and ice observed at the study 

site when deploying geophones in September compared with a relatively homogeneous frozen 

landscape with thin snow cover in March. This increased heterogeneity may affect the 

experimentally recorded events either via attenuation of the surface waves between source and 

receiver or by heterogeneities across the geophone array itself leading to decreased coherency.  

 

It was difficult to fit the steep phase velocity gradients at the frequencies where the ground 

response transitions from one wave mode to another using our drastically simplified layer 
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model (particularly noticeable for modes 3-6 in Figure 16). We have not investigated this 

phenomenon in detail but hypothesise that some additional degree of freedom such as allowing 

for velocity gradients within layers may be required to improve this aspect of the fit. 

 

 

Figure 17: Autumn field campaign best qualitative fit theoretical dispersion curves, based on a 

simple 3 layer horizontal model (see Table 1). Dispersion spectrum corresponds to event recorded 

27-Oct 12:27, displayed with linear colour scaling. 

5 Conclusion 

We present a methodology designed to isolate transient seismic events in passive records and 

thereby estimate their unknown source location and image their phase velocity dispersion. The 

spatial association of the source positions with a well-known frost polygon area along an 

elevated river-terrace in Adventdalen, together with temporal correlation with periods of rapidly 

changing air temperature, indicates that these events are likely cryoseisms. The phase velocity 

dispersion of these cryoseisms furthermore allows us to infer the subsurface structure of the 

permafrost and detect changes between seasons. A high-velocity solid-frozen surface layer 

overlying a slower and softer layer leads to a complex multimodal dispersion pattern that is 

familiar from previous studies of pavements. The uppermost part of the permafrost appears to 

be measurably softer during the autumn than the spring, implying that this methodology may 

also have the potential to detect changes in an inter-annual monitoring context. A future field 
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campaign recording continuously over an entire freeze season would, for example, give a more 

complete picture of the spatiotemporal occurrence of cryoseisms. Alternatively, our 

methodology could be applied for other locations with suitable seismic sources, such as on or 

adjacent to glaciers. 
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3. Synthesis 

This study has evaluated several aspects related to the use of seismic to map and monitor 

the Arctic. In this synthesis chapter, the main findings of each paper are first summarized 

and put into a common context related to the objectives. Finally, some interesting future 

research directions are discussed.       

3.1. Main findings  

The main outcomes from each paper can be summarized as follows: 

 In Paper 1, we computed the sound pressure levels and sound exposure levels at 

hydrophones in shallow water during seismic experiments with detonating cords 

on top of sea ice and air guns below the ice. We then reviewed the sound levels 

for possible impacts on the hearing of seals. We found that a seismic survey of 

this size is most likely not physically injurious due to the low hearing sensitivity 

of seals to the seismic frequencies, in addition to the rapid decrease in sound level 

with increasing distance from the source. We found the highest sound levels for 

both types of sources at frequencies that seals cannot hear well (<700 Hz). 

Temporary behavior change may occur, but no indication of permanent 

disruption to the population of seals was observed.  

 In Paper 2, we combined heat flux, rock physics, and seismic modeling to 

estimate the change in effective elastic properties of permafrost related to various 

future climate scenarios in the Arctic. We found that elastic and seismic 

properties of (partly) frozen unconsolidated near-surface saline sediments 

strongly depend on heat flux into the subsurface, and vary both seasonally and 

between different climate scenarios. Seismic data obtained by full waveform 

modeling and real experiments in Adventdalen showed time-lapse effects that 

can be related to varying surface temperatures.  

 In Paper 3, we presented synthetic and real seismic time-lapse data acquired at 

the same study site, but at different times of the year. Comparison of the seismic 

records and dispersion images revealed time-lapse effects that were related to 

thawing. In particular, the surface wave dispersion appeared to be sensitive to the 
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degree of freezing in unconsolidated sediments. Analyses of dispersion images 

basically provide trends in the stiffness gradient. This further demonstrated the 

potential of using surface seismic for Arctic climate monitoring. 

 In Paper 4, we analyzed passive seismic data acquired in Adventdalen during 

spring and early autumn. We observed a series of transient seismic events that 

contained a high proportion of surface wave energy, and that could produce high-

quality dispersion images through an innovative source localization approach 

followed by cross-correlation beamforming. We found that the timing of these 

events correlated with periods of rapidly changing air temperature, and therefore 

identified them as frost quakes. The dispersion patterns resembled those observed 

in pavement studies, and also varied between spring and autumn, indicating that 

seasonal permafrost thawing can be resolved from passive seismic data.   

The results of Paper 1 are of value particularly when it comes to the practical aspects of 

planning seismic experiments in the Arctic, while the remaining papers focus more on 

the scientific value of using seismic to map and monitor Arctic near-surface sediments. 

Hence, this study addresses both logistical and scientific challenges related to using 

seismic in the Arctic.  

The motivation behind carrying out this project was that geophysical mapping and 

monitoring of the Arctic subsurface is interesting for environmental and economic 

reasons, but we lack knowledge about several aspects related to this. We here mainly 

focus on the environmental aspects related to the near-surface sediments, although the 

results of Paper 1 are independent of the actual aim of the experiment. The first objective 

was defined to address the lack of knowledge about the impact of seismic experiments 

on animal life. This is one of the concerns that have been raised by authorities when 

evaluating applications for seismic experiments on Svalbard. Since we conclude in 

Paper 1 that seismic experiments of this size do not cause hearing damage in seals, the 

study motivates continued studies on the use of seismic in the Arctic. The second 

objective was defined to address the lack of knowledge about monitoring of permafrost 

degradation. Several geophysical methods have previously been used for mapping of 

permafrost (Kneisel et al., 2008; Briggs et al., 2016; Keating et al., 2018), but no non-

intrusive method has by itself been able to accurately determine the ice saturation in 
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saline near-surface sediments. Since seismic surface wave methods have been successful 

in near-surface characterization at sub-Arctic locations, we wanted to investigate 

whether these can be useful in permafrost areas as well. To address this topic, we first 

theoretically investigated the impact of heat flux on effective rock physics properties in 

Paper 2, and then studied the actual time-lapse effect in seismic data in Paper 3 and 

Paper 4. Although our real seismic data cannot be used to directly study the effects of 

long-term climate change, the observed seasonal time-lapse effects indicate that seismic 

data will also resolve longer-term alterations in surface temperature.       

To summarize: Paper 1 considers whether using seismic in the Arctic is safe. Paper 2 

considers whether using seismic for near-surface climate monitoring in the Arctic has 

any theoretical scientific basis. Finally, Papers 3 and 4 consider whether it is actually 

possible to use seismic data to detect variations in seismic properties due to surface 

temperature variation, i.e., does it work in practice.  

3.2. Outlook 

Based on the results of this study, several interesting future research directions have 

been identified. Three of these are discussed in more detail here:  

1. Further studies on ideal experiment design for obtaining high resolution data 

with minor impact on Arctic environment and fauna     

As repeatedly pointed out throughout this thesis, acquisition of seismic data in Arctic 

environments needs to fulfill two requirements: it has to be environmentally friendly in 

the sense of having minor impact on the surroundings, while at the same time providing 

useful, high-quality seismic data. Optimizing the balance between these two aspects 

deserves attention in future research. 

First, further studies on the impact of seismic experiments on animals are of interest. 

Although Paper 1 concluded that seismic studies of the size considered here do not 

damage the hearing of seals, these results do not necessarily apply to other Arctic 

animals. For studies on the impact of seismic on marine mammals, we should be able to 

follow a similar approach to the one applied in Paper 1. Since Paper 1 was published, 

the weighting functions that were applied in Paper 1 (Southall et al., 2007) have been 
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updated (Southall et al., 2019) to be more precise and better distinguish between animal 

species, but this does not affect the conclusions of Paper 1. For considering the effect 

on terrestrial animals (which might be more relevant in the context of using seismic for 

climate monitoring), the approach would have to be modified to account for the fact that 

geophones measure particle velocity rather than pressure, for example by also utilizing 

microphones during the experiments.  

Second, further studies on ideal acquisition design for obtaining high-quality data are of 

interest. As demonstrated in both this and other studies, the presence of frozen ground, 

glaciers, or floating ice leads to strong and highly dispersive surface waves. Depending 

on the purpose of the experiment, we might want to remove or enhance these, and studies 

on both aspects are of interest. During reflection seismic surveys, we prefer to acquire 

data without surface waves (Kearey et al., 2002). Although the topic of removing these 

either through acquisition design (Rendleman and Levin, 1990; Johansen et al., 2019) 

or through processing (Henley, 2007) has been the focus of several studies over many 

decades, obtaining reflection and refraction seismic data with a high signal-to-noise ratio 

remains a challenge in Arctic environments. In surface wave studies on the other hand, 

we would rather enhance the surface waves. Arctic surface wave studies is an appealing 

future research topic due to the dominating surface waves in such data. Although many 

studies on optimal surface wave survey design are already available (see the review by 

Socco et al., 2010), studies on ideal choice of source type and offset are of interest 

because sources may generate different interfering waves, and frequencies may be 

dampened differently with distance. Also, we usually use vertical component geophones 

to acquire Rayleigh waves in surface wave studies, but by including horizontal 

component receivers as well, we can acquire Love waves or horizontally polarized S-

waves (SH-waves) that can be simultaneously analyzed.  

By also including the environmental impact of the various sources and receivers as a 

factor when evaluating different acquisition designs, we obtain valuable knowledge of 

how we should conduct future Arctic seismic surveys in the best possible manner. 

Nevertheless, the success of surface wave methods for near-surface characterization 

does not only depend on the acquisition, but also on the data processing and inversion 
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(Socco et al., 2010). Provided that high-quality surface wave data can be acquired as 

described here, careful analysis of the data is still necessary for extracting accurate soil 

parameters. This takes us to the next interesting future research topic:  

2. Improving the processing and inversion schemes for obtaining elastic and 

physical parameters from surface seismic data 

In this study, we have demonstrated the potential of using seismic data to detect temporal 

changes in the seismic wavefield caused by surface temperature variations (Papers 2, 3, 

and 4). To use seismic data for climate monitoring of near-surface sediments, the natural 

next step involves quantification of how much the elastic and physical properties have 

changed between the seismic experiments. To accomplish this, we first need to invert 

the seismic observables to elastic properties. Next, we need to invert the elastic 

properties to physical parameters. Several aspects related to these topics can be 

investigated in future studies; some are described in the following paragraphs.  

Before the seismic inversion can be carried out, the data have to be properly processed 

to be able to extract correct dispersion curves and identify which modes are dominant 

over the frequency range. Future research related to processing of surface wave data can 

for example focus on air wave removal that does not affect the dispersion curve. 

Additionally, most surface wave studies (including Papers 3 and 4) focus on the velocity 

dispersion, but additional analysis of the attenuation dispersion can provide more 

information.  

The classical seismic surface wave inversion consists of two parts. The first is a forward 

modeling part where modal curves are computed for a given subsurface model. During 

forward modeling, we represent the subsurface by a stack of elastic or viscoelastic 

layers, and based on this we form an eigenvalue problem. The solution is a multivalued 

function of frequency, which represents the modal curves (Socco et al., 2010). The most 

commonly used method for solving this eigenvalue problem, the transfer matrix method, 

provides no information about how energy is distributed along modes. This is a problem 

when higher modes are dominant, which is typically the case in Arctic environments. 

Hence, solving the eigenvalue problem including higher modes is an interesting topic 

that has been the focus of several studies (Maraschini et al., 2010; Pan et al., 2013). This 
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is to some extent implemented in Paper 4, where we use the global matrix method 

(Ryden and Lowe, 2004) and compute the magnitude of displacement at the top ground 

interface for the different wave modes for simple three-layer models.   

The second part of the classical inversion involves the use of an algorithm for iteratively 

minimizing the misfit between picked dispersion curves and computed modal curves. 

The inversion algorithms are typically divided into two groups: local search methods 

(LSM’s) which search for a solution in the vicinity of the initial model, and global search 

methods (GSM’s) which systematically compute a large amount of solutions and 

afterwards look for a proper solution among these models. While LSM’s are fast and 

produce a unique solution, GSM’s are computationally expensive and represent a non-

unique problem. However, the solution of LSM’s strongly depends on our choice of 

initial model parameters, while for GSM’s there is no linearity between the initial model 

and the solution (Socco et al., 2010). If surface wave methods are going to be a helpful 

tool in Arctic climate monitoring, the inversion methods have to be both accurate and 

efficient. The usefulness of the method is reduced if the inversion process requires 

massive computing resources. Improving the efficiency of inversion algorithms is an 

appealing research direction that has been a focus of recent studies (Lei et al., 2019), 

while an equally appealing and less frequently studied topic is on improving the picking 

of good initial models by developing statistical or empirical models for Arctic 

environments.  

Yet another issue is related to lateral site variations. These may introduce artefacts in 

the dispersion curve, and several recent studies are investigating how to account for 

lateral heterogeneities in the inversion process. In particular there are promising studies 

on replacing the classical seismic surface wave inversion with full waveform inversion 

(Dou and Ajo-Franklin, 2014; Solano et al., 2014; Groos et al., 2017) or 2D/3D wave 

equation dispersion inversion (Liu et al., 2018; Zhang and Alkhalifah, 2019).  

The last step of obtaining soil parameters from seismic data involves inversion of elastic 

properties to physical properties. This represents an underdetermined problem because 

several combinations of physical properties can produce a similar response (Johansen et 

al., 2013; Bredesen et al., 2015). For example, in Paper 2, we demonstrated that elastic 
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and seismic properties vary with time when surface temperature varies, but we also 

demonstrated that these properties are sensitive to salinity and saturation of the 

sediments. Thus, it follows that knowledge about the local pore fluid conditions is 

essential for quantifying how much thawing has occurred in a given time period. Hence, 

even though surface seismic data can detect even small changes in ice saturation, it may 

be challenging to use seismic data by itself for Arctic climate monitoring. This leads us 

to the last research direction discussed here:  

3. Integrating surface seismic methods with other geophysical methods for 

enhanced climate monitoring of permafrost areas   

Future research on climate monitoring of Arctic sediments should focus on integrating 

the surface seismic method presented here with other geophysical methods, such as geo-

electrical, electromagnetic, or other seismic methods (Kneisel et al., 2008; Wu et al., 

2017). In their review of surface wave methods, Socco et al. (2010) highlight that joint 

inversion with other geophysical methods increases the chance of obtaining an accurate 

and reliable soil model when using surface wave methods. Keating et al. (2018) 

successfully used surface nuclear magnetic resonance to detect unfrozen saline water in 

Adventdalen, which is a challenge with many other geophysical methods. Further, by 

combining active and passive seismic data, we can expand the frequency range with 

useful energy, for example by simultaneous analysis of the data used in Papers 2 and 4. 

Dispersion curves have higher resolution at low frequencies (<50 Hz) in passive data, 

while they can be followed to higher frequencies and analyzed for dampening effects in 

active data. Analysis of Love or SH waves following a similar approach as for Rayleigh 

waves can also be useful (Li et al., 2019). Distributed acoustic sensors are sensitive to 

surface waves, and could be useful for detecting small changes in the surface waves due 

to thawing (Ajo-Franklin et al., 2017). Further, geological information from boreholes 

can help constrain the model and build the initial model for inversion.   
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