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Preface

This thesis is submitted as a partial fulfillment of the requirements for the degree of
Philosophiae Doctor (PhD) at the Universitetet i Bergen. The thesis consists of two
parts, Part I and Part II. The Part I reviews the mathematical background for the pa-
pers in the part II. The Part II collects the contributed papers covering several topics
in image processing, with main focus on the methods based on variational meth-
ods and partial differential equations, as well as the underlying geometric relating
to the mathematical models.
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Abstract

The total variational minimization with a Stokes constraint, also known as the TV-
Stokes model, has been considered as one of the most successful models in image
processing, especially in image restoration and sparse-data-based 3D surface recon-
struction. This thesis studies the TV-Stokesmodel and its existing variants, proposes
new and more effective variants of the model and their algorithms applied to some
of the most interesting image processing problems.

We first review some of the variational models that already exist, in particu-
lar the TV-Stokes model and its variants. Common techniques like the augmented
Lagrangian- and the dual formulation, are also introduced. We then present our
models as new variants of the TV-Stokes.

The main focus of the work has been on the sparse surface reconstruction of 3D
surfaces. A model (WTR) with a vector fidelity, that is the gradient vector fidelity,
has been proposed, applying it to both 3D cartoon design and height map recon-
struction. The model employs the second order total variation minimization, where
the curl-free condition is satisfied automatically. Because the model couples both
the height and the gradient vector representing the surface in the same minimiza-
tion, it constructs the surface correctly. A variant of this model is then introduced,
which includes a vector matching term. This matching term gives the model capa-
bility to accurately represent the shape of a geometry in the reconstruction. Experi-
ments show a significant improvement over the state-of-the-art models, such as the
TV model, higher order TV models, and the anisotropic third order regularization
model, when applied to some general applications.

In another work, the thesis generalizes the TV-Stokes model from two dimen-
sions to an arbitrary number of dimensions, introducing a convenient form for the
constraint in order it to be extended to higher dimensions.

The thesis explores also the idea of feature accumulation through iterative reg-
ularization in another work, introducing a Richardson like iteration for the TV-
Stokes. This is then followed by a more general model, a combined model, based on
the modified variant of the TV-stokes. The resulting model is found to be equivalent
to the well known TGV model.

The thesis introduces some interesting numerical strategies for the solution of
the TV-Stokes model and its variants. Higher order PDEs are turned into inhomoge-
neous modified Helmholtz equations through transformations. These equations are
then solved using the preconditioned conjugate gradients method or the fast Fourier
transformation. The thesis proposes a simple but quite general approach to finding
closed form solutions to a general L1 minimization problem, and applies it to design
algorithms for our models.
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Part I

Summary



Chapter 1

Background

I hate TV. I hate it as much as peanuts.
But I can’t stop eating peanuts.

Orson Welles (1956)

In this chapter, we present a brief review of methods based on the total variation
(TV) minimization as well as their applications to image processing. The focus
of this presentation is on some representative numerical approaches to solve the
associated models.

With the world getting more and more digital, our daily lives become more and
more dependent on digital image processing, finding its applications in almost ev-
erywhere, cf. [1, 8, 14, 32, 33]. There are different ways to handle image processing
problem, cf. [8], we only consider the variational approach in this thesis.

1.1 Variational Image Processing
Image processing tasks are often defined as inverse problems, cf. [1, 8, 14, 32,
33]. These problems are often ill-posed, cf. [12, 21]. Consider the task of image
restoration: Consider a noisy image I0 : Ω 7→ R, where Ω is a bounded open subset
of R2, the problem is to find a decomposition such that I0 = I+ ν , where I is the
true signal and ν is the noise. Finding such a decomposition can be formulated as an
optimization problem. The simplest of all is the problem of least squares, in other
words, is to find the minimizer, in the L2 space, i.e.

I = argmin
v

∥I− I0∥2(Ω).

The notation ∥ · ∥, in this chapter, refers to the L2 norm. This model, however, only
works when we know the structure of u otherwise there is only a trivial solution
u = f . It is obvious that, without sufficient priori, to find such a decomposition is
an ill-posed inverse problem, cf. e.g., [1, 8]. A regularizer, which provides somehow
the priori, is thus necessary. The Tikhonov regularizer is among the first and most
common regularizers used for this problem. In general, we define a regularizer as

Jp(u) := |∇u|p
(Ω)

.
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The Tikhonov regularizer is the case where p= 2. For models with this regularizer,
it is difficult to preserve edges (discontinuity along lines) while smoothing noise.
Rudin, Osher, and Fatemi proposed a model, commonly known as the ROF model,
with p= 1 for the regularizer, cf. [31]. Thismodel, as compared to the Tikhonov reg-
ulatizer, preserves irregularities better, and has been widely used in diverse practical
problems. The model has inspired and generated numerous variants, cf. [1, 2, 4, 6–
11, 17, 18, 23, 30, 33, 36, 39–41, 43, 44]. For the sake of simplicity, we denote J1(·)
for p= 1, as J(·), which is also known as the total variation regularizer.

The ROF model is known to preserve edges, however, it suffers a staircase ef-
fect which makes the restored image patternized. Higher order models have been
developed to overcome this problem, e.g. the Lysaker-Osher-Tai (LOT) model, cf.
[25], and the TV-Stokes model, cf. [30].

The ROF model for denoising has the form as follows.

min
I

{
α|∇I|(Ω)+θ∥I− Io∥2(Ω)

}
. (1.1)

Here, α and θ are non-negative scalar parameters; Io is the known data, as for in-
stance representing the observed image, and I is a scalar-valued function, both de-
fined on Ω. The notations | · | and ∥ ·∥ represent L1 norm and L2 norm, respectively.

To solve the ROF model, one derives the optimality condition, i.e., the Euler-
Lagrange equation (ELE). By the simple calculus of variational, the ELE, a partial
differential equation (PDE), is derived as follows.

−
α
2θ

∇ ·
∇I∣∣∇I
∣∣= Io− I. (1.2)

The difficulty in solving the ROF model is associated with the non-differentiability
of the L1 term. There are several approaches that avoid the problem, we list two of
them here.

1.2 Solution techniques for the simplest TVminimization

1.2.1 The Augmented Lagrangian Method
The idea of the augmented Lagrangian method used here in solving the above ROF
model is turning the nondifferentiable PDE to a set of solvable equations, by in-
troducing an auxiliary variable, that is P := ∇I. The primarily unconstrained min-
imization problem is thus turned into a constrained minimization problem of the
following form.

min
I,P

{
α|P|(Ω)+θ∥I− Io∥2(Ω)

}
, (1.3)
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subject to P := ∇I. Adding the condition to object functional with one more aug-
mented quadratic term, we obtained the following equivalent saddle point problem.

min
I,P

max
ΛΛΛ

{
α|P|+θ∥I− Io∥2+ΛΛΛ ·

(
P−∇I

)
+

cP
2
∥P−∇I∥2

}
, (1.4)

where ΛΛΛ is the Lagrange multiplier and cP is a non-negative parameter. This saddle
point problem is solved alternatingly with respect to its three subproblems, cf. the
follows.

min
I

{
θ∥I− Io∥2−ΛΛΛ ·∇I+

cP
2
∥P−∇I∥2

}
;

min
P

{
α|P|+ΛΛΛ ·P+

cP
2
∥P−∇I∥2

}
;

max
ΛΛΛ

{
ΛΛΛ ·
(
P−∇I

)}
.

(1.5)

The first subproblem concerning I is solvable via the fast Fourier transform. The
second subproblem about P has a closed form solution. A simple steepest ascent
method is usually applied on the last maximizing problem with step length cP.

1.2.2 The Dual Method
The idea of the dual method is to turn a nondifferentiable problem into a differen-
tiable one in the weak sense, by using the dual formulation of the total variation
term, i.e.

|∇I|(Ω) = max
∥p∥∞≤1

⟨I,∇ ·p⟩(Ω) (1.6)

whereΩ is an open bounded domain, p=(p1, p2) is a dual variable subject to ∥p∥∞ ≤
1. The ROF model, refer to (1.1), reduces to the equivalent min-max formulation

min
I

max
∥p∥∞≤1

α⟨I,∇ ·p⟩(Ω)+θ∥I− Io∥2(Ω). (1.7)

The generalized mini-max theorem justifies the equality

max
∥p∥∞≤1

min
I

α⟨I,∇ ·p⟩(Ω)+θ∥I− Io∥2(Ω). (1.8)

In spite of a possible nonuniqueness of p, the solution I obtained by means of (1.8)
is unique. The unique solution is obtained as follows

I = Io− α
2θ

∇ ·p. (1.9)

Under the condition (1.9), we arrive at the minimum distance problem

min
∥p∥∞≤1

∥∥∥Io− α
2θ

∇ ·p
∥∥∥2. (1.10)
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As in [5] the Karush-Kuhn-Tucker conditions for (1.10) are given by the equa-
tion

∇
(
2θ
α

Io−∇ ·p
)
+

∣∣∣∣∇(2θ
α

Io−∇ ·p
)∣∣∣∣ ·p= 0, (1.11)

where the dot signifies the entry wise product. Solution of (1.10) is approximated
by the semi-implicit iteration

p0 = 0,

pk+1 =

pk− τ∇
(
2θ
α
Io−∇ ·p

)
1+ τ

∣∣∣∣∇(2θ
α
Io−∇ ·p

)∣∣∣∣.
(1.12)

1.3 The classical TV-Stokes Model [19, 30]
In this section, we present the classical TV-Stokes model, which was originally
applied to image denoising and -inpainting; cf., [9–11, 20, 26, 30, 35, 42].

Definition 1 (Denoising). In image processing, denoising refers to the process of
removing noise from an image.

Definition 2 (Inpainting). In image processing, inpainting refers to the process of
filling-in missing information into an image.

The classical TV-Stokesmodel is a two-stepmodel, oneminimizing in each step,
the first step consists of smoothing of the tangent vector field under the condition of
divergence-free, the second step consists of reconstructing the image incorporating
both an intensity constraint and a vector constraint from the previous step. The
model is formulated in two steps as follows,

min
τττ

∇·τττ=0

{
α1|∇τττ|(Ω)+θ1∥τττ −∇⊥Io∥2(Γ)

}
, (1.13)

min
I

{
α2|∇I|(Ω)−β2

τττ⊥

|τττ⊥|
·∇I(Ω)+θ2∥I− Io∥2(Σ)

}
. (1.14)

Here, α1,α2,θ1,θ2,β2 ∈R+∪{0} are non-negative scalar parameters; Io ∈R(Σ)
is the known data, e.g., the observed image or intensity; I ∈ BV (R,Ω) and τττ ∈
BV (R2,Ω) are scalar- and vector-valued functions, respectively. Γ and Σ are two
domains affiliated with the known information, e.g., intensities and vectors. Ω is
the computing domain where our main interest is on. Γ and Σ are normally the sub-
sets of Ω, Γ,Σ ⊂ Ω ⊂ R. The notations | · | and ∥ · ∥ represent L1 norm and L2 norm,
respectively, if there are no specific subscripts. Note that ∇⊥Io for some cases, e.g.,
sparse-data-based reconstructions, is not calculable. Instead of calculating the value
of ∇Io from Io, it is often given manually for such cases.
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The TV-Stokes [35] was originally applied to inpainting problem, inspired by the
similarity that isophote lines of an image havewith the streamlines in a fluid flow, cf.
e.g. [3]. In this model, the information propagates into the inpainting domain along
isophote lines guided by the tangent vectors τττ , by solving the minimization problem
(1.14). These vectors are obtained via the optimization step of (1.13), imposing a
divergence-free condition, which is also known as the incompressibility condition
in the Stokes equation.

1.4 Variants of the TV-Stokes - I
In this section, we present variants of the TV-Stokes model that existed before this
thesis; the modified-TV-Stokes model [17, 23], the TV-Curl-free model [17], the
modified-TV-Curl-free model [16], the TV-H1-Curl-free model [15].

1.4.1 The Modified-TV-Stokes Model [23]
Themodel was applied to both the problem of inpainting and the problem of denois-
ing problem, and contains the same smoothing of the tangent vectors step as that
of the classical TV-Stokes model. The difference between the classical TV-Stokes
model and the modified-TV-Stokes model lies in the second step. Instead of us-

ing the orientation matching term (β2
τττ⊥

|τττ⊥|
·∇I(Ω)), a regularizer containing vector

information involves, that is α2
∣∣∇I−τττ⊥

∣∣
(Ω)

. The model refers to (1.15) and (1.16).

min
τττ

∇·τττ=0

{
α1|∇τττ|(Ω)+θ1∥τττ −∇⊥Io∥2(Γ)

}
, (1.15)

min
I

{
α2|∇I− τττ⊥|(Ω)+θ2∥I− Io∥2(Σ)

}
. (1.16)

Here, we use the same notations as those used in the previous section.

1.4.2 The Generalized TV-Stokes Model [17]
A generalization of the classical TV-Stokes and the modified TV-Stokes has been
proposed in [17]. Similar to the modified-TV-Stokes model, instead of using the

orientation matching term β2
n
|n|

·∇I(Ω), a regularizer containing vector information

involves, that is α2
∣∣∇I−n

∣∣
(Ω)

, cf. [16]. The model refers to (1.17) and (1.18).

min
n

∇×n=0

{
α1|∇n|q

(Ω)
+θ1∥n−∇Io∥p

(Γ)

}
, (1.17)

min
I

{
α2|∇I−n|β

(Ω)
+θ2∥I− Io∥α

(Σ)

}
. (1.18)
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Here, we use the same notations as those used in the previous statement. Switching
superscripts q and β from 1 to 2, the model varies from TV to H1 regularization,
while changing the other superscripts p and α , the L1 or the L2 fidelity follows.

1.4.3 The TV-H1-Curl-Free Model [15]
Definition 3 (Sparse Reconstruction). In image processing, sparse reconstruction
is the process of reconstructing 3D surfaces from sparse or limited information,
e.g., a small number of level lines, point elevations, and vectors.

Themodel is initially for the stroke-based surface reconstruction, cf. [15], where
only sparse data are available. It cooperates theH1 term and the TV term in the same
model, cf. (1.19) and (1.20).

min
n

∇×n=0

{
(1−α1)|∇n|(Ω)+α1∥∇n∥2(Ω)+θ1|n−no|(Γ)

}
, (1.19)

min
I

{
(1−α2)|∇I−n|(Ω)+α2∥∇I−n∥2(Ω)+θ2|I− Io|(Σ)

}
. (1.20)

Here, α1,α2 ∈ [0,1] are convex scalar parameters; no ∈ R2(Γ) is the known data,
e.g., the given vector. The model uses L1 fidelities.



Chapter 2

Variants of the TV-Stokes - II

In this chapter, we present the new variants of the TV-Stokes model, providing with
some alternative approaches to solve these models in addition to the traditional
methods via a periodic assumption. We also discuss the relations of these models
with Meyer’s theory and the TGV model.

2.1 Variants of the TV-Stokes Model
In this section, we present the variants of the TV-Stokes model those contributed
by this thesis; these are the multi-dimensional TV-Stokes model, the WTR models
[38], and the combined modified TV-Stokes model, respectively.

2.1.1 The Multi-Dimensional TV-Stokes Model, ref. Paper C
To study imageries with more than two dimensions, e.g., Magnetic Resonance
Imaging (MRI) data, it is necessary to extend the TV-Stokes model to multiple di-
mensions. Assume that Î ∈R is a scalar function. The gradient of Î, in 2D, satisfies
the curl-free condition, and its orthogonal vector, i.e., the tangent vector, satisfies
the divergence-free condition. The essential of the TV-Stokes model and the TV-
Curl-free model is the existence of some scalar function associating to the normal
vectors or the tangent vectors. We extend this idea to arbitrary dimensions. The
model refers to (2.1) and (2.2).

min
n

n=Πn

{
α1|∇n|(Ω)+θ1∥n−∇Io∥2(Γ)

}
, (2.1)

min
I

{
α2|∇I|(Ω)−β2∇I ·

n
|n|(Ω)+θ2∥I− Io∥2(Σ)

}
, (2.2)

such that Ω ⊂ RN1×···×Nd and n ∈ RN1×···×Nd×d. Here, d is the dimension of the con-
sidered problem. Instead of finding the high dimensional curl-free or the high di-
mensional divergence-free conditions, the associated scalar function constraint ap-
plies on the first step (2.1). The operator Π is an orthogonal projector defined as
Π(n) = ∇(∇ ·∇)†∇ ·n, where (∇ ·∇)† is the Moore-Penrose pseudoinverse.
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2.1.2 The WTR Model - Version 1, ref. Paper A
The decoupled models, e.g., TV-H1-Curl-free model, result somehow less precision
in elevations for cases the smoothed vector fields inconsistent with the given eleva-
tion constraints. The potential application of the TV-H1-Curl-free model is locked
to shape reconstructions, e.g., 3D cartoon design. The visually correctness and op-
erational simpleness are the focus, so that the precision of elevation is secondary
in its concerns. However, for cases, such as maps’ reconstruction, elevation is the
key part of concerns. The model is then need to be adapted. To improve the preci-
sion of the TV-H1-Curl-free model in sparse reconstructions, we have proposed the
first version of WTR model incorporating the first-order and the second-order total
variations, cf. [38]. The model refers to (2.3).

min
I

{
α1|∇∇I|(Ω)+α2|∇I|(Ω)+θ1|∇I−no|(Γ)+θ2|I− Io|(Σ)

}
. (2.3)

Since I itself is a scalar function, the curl-free condition is not necessary.

2.1.3 The WTR Model - Version 2, ref. Paper B
In the absence of extra regularization along specific directions and appropriate geo-
metric constraints, most of isotropic TV models, including TV-Stokes and its vari-
ants, underperform in the balance of the smoothness and the directional structure
preservation. To better preserve the irregularity along the level lines, and mean-
while keep the smoothness of reconstructed surface across the level lines, we have
proposed another version ofWTRmodel, involving a normal vector matching term.
The model refers to (2.4).

min
I

{
α1|∇∇I|(Ω)+α2|∇I|(Ω)−θ1∇I ·no(Γ)+θ2∥I− Io∥2(Σ)

}
. (2.4)

2.1.4 The One-Step TV-Stokes Model, ref. Paper E
Inspired by theWTRmodel, it wise to look at co-optimizationmodels incorporating
normals and elevations. In the WTR model, the scalar function I takes the similar
role of the scalar function Î in the TV-Stokes model or the TV-Curl-free model.
This equality assumption is not always necessary. We have proposed a new model
combining the two steps of the Modified-TV-Stokes model. For convenience, we
adopt the curl-free form, cf. (2.5).

min
n,I

Πn=n

{
α1|∇n|(Ω)+α2|∇I−n|(Ω)+θ1∥n−∇Io∥2(Ω)+θ2∥I− Io∥2(Ω)

}
. (2.5)

This work has theoretical importance.
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2.1.5 Iterative Regularization for TV-Stokes Model, ref. Paper D
The pioneering work on iterative regularization from Osher and his coworkers, cf.
[29], encourages our thinking of different type of iterative algorithms. The idea
is to accumulate the features and structures from the decomposed noisy part for
each iteration. Distinguishing to the iterative regularization algorithms proposed
for the classic Rudin-Osher-Fatemi (ROF) model, cf. [29], Richardson like iterative
algorithms are applied on the TV-Stokes model, where the two-minimization-step
model involves a vector smoothing in one of them. The model refers to paper D.

2.2 Relation to Meyer’s Theory
The denoising problem is to find a decomposition Io = I+ v, where Io : Ω 7→ R is
the observed image; Ω is a bounded open subset of R2; I and v are the signal and
the noise, respectively. The ROF model, cf. [31], is one of the most successful and
popular models decomposing the observed image in such a way. The model is of
the form as follows.

min
I

{
α2|∇I|(Ω)+θ2∥I− Io∥2(Ω)

}
. (2.6)

Here, the notations are the same as the ones defined for TV-Stokes model, cf. (1.14).
The Euler-Lagrange equation of the ROF model is the following.

−
α2

2θ2
∇ ·

∇I∣∣∇I
∣∣= Io− I. (2.7)

It implies that the noise decomposed from the ROF model is of the form as − α2
2θ2

∇ ·
∇I
|∇I| . In practice, this decomposition is not ideal, that is the noisy part v often contains
some fine structures from signal. Meyer has pointed out this v, the high oscillatory
part, is the element of the dual space of BV (Ω), cf. [27, 29].

Remark 1 (G space and G-norm, cf. [27]). Let G denote the Banach space consist-
ing of all generalized functions v(x,y) which can be written as v(x,y) = ∂xg1(x,y)+
∂yg2(x,y), g1,g2 ∈ L∞(R2). The norm ∥v∥G is defined as the lower bound of all L∞

norms of the functions |g| where g= (g1,g2), |g(x,y)|=
√
g1(x,y)2+g2(x,y)2.

In Meyer’s theory, the elements of the dual spaceG are considered as textures of
image including noises. Meyer suggested to minimize the G-norm of the textures
in cooperating with the total variation for cartoon part, i.e., the decomposed signal
part. The model refers to (2.8)

min
I

{
α2|∇I|+θ2∥I− Io∥G

}
. (2.8)

. This model is hard to solve via the approaches with Euler-Lagrange equation.
One effective way to solve is via the second-order cone program, cf. [13]. A more
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solvable model has been proposed by Vese and Osher, cf. [37]. It approximates
Meyer’s model with a Lp. The model refers to (2.9).

min
I,g

{
α2|∇I|+θ2∥Io− I−∇ ·g∥2+ γ1∥g∥p

}
. (2.9)

Here, α,θ , and γ are positive scalars; p≥ 1. It approaches to Meyer’s model while
θ ,γ 7→ ∞. Approximate this model as a two-step model as follows.

min
g

{
γ1∥g∥p+θ2∥Io−∇ ·g∥2

}
,

min
I

{
α2|∇I|−2θ2⟨g,∇I⟩+θ2∥Io− I∥2

}
.

Comparing with the classic TV-Stokes model (the TV-Cur-Free model), the second
steps are the same. The TV-Stokes model (the TV-Cur-Free model) uses a different
way to approximate g.

2.3 Relation to TGV
There is no evidence showing that the decomposed signal I and associated vector
field τττ (n) should be uncorrelated. In contrast, many models show the correlation
between these two variables, cf., e.g., [26, 29, 37]. The simplest model we can think
of in cooperating these two variables is combining the two steps of the TV-Stokes
(TV-Curl-Free) model. For the convenience in discussion, we adopt only the curl
form named after TV-Stokes. The model refers to (2.5), showing as follows.

min
n,I

Πn=n

{
α1|∇n|(Ω)+α2|∇I−n|(Ω)+θ1∥n−∇Io∥2(Ω)+θ2∥I− Io∥2(Ω)

}
.

We may solve this model via an iterative way. For the first iteration, we solve the
following two-step model.

min
n

Πn=n

{
α1|∇n|(Ω)+α2|n−∇Io|(Ω)+θ1∥n−∇Io∥2(Ω)

}
.

min
I

{
α2|∇I−n|(Ω)+θ2∥I− Io∥2(Ω)

}
.

Here, the initial I is given as I = Io. The model for the first iteration is same as the
modified TV-Curl-Free model.

If set the parameter θ1 = 0, the combined model is equivalent to the TGV 2
α(β )

model, subject to β = 1. The TGV model refers to papers [4, 22] for example. The
concrete form of the TGV 2

α(β ) is as follows.

min
n

{
α1|

1
2
(∇n+∇n⊤)|(Ω)+α2|∇I−βn|(Ω)

}
. (2.10)
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Here, 1
2(∇n+∇n⊤) denotes the symmetrized derivative. We note that, with suffi-

cient smoothness, the vector n in the combined model is automatically satisfies the
symmetric condition. That is because the condition Πn = n imposing a potential
field.

We therefore say the combined model with the parameter θ1 = 0 is equivalent
to the TGV 2

α(β ) model. The modified TV-Curl-Free model is an approximation to
TGV 2

α(β ), corresponding to its first iteration.

2.4 Solution Techniques for TV-Stokes and its Variants
In this section, we present some of the new ideas used to solve the TV-Stokes model
and its variants. These techniques provide alternative ways to solve the models via
the augmented Lagrangian method.

2.4.1 Constrained minimization to unconstrained minimization
We start by introducing unconstrained equivalents of the two constrainedminimiza-
tion problems, namely the original TV-Stokes model and the TV-Curl-free model.
These are the first steps used in the two models, respectively.

Lemma 1. Let τττ ∈ (L2(R2,Ω))2. Define the operator Π such that Π(τττ) := τττ −∇(∇ ·
∇)†∇ · τττ. The constrained problem (1.13), i.e.,

min
τττ

∇·τττ=0

{
α1|∇τττ|(Ω)+θ1∥τττ −∇⊥Io∥2(Γ)

}
,

is equivalent to the following unconstrained problem

min
τττ

{
α1|∇Πτττ|(Ω)+θ1∥τττ −∇⊥Io∥2(Γ)

}
. (2.11)

Proof. Let p be the dual variable such that p∈C1
c (R4,Ω) and |p| ≤ 1, the minimiza-

tion problem (1.13) takes the following form,

min
τττ

max
λλλ ,p
|p|≤1

{
α1⟨τττ,∇ ·p⟩+ θ̂1∥τττ −∇⊥Io∥2+ ⟨λλλ ,∇ · τττ⟩

}
, (2.12)

where λλλ ∈ R is the Lagrange multiplier, θ̂1 = θ1 on Γ otherwise θ̂ = 0. Again, by
the Minimax theorem, cf. [34], we first consider the problem as the minimization
with respect to the vectors τττ and then the maximization with respect to the scalar
λλλ . The corresponding Euler-Lagrange equations are as follows,

α1∇ ·p+2θ̂1(τττ −∇⊥Io)−∇λλλ = 0, (2.13)

and

∇ · τττ = 0.
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Applying the divergence on both sides of (2.13), we obtain the following relation,
using the Moore-Penrose Pseudoinverse,

λλλ = α1(∇ ·∇)†∇ · (∇ ·p).

Consequently, the problem (2.12) takes the form as

min
τττ

max
p

|p|≤1

{
α1⟨τττ,∇ ·p⟩+ θ̂1∥τττ −∇⊥Io∥2+α1⟨(∇ ·∇)†∇ ·∇ ·p,∇ · τττ⟩

}
,

or equivalently as follows, with the adjoint,

min
τττ

max
p

|p|≤1

{
α1⟨τττ −∇(∇ ·∇)†∇ · τττ,∇ ·p⟩+ θ̂1∥τττ −∇⊥Io∥2

}
.

Rewriting it with the operator Π, we get the following,

min
τττ

max
p

|p|≤1

{
⟨Π(τττ),∇ ·p⟩+ θ̂1∥τττ −∇⊥Io∥2

}
,

which is equivalent to the following primal problem

min
τττ

{
α1|∇Πτττ|(Ω)+θ1∥τττ −∇⊥Io∥2(Γ)

}
.

The proof thus follows.

It is worth mentioning that the operator Π is exactly an orthogonal projection
operator into the divergence free subspace, cf. [10]. As a consequence, for all τττ ∈
Y = {m : ∇ ·m= 0}, we have Π(τττ) = τττ .

Lemma 2. Let n∈ (L2(R2,Ω))2. Define operatorΠ such thatΠ(n) :=∇(∇ ·∇)†∇ ·n.
The constrained problem, i.e.,

min
n

∇×n=0

{
α1|∇n|(Ω)+θ1∥n−∇Io∥2(Γ)

}
,

is equivalent to the following unconstrained problem

min
n

{
α1|∇Πn|(Ω)+θ1∥n−∇Io∥2(Γ)

}
. (2.14)

Proof. Let p be the dual variable such that p ∈ (C1
c (R4,Ω))2 and |p| ≤ 1, the mini-

mization problem is thus

min
n

max
λλλ ,p
|p|≤1

{
α1⟨n,∇ ·p⟩+ θ̂1∥n−∇Io∥2+ ⟨λλλ ,∇×n⟩

}
, (2.15)
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where λλλ ∈R is the Lagrange multiplier, θ̂1 = θ1 on Γ otherwise θ̂ = 0. Again by the
Minimax theorem, cf. [34], we first consider the minimization with respect to the
vectors n and then the maximization with respect to λλλ . The corresponding Euler-
Lagrange equations are given as follows,

α1∇ ·p+2θ̂1(n−∇Io)−∇⊥λλλ = 0, (2.16)

and

∇×n= 0.

Taking curl on both sides of (2.16), we obtain the following relation, using the
Moore-Penrose Pseudoinverse, i.e.

λλλ = α1(∇×∇⊥)†∇× (∇ ·p).

The problem (2.15) is thus

min
n

max
p

|p|≤1

{
α1⟨n,∇ ·p⟩+ θ̂1∥n−∇Io∥2+α1⟨(∇×∇⊥)†∇× (∇ ·p),∇×n⟩

}
,

or equivalently

min
n

max
p

|p|≤1

{
α1⟨n−∇⊥(∇×∇⊥)†∇×n,∇ ·p⟩+ θ̂1∥n−∇Io∥2

}
.

We note that n−∇⊥(∇×∇⊥)†∇×n= ∇(∇ ·∇)†∇ ·n by the Helmholtz decomposi-
tion. Rewriting it using the Π operator, we get

min
n

max
p

|p|≤1

{
⟨Π(n),∇ ·p⟩+ θ̂1∥n−∇Io∥2

}
,

which is equivalent to the following primal problem

min
n

{
α1|∇Πn|(Ω)+θ1∥n−∇Io∥2(Γ)

}
.

The proof thus follows.

Again, the Π operator here is exactly an orthogonal projection operator onto the
curl free subspace, and hence, for all n ∈Y such that Y = {m : ∇×m= 0}, we have
Π(n) = n.

By using the equivalent formulations, we are able to reduce the number of aux-
iliary variables as well as the number of multipliers, otherwise needed for the con-
straint, in the augmented Lagrangian method for each model.
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2.4.2 Modified Helmholtz Equations and their Solutions
All models we consider involve a number of high order partial differential equations
which we need to solve. We provide effective ways to reformulate those equations
so that we solve a non-homogeneous modified Helmholtz equation of the following
form, i.e.

△u(x,y)−λu(x,y) = F(x,y), (2.17)

with Neumann boundary conditions. Here u is the unknown, and λ is a scalar con-
stant or a function.

When λ is a function, this equation is discretized using finite differences (im-
plicit scheme) resulting in a linear system of equations, which is then solved using
the Conjugate Gradients iteration, cf. [28]. Diagonal preconditioner has been the
simplest and most effective preconditioner for the system.

In case λ is a positive scalar, a fast solver based on the discrete cosine transform,
similar to the one used for the Poisson equation, cf. [11, 24] and [10], has been used
and is given below. We start by introducing the discrete version of Laplace operator
in (2.17) is the matrix 

−1 1
1 −2 1

. . . . . . . . .
1 −2 1

1 −1

 ,
with the help of discrete cosine transformation matrix C ∈ RN×N and the singular
value decomposition, we get the following decomposition,

−C⊤
[
0

Σ2

]
C,

where Σ = diag(σ1, · · · ,σN1) is the diagonal matrix with its entries representing the
singular values σk = 2sin(πk/2/N) for k = 1,2, · · · ,N−1. Substituting the decom-
position back into (2.17), we get

−uC⊤
[
0

Σ2
x

]
C−C⊤

[
0

Σ2
y

]
Cu−λu= F.

A further transformation by using ũ :=CuC⊤ and F̃ :=CFC⊤ results with

− ũ
[
0

Σ2
x

]
−
[
0

Σ2
y

]
ũ−λ ũ= F̃ .

The solution to the above equation can be obtained by a direct entrywise division
due to linearity of the equation and the non-singularity of the coefficient matrix
(non zero λ ), giving

ũ= F̃ ./M,
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where M is the N×N coefficient matrix defined as

M =−


0 σ2

1,x · · · σ2
N−2,x σ2

N−1,x
σ2
1,y σ2

1,x+σ2
1,y · · · σ2

N−2,x+σ2
1,y σ2

N−1,x+σ2
1,y

... ... . . . ... ...
σ2
N−2,y σ2

1,x+σ2
N−2,y · · · σ2

N−2,x+σ2
N−2,y σ2

N−1,x+σ2
N−2,y

σ2
N−1,y σ2

1,x+σ2
N−1,y · · · σ2

N−2,x+σ2
N−1,y σ2

N−1,x+σ2
N−1,y

−λ .

The solution to (2.17) is thus

u=C⊤((CFC⊤)./M)C.

Note that the discrete cosine transformations are easy to implement inMatlab using
the commands dct2 for the forward transform (C

[
·
]
C⊤) and idct2 for the inverse

transform (C⊤[ · ]C).
2.4.3 Reformulating the PDEs into Modified Helmholtz Equations
Here we present the types of partial differential equations that have been used in
our models, and their respective ways to reformulate them into the required non-
homogeneous modified Helmholtz equation.

PDE Type A (λ is a scalar constant)

The first partial differential equation we consider has the following form,

∇(∇ ·u)−λu= F,

with the boundary condition

∇ ·u= f ,

and λ a scalar. The solution of the above equation is thus

u=
1
λ
(∇(∇ ·u)−F).

The term ∇ · u on the right-hand side can be obtained by solving the following
standard form of the inhomogeneous modified Helmholtz equation for ∇ · u with
the Dirichlet boundary condition ∇ ·u= f .

∇ ·∇(∇ ·u)−λ∇ ·u= ∇ ·F.

This equation has a fast solver based on the discrete sine transform.
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PDE Type B (λ is a scalar constant)

The second partial differential equation we consider has the following form,

∇⊥(∇×u)−λu= F,

with the boundary condition,

∇×u= f .

The solution of the above equation is thus

u=
1
λ
(∇⊥(∇×u)−F).

The term ∇× u on the right-hand side is obtained by solving the following non-
homogeneous modified Helmholtz equation for ∇×u with the Dirichlet boundary
condition ∇×u= f .

∇ ·∇(∇×u)−λ∇×u= ∇×F.

This equation has a fast solver based on the discrete sine transform. Note that ∇×
∇⊥ = ∇ ·∇.

PDE Type C (λ is a function)

The third partial differential equation we consider has the following form,

∇ ·∇u−λu= F−ξ ∇(∇ ·u),

corresponding to ∇ ·u= f , ∇u1 ·ννν = a ·ννν , and ∇u2 ·ννν = b ·ννν at boundary. Here λ is
a function; ξ is a scalar; a,b and f are known vectors and scalar, respectively. ννν is
the outward unit normal vector on the boundary of the domain. If the term ∇ ·u is
known, this is a nonstandard form of the inhomogeneous modified Helmholtz equa-
tion with Neumann boundary conditions. It has a fast solver via the preconditioned
conjugate gradient method.

To find the value of ∇ ·u, we solve the following nonstandard form of the inho-
mogeneous modified Helmholtz equation for ∇ ·u with a Dirichlet boundary con-
dition ∇ ·u= f .

∇ ·∇(∇ ·u)−
λ

1+ξ
∇ ·u=

1
1+ξ

∇ ·F.

PDE Type D (λ is a function)

The fourth partial differential equation we consider has the following form,

∇ ·∇Πu−λu= F .

Boundary conditions are of the following form.

∇(Πu)1 ·ννν = a ·ννν and ∇(Πu)2 ·ννν = b ·ννν ,
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where λ is a function; F, a, and b are known vectors. ννν is the outward unit nor-
mal vector on the boundary of the domain. Π is an orthogonal projector defined as
Π(u) = u−∇(∇ ·∇)∇ ·u or Π(u) = ∇(∇ ·∇)∇ ·u. The terms (Πu)1 and (Πu)2 are
two components of vector Πu. Reform the equation as follows.

∇ ·∇Πu−λΠu= ΠF.

This is a nonstandard form of the inhomogeneous modified Helmholtz equation for
Πu with Neumann boundary conditions. It has a fast solver via the preconditioned
conjugate gradient method.

Using the obtained Πu, u is simply the following.

u=


1
λ
(∇ ·∇Πu−F) (λ ̸= 0)

Πu, (λ = 0).

PDE Type E (λ is a function)

The fifth partial differential equation we consider has the following form,

∇ ·∇u−λu= F−ξ ∇⊥∇×u,

corresponding to ∇×u= f , ∇n1 ·ννν = a ·ννν , and ∇n2 ·ννν = b ·ννν at boundary. Here λ is
a function; ξ is a scalar; a,b and f are known vectors and scalar, respectively. ννν is
the outward unit normal vector on the boundary of the domain. If the term ∇×u is
known, this is a nonstandard form of the inhomogeneous modified Helmholtz equa-
tion with Neumann boundary conditions. It has a fast solver via the preconditioned
conjugate gradient method.

To find the value of ∇×u, we solve the following nonstandard form of the in-
homogeneous modified Helmholtz equation for ∇× u with a Dirichlet boundary
condition ∇×u= f .

∇ ·∇(∇×u)−
λ

1+ξ
∇×u=

1
1+ξ

∇×F.

2.4.4 Optimization Problem Containing One L1 Term
In all our models we have subproblems with one L1 term, which is the total vari-
ation regularization term. We have a simple way to derive solution to each of the
optimization problems which contain only one L1 term. The minimization problem
has the form as follows.

min
u

{
α|u|+

k

∑
i=1

βiai ·u+
m

∑
j=1

γ j
2
∥u−b j∥2

}
, (2.18)

where u∈R2 or u∈R4 is a vector or a matrix; k,m∈N are the number of respective
terms; α,γ ∈ R+, and β ∈ R are the corresponding coefficients.
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Definition 4 (Compatibility). If A and B are two matrices such that A = λB for
some non-negative scalar λ , then we say that A is compatible with B. It is easy to
see that A/|A|= B/|B|.

We will find a closed form solution to this. The corresponding optimality con-
dition, or the Euler-Lagrange equation, is as follows

α
∑m

j=1 γ j
u
|u|

+u=
m

∑
j=1

γ jb j−
k

∑
i=1

βiai.

Since α and ∑m
j=1 γ j ̸= 0 are both positive numbers and |u| is a positive number,

the vectors (matrices) u and (∑m
j=1 γ jb j−∑k

i=1βiai) become compatible in the sense
of Definition 4 because

(
α/(∑m

j=1 γ j)|u|−1+1
)
u= ∑m

j=1 γ jb j−∑k
i=1βiai. According

to which, we can replace the matrix u/|u| with (∑m
j=1 γ jb j−∑k

i=1βiai)/|∑m
j=1 γ jb j−

∑k
i=1βiai| in the above equation. Moving the first term to the right hand side we get

u=

(
1−

α
∑m

j=1 γ j|∑m
j=1 γ jb j−∑k

i=1βiai|

)(
m

∑
j=1

γ jb j−
k

∑
i=1

βiai

)
.

Again since we have already seen that in the sense of Definition 4, u and
(∑m

j=1 γ jb j −∑k
i=1βiai) are compatible, the coefficient (1−α/(∑m

j=1 γ j|∑m
j=1 γ jb j −

∑k
i=1βiai|)) must also be non-negative. Hence

u=max

{
0,1−

α
∑m

j=1 γ j|∑m
j=1 γ jb j−∑k

i=1βiai|

}(
m

∑
j=1

γ jb j−
k

∑
i=1

βiai

)
,

which is the closed form solution to the minimization problem (2.18).



Chapter 3

Introduction to Papers and Conclusion

3.1 Abstracts of the Papers
Paper A: Sparse-Data Based 3D Surface Reconstruction for Cartoon and Map

Amodel combining the first-order and the second-order regularizer for the purpose
of 3D surface reconstruction based on 2D sparse data is proposed. The model in-
cludes a hybrid fidelity constraint which allows the initial conditions to be switched
flexibly between vectors and elevations. A numerical algorithm based on the aug-
mented Lagrangian method is also proposed. The numerical experiments are pre-
sented, showing its excellent performance both in designing cartoon characters, as
well as in recovering oriented three dimensional maps from contours or points with
elevation information.

Paper B: Sparse-Data Based 3D Surface Reconstruction with Vector Matching

Three dimensional surface reconstruction based on two dimensional sparse infor-
mation, in the form of only a small number of level lines of the surface with moder-
ately complex structures containing both structured and unstructured geometries, is
considered in this paper. A newmodel has been proposed which is based on the idea
of using normal vector matching combined with a first order and a second order to-
tal variation regularization. A fast algorithm based on the augmented Lagrangian
is also proposed. Numerical experiments are provided showing the effectiveness of
the model and the algorithm in reconstructing surfaces with much detail featuring
complex structures from both synthetic and real world digital maps.

Paper C:Multidimensional TV-Stokes for Image Processing

A multidimensional TV-Stokes model is proposed based on a potential field as-
sumption. Numerical algorithm is proposed using the Chambolle’s semi-implicit
dual formula. Numerical results in 3-dimensional case show an excellent perfor-
mance in fine structures preserving.
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Paper D: Iterative Regularization with TV-Stokes for Image Denoising

We propose separate iterative regularization algorithms for the TV-Stokes model to
restore images fromGaussian noise. These are extensions of the iterative regulariza-
tion algorithms proposed for the classic Rudin-Osher-Fatemi (ROF) model, which
is a one-minimization-step model, to the TV-Stokes model, a two-minimization-
step model involving a vector smoothing in one of them. The iterative regulariza-
tion algorithms proposed are Richardson like, which give a significant improvement
over the original method in the quality of the restored image. The paper accom-
plishes with the convergence analysis and numerical experiments.

Paper E: Alternating Minimization for One-Step TV-Stokes Model for Image De-
noising

The paper presents a fully coupled TV-Stokes model, and propose an algorithm
based on alternating minimization of the objective functional whose first iteration
is exactly the modified TV-Stokes model proposed earlier. The model is a gener-
alization of the second order Total Generalized Variation model. A convergence
analysis is given.

3.2 Conclusion and Future Work
The original idea of TV-Stokes for image processing has been based on smoothing
its vector field and then using it in the reconstruction of the image in two separate
steps. This does not work well in complex problems, problems with large sparsity
and irregularity. It has been necessary to have them somehow fully coupled in the
models. Our work has been based on finding ways to couple the image intensity
and its vector fields for such complex problems, and solving them effectively.

The thesis studies the TV-Stokes model and its variants systematically. New
models, as variants of the TV-Stokes, and their effective solvers, have been pro-
posed. The cut-in point of the thesis has been the work on the iterative regularization
algorithms for the TV-Stokes for denoising (Paper D). The work considered the de-
composed noisy part where some features or structures of the image still remained.
The idea has been to get those features or structures back into the decomposed
clean part through iteration. Mathematically it is a Richardson-like algorithm. Nu-
merical experiments have shown more details being recovered as compared to the
TV-Stokes. The work demonstrates the success of using the TV-stokes model as
a feature extractor with the assistance of the smooth tangent or normal field. The
next work (Paper E) has been an extension of the iterative regularization algorithm,
where a fully coupled one step model, instead of the two-step TV-Stokes, has been
used. The coupled single-step model has a natural consistency because both normal
fields and elevations are used in the same functional, making it possible to accu-
rately recover objects with shapes and heights. The first iteration of the model is
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exactly the modified variant of the TV-Stokes [23]. It is also a generalisation of the
second-order TGV model [4]. The work has strong theoretical importance. Image
processing problems in practice may also be defined in three dimensions, it was
therefore necessary to extend the original TV-Stokes model [30] to higher dimen-
sions. Our next work (Paper C) has been on themulti-dimensional TV-Stokesmodel
where a more general constraint, that is the potential function constraint, has been
used replacing the divergence-free constraint. The new constraint is applicable to
arbitrary dimensions, and is interesting for its simplicity.

The major work in this thesis focus on the sparse data reconstruction which finds
applications everywhere from 3D cartoon design to heightmap reconstruction based
on sketches and contours. The first (Paper A) in this direction, has been a newmodel
extending the TV-H1-Curl-free model [15], where we include both the vector con-
straint and the height constraint in one place. The curl-free condition is satisfied
automatically in the proposed model as it is of second order. Results from experi-
ments show encouraging performance with respect to the accuracy in the height and
the reconstructed shapes. Experiments also demonstrates the method’s handling of
data with extreme sparsity. The next work (Paper B) on sparse reconstruction has
been based on the use of vector matching condition for improved accuracy. In this
work, a normal matching term has been used replacing the vector fidelity proposed
in the previous work. Experiments on height map reconstruction, with non-smooth
contours, valleys, and flat areas, etc., have shown excellent results, preserving the
horizontal irregularity as well as vertical continuity. It outperforms state-of-the-art
variational models. The thesis proposes some unique techniques to solve the sub-
problems based on the augmented Lagrangian. Subproblems are formulated in three
types of subproblems, i.e., quadratic problem, problems with only one L1 term, and
problems that can be reformulated as non-homogeneous modified Helmholtz prob-
lems with either constant or variable coefficients. For these three types of subprob-
lems, we either have closed form solutions, or fast iterative solvers.

The thesis has demonstrated the excellent performance of the TV-Stokes model
and its variants on some known problems. They also have huge potential in other
problems, which may be considered for future. Experiments have shown the effect
of vector matching on geometric shapes, in particular geometries with corners etc.,
but they depend on the parameters for the matching terms. An obvious choice for
future work will be finding algorithms for the parameters for different geometries.
One may use supervising functional such as learning based techniques for the pur-
pose. Another future work can be a generalization of the vector matching concept
to higher dimensional tensors which is also highly promising to achieve a better
representation of features in natural structures. A systematic study of the models,
coupled and decoupled, are also interesting.
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SPARSE-DATA BASED 3D SURFACE RECONSTRUCTION WITH

VECTOR MATCHING

BIN WU∗, XUE-CHENG TAI† , AND TALAL RAHMAN∗

Abstract. Three dimensional surface reconstruction based on two dimensional sparse infor-
mation in the form of only a small number of level lines of the surface with moderately complex
structures, containing both structured and unstructured geometries, is considered in this paper. A
new model has been proposed which is based on the idea of using normal vector matching combined
with a first order and a second order total variation regularizers. A fast algorithm based on the
augmented Lagrangian is also proposed. Numerical experiments are provided showing the effective-
ness of the model and the algorithm in reconstructing surfaces with detailed features and complex
structures for both synthetic and real world digital maps.

Key words. total variation regularization, surface reconstruction, augmented Lagrangian

AMS subject classifications. 65F05

1. Introduction. Reconstructing an image from its little information available
is a challenging but interesting task for image processing, which has attracted much
attention over the years, finding applications in many areas where, for instance, in-
formation are available only in the form of a small number of level lines or isolated
points. Two of its well known applications are the sketch based design where three
dimensional figures or structures are designed from sketches made by an artist or a
computer program, and the surface reconstruction where three dimensional surface is
reconstructed from its level lines, see for instance two recent publications [11, 15], for
a review on the subject. In this paper, we are interested surfaces that are moderately
complex, in the sense that they contain both structured and unstructured geometries,
man made or natural, and feature both kinks (sharp twists) and creases (folds). We
are particularly interested in a variational model that combines both the features of
a sketch based design and that of a surface reconstruction, by incorporating both the
height and the vector information from the level lines in a natural way so that a more
precise design or reconstruction is possible.

Sketch based design has been a popular way of design in three dimensions, cf.
e.g. [37, 13, 14, 22, 26], because it is both intuitive and effective, particularly in
the games and cartoon design. In a sketch based design, the information is available
either in the form of contour lines (level lines) with or without the height values, cf.
e.g. [13], complex sketches with elevations, cf. e.g. [14], or structured annotations,
cf. e.g. [9]. The class of algorithms presented in these papers are however limited in
their capabilities, particularly when it comes to reconstructing structures with crease.
Although there exists a work on artificially adding crease to the design, cf. e.g. [25], for
large and complex images, such algorithms become less effective and computationally
more expensive. A different class of models, based on the total variation minimization,
turned out to be much more effective, cf. [11]. The model presented in these two
papers is based on interpolating normal vectors under the curl-free constraint and
then reconstructing the 3D surface from the obtained vector field. Inspired by the use

∗Department of Computer Science, Electrical Engineering and Mathematical Sciences, Western
Norway University of Applied Sciences, Inndalsveien 28, 5063 Bergen, Norway (bin.wu@hvl.no, ta-
lal.rahman@hvl.no).

†Department of Mathematics, University of Bergen, Allégaten 41, 5007 Bergen, Norway (xue-
cheng.tai@uib.no).
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of surface gradients in surface reconstruction, cf. e.g. [1, 8, 27, 30, 38, 36, 28, 23], the
model is an extension of the TV-Stokes model, cf. [29], to surface reconstruction. The
TV-Stokes models are based on using the curl-free or the divergence free constraint
in image processing, cf. e.g. [6, 31, 12, 16] for further works on TV-Stokes models.
The model of [11] performs very well in preserving both edges and crease structures,
however, it requires prior information on the vectors, e.g. the length of vectors [34, 11],
which are not always available.

Three dimensional (3D) surface reconstruction from contours or isolated points
with height values, has been the second most popular application area. Unlike the
three dimensional design, the height values here are needed because the reconstructed
surfaces are expected to be as close as possible to the ground truth, e.g., in digital
elevation maps and data compression, cf. e.g. [15]. One approach to solve the
problem is to use explicit parametrization of the given contours, with subsequent
point wise matching and interpolation between the contours, cf. e.g. [20, 17, 19]. In
some cases, an explicit parametrization may be difficult and expensive to compute,
and a loss of continuity of slope across contours may become a challenge to deal
with. An alternative way is to consider the surface as a function over the domain,
and interpolate the function based on solving partial differential equations, as in the
AMLE (Absolutely Minimizing Lipschitz Extension) model, cf. e.g. [2, 4]. Although
AMLE interpolation is able to interpolate data given on isolated points and on level
lines, it has the drawback that the level lines of its interpolants are smooth making
it difficult to preserve kinks, and consequently creases on the surface, plus it cannot
interpolate slopes of the surface. To overcome this, one has to rely on higher-order
methods or regularizers, cf. e.g. [7, 18, 3, 21, 15].

Particularly interesting to our present work, is the model proposed in [15], a
variational model, which uses a third order anisotropic regularizer whose anisotropy
is based on an auxiliary vector field connecting adjacent level lines; it is the field of
directions formed explicitly in a separate step, in which the normals of the level lines
change the least. The model performs very well for surface reconstruction, particularly
in preserving the geometry of the given level lines, and propagating it smoothly across
the level lines. The model does not require any regularity of the level lines, however,
it requires the level lines lying next to each other to be similar, so that points lying on
them can be associated. This may not always be the case, in particular when there
are only few level lines available.

Our aim is to recover the surface from the few level lines that are available, and
somehow use the geometry of those level lines in a physically consistent way providing
further precision to our reconstruction. In case of a 3D design, which we will not cover
in this paper, these level lines will be the sketch lines drawn by an artist. We propose
a simple one step variational model incorporating both the height and the vector
information in the model, the vectors being the unit normal vectors, either calculated
from the level lines itself or provided by the artist on the sketches. The model consists
of a first-order and a second-order total variation (isotropic) regularizer under a fidelity
constraint on the height, together with a vector (normal vector) matching term to
account for the anisotropy in the model.

We do not impose any regularity on the level lines, nor do we assume any similarity
between the level lines close to each other. In case of very sparse data this is very
likely to happen. We require the geometry of the level lines, in particular, the non-
differentiability along level lines, as well as the smoothness of the gradient across
level lines be preserved in the interpolated surface. The model allows for adaptive
adjustment of the normal vectors, consequently the shape of the surface, and an almost
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perfect reconstruction even with a small number of level lines for complex surface with
mixed geometries. We propose a fast algorithm for the numerical solution, which is
based on the augmented Lagrangian method [10, 32, 35], featuring sub-problems with
closed form solutions and fast iterative solution.

The paper is organized as follows. In section 2, we propose our model for surface
reconstruction from a set of sketches or level lines, and individual points, in section
3, we present a fast algorithm for the numerical solution, based on the augmented
Lagrangian, and in section 4, we present our numerical experiments on both synthetic
data and real data for the verification. Finally, in section 5, we give our conclusion.

2. The proposed model. The problem we consider is an inverse problem to
recover the two dimensional (2D) height map I : Ω 7→ R on a domain Ω ⊂ R

2 in
two space dimensions, from known sparse data given in the form of level lines as
Ci = {x : I(x) = IΣi} corresponding to the given elevation IΣi, for i = 1, . . . , N .
The collection of all the given level lines is denoted by Σ, that is Ci ∈ Σ. The aim is
to propose a model that is based on the total variation minimization and an explicit
use of the geometry of the level lines in the functional. The use of this geometry,
in one form or another, is essential for the surface reconstruction, e.g., for capturing
kinks, specially when the level lines have coastal like structures. However, how well
the kinks are represented depends on how well the geometry of the level lines has
been incorporated into the model. There are models which include such information,
cf. e.g. [11, 15]. However, the use of such information, in these papers, has been
done somewhat indirectly, that is by first constructing a smooth vector field from the
vector information available on the level lines, that is in a prepossessing step, and then
using the new vector field in the reconstruction step. These models are quite powerful
and effective, however, there are cases where these models fall short; we refer to the
numerical section of this paper for one such case. We propose a more direct approach,
where we introduce a vector matching term into our model, involving explicitly the
vector information available on the level lines, as follows:

(1) min
I

{

g|∇(∇I)|F (Ω) + h|∇I| (Ω) + αV (∇I,vΓ) (Γ) + θ|I − IΣ|
2
2 (Σ)

}

,

where the first two terms are the second order and the first order total variational
regularizer, respectively, the third term is the vector matching term, and the fourth
term is the data fidelity term. | · |F (Ω), | · | (Ω), and | · |2 (Σ) are the Frobenius-, L1-,
and L2-, norm, respectively, over the domain specified inside bracket. The vector
matching term is the integral over Γ of function V . g, h, α and θ are the scalar
parameters. Γ is the set of points where the unit vectors vΓ are given and Σ is the set
of points where the elevation/height values IΣ are given, see Fig. 1 for an illustration.
We note that the vector vΓ is either given, or can be extracted from the given level
lines.

The vector matching term. On a given level line the vector vΓ can either be
given as the unit tangent vector or be given as the unit normal vector. The idea is
to match ∇I∗, that is the gradient of the reconstructed surface I∗, to this vector in
some consistent way, e.g., ∇I∗ should be orthogonal to vΓ if vΓ is the unit tangent
vector and parallel otherwise.

In case of the unit tangent vector, the only way this matching can happen is
through minimizing a norm of ∇I · vΓ, e.g.,

(2) V (∇I,vΓ) (Γ) := |∇I · vΓ|
2
2 (Γ).
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the surface. For our model, it is enough to use the two, or a combination of the two.
Increasing the number k introduces oscillations to the solution, becoming unbounded
near the boundary, see the numerical section for an illustration.

Our model is a combination of a first order and a second order isotropic regularizer
with an anisotropic matching term, which is different from the anisotropic third order
regularizer of [15], in the sense that the anisotropy in our model is separated from the
regularizer, while in the latter the anisotropy is built in the regularizer itself.

The choice of parameters. The choice of parameters g, h, α and θ is crucial
for our model In general the data fidelity parameter θ is set to be large enough to
ensure the reconstructed surface is consistent with the given data. The choice of vector
matching parameter α depends on the surface to be reconstructed, for instance, the
bigger the value the steeper the structure becomes. The parameter h (for the first
order total variation) is used for flat or almost flat structure. The larger its value the
stronger the flattening is. The parameter g (for the second order total variation) is
used for sloped structure smooothly connecting the level lines across. The larger the
g the smoother the surface between the level lines becomes.

3. The numerical algorithm. In this section, we introduce our algorithm
based on the augmented Lagrangian for solving the optimization problem (1), cf.
[10, 24] for general literature on augmented Lagrangian method, and [32, 35] for its
applications in image processing.

We denote α̂ and θ̂ as follows,

α̂ =

{

α, on Γ

0, in Ω\Γ,
and θ̂ =

{

θ, on Σ

0, in Ω\Σ.

The problem (1) is thus defined on the whole of domain Ω as,

(7) min
I

{

g|∇(∇I)|F + h|∇I| − α̂∇I · vΓ + θ̂|I − IΣ|
2
2

}

.

Accordingly, we introduce auxiliary variables for the derivatives in L1-terms turn-
ing the unconstrained optimization problem into a constrained optimization problem,
cf. e.g., [24, 32, 35].

We set Q := ∇E, P := ∇I and E := P, where E ∈ R
2 and P ∈ R

2 are 2-
dimensional vectors, and Q ∈ R

2×2 is a 2-by-2 matrix. Using the new variables, we
get the following constrained minimization problem.

min
Q,P,I

{

g|Q|F + h|P| − α̂P · vΓ + θ̂|I − IΣ|
2
2

}

,

subject to

P−∇I = 0, E−P = 0, and Q−∇E = 0.

Assigning to each constraint a Lagrange multiplier and a penalty term, the Lagrangian
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functional reads as follows,

L (Q,P,E, I;ΛQ,ΛP ,ΛE) = g|Q|F + h|P| − α̂P · vΓ + θ̂|I − IΣ|
2(8)

+ ΛQ · (Q−∇E) +
cQ

2
|Q−∇E|2F

+ ΛP · (P−∇I) +
cP

2
|P−∇I|2

+ ΛE · (E−P) +
cE

2
|E−P|2,

where ΛQ, ΛP , and ΛE are the Lagrange multipliers, cQ, cP , and cE are the positive
penalty parameters. The augmented Lagrangian method is to seek the saddle point
of the following problem:

(9) min
Q,P,E,I

max
ΛQ,ΛP ,ΛE

L (Q,P,E, I;ΛQ,ΛP ,ΛE).

For the solution, we solve its associated system of optimality conditions with an
iterative procedure, see Algorithm 3.1 and Algorithm 3.2. For the convenience, we
use Λ := (ΛQ,ΛP ,ΛE) to denote the set of Lagrange multipliers.

Algorithm 3.1: The augmented Lagrangian for the problem (9)

Input: vΓ (The unit vector along Γ) and IΣ (The elevation along Σ)

Output: I (The elevation on the whole domain Ω)

1 Set k = 0;

2 Initialize each of Q0, P0, E0, I0 and Λ0 to be zero;

3 while not converged do

4 Update k = k + 1 ;

5 Solve for Q,P,E and I:

(10) (Qk,Pk,Ek, Ik) = arg min
Q,P,E,I

L (Q,P,E, I;Λk−1);

6 Update Λ = (ΛQ,ΛP ,ΛE):

7 Λk
Q = Λk−1

Q + cQ(Q
k −∇Ek),

8 Λk
P = Λk−1

P + cP (P
k −∇Ik),

9 Λk
E = Λk−1

E + cE(E
k −Pk);

10 end

11 Return I = Ik;

Because the variables Q, P, E and I in L (Q,P,E, I;Λk−1) are coupled together in
the minimization problem (10), it is difficult to solve them simultaneously. We split
the minimization problem into four sub minimization problems, and solve them alter-
natingly until convergence, cf. Algorithm 3.2. Typically we need only one iteration
(L = 1).

We state an important relation, cf. Remark 1, which is used in our algorithm
to give us a simpler approach to solve the first two sub-minimization problems of
Algorithm 3.2.
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Algorithm 3.2: Solve the minimization problem (10).

Input: Qk−1, Pk−1, Ek−1, Ik−1 and Λk−1

Output: Qk, Pk, Ek and Ik

1 Set l = 0;

2 Initialize Qk,0 = Qk−1, Pk,0 = Pk−1, Ek,0 = Ek−1 and Ik,0 = Ik−1;

3 while not converged and l < L do

4 Solve for Q (the Q-subproblem)

5 Qk,l+1 = argmin
Q

L (Q,Pk,l,Ek,l, Ik,l;Λk−1);

6 Solve for P (the P-subproblem)

7 Pk,l+1 = argmin
P

L (Qk,l+1,P,Ek,l, Ik,l;Λk−1);

8 Solve for E (the E-subproblem)

9 Ek,l+1 = argmin
E

L (Qk,l+1,Pk,l+1,E, Ik,l;Λk−1);

10 Solve for I (the I-subproblem)

11 Ik,l+1 = argmin
I

L (Qk,l+1,Pk,l+1,Ek,l+1, I;Λk−1);

12 Update l = l + 1;

13 end

14 Return Qk = Qk,l, Pk = Pk,l, Ek = Ek,l and Ik = Ik,l;

Remark 1. If A and B are two matrices such that A = λB for some non-negative

scalar λ, then we say that A is compatible with B. It is easy to see that A/|A|F =
B/|B|F .

The Q-subproblem: The first problem is to solve for Q, freezing the other variables,
in (10).

(11) Q∗ = argmin
Q

{

g|Q|F +ΛQ ·Q+
cQ

2
|Q−∇E|2F

}

.

We will find a closed form solution to this. The corresponding optimality condition,
or the Euler-Lagrange equation, is as follows

g

cQ

Q∗

|Q∗|F
+Q∗ = ∇E−

ΛQ

cQ
.

Since g and cQ are both positive numbers and |Q∗|F is a positive number, the ma-
trices Q∗ and (∇E−ΛQ/cQ) become compatible in the sense of Remark 1 because
(g/cQ |Q∗|−1

F +1)Q∗ = ∇E−ΛQ/cQ. According to which, we can replace the matrix
Q∗/|Q∗|F with (∇E −ΛQ/cQ)/|∇E −ΛQ/cQ|F in the above equation. Moving the
first term to the right hand side we get

Q∗ =



1−
g

cQ|∇E−
ΛQ

cQ
|F





(

∇E−
ΛQ

cQ

)

.
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Again since we have already seen that in the sense of Remark 1, Q∗ and (∇E −
ΛQ/cQ) are compatible, the coefficient

(

1− g/cQ |∇E−ΛQ/cQ|
−1
F

)

must also be
non-negative. Hence

Q∗ = max







0, 1−
g

cQ|∇E−
ΛQ

cQ
|F







(

∇E−
ΛQ

cQ

)

,

which is the solution to the Q-subproblem.

The P-subproblem: The second problem is to solve for P, freezing the other vari-
ables, in (10).
(12)

P∗ = arg min
P

{

h|P| − α̂P · vΓ + (ΛP −ΛE) ·P+
cP

2
|P−∇I|2 +

cE

2
|E−P|2

}

.

We will find a closed form solution to this. The corresponding Euler-Lagrange equa-
tion is as follows

h

cP + cE

P∗

|P∗|
+P∗ = X,

where X := (cP∇I + cEE−ΛP +ΛE + α̂vΓ)/(cP + cE). Since h, cP and cE are pos-
itive numbers and |P∗| is a positive number, the vectors P∗ and X become compatible
in the sense of Remark 1 because (h/(cP + cE) |P∗|−1 + 1)P∗ = X. According to
which, we can replace the vector P∗/|P∗| with X/|X| in the above equation. Moving
the first term to the right hand side we get

P∗ =

(

1−
h

(cP + cE)|X|

)

X.

Again since we have already seen that in the sense of Remark 1, P∗ and X are
compatible, the coefficient (1−h/(cP + cE) |X|−1) must also be non-negative. Hence

P∗ = max

{

0, 1−
h

(cP + cE)|X|

}

X,

which is the solution to to the P-subproblem.

The E-subproblem: The third problem is to solve for E, freezing the other variables,
in (10).

(13) E∗ = argmin
E

{

ΛE ·E+
cE

2
|E−P|2 −ΛQ · ∇E+

cQ

2
|Q−∇E|2

F

}

.

We will find a closed form solution to this. The corresponding Euler-Lagrange equa-
tion is the following.

∇ · (∇E∗)−
cE

cQ
E∗ =

1

cQ
ΛE −

cE

cQ
P+

1

cQ
∇ ·ΛQ +∇ ·Q,
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which is a set of two inhomogeneous modified Helmholtz equations, one equation for
each component of E = (E1, E2), with the following Neumann boundary conditions,

∇E1 · ν = (Q1 +
1

cQ
ΛQ1) · ν, and ∇E2 · ν = (Q2 +

1

cQ
ΛQ2) · ν,

where Q1 and Q2 are the row vectors of the matrix Q, and ΛQ1 and ΛQ2 are the
corresponding Lagrange multipliers, respectively. ν is the outward unit normal vector
on the boundary of the domain. Each equation is solved in the same way as follows.

Solving the inhomogeneous modified Helmholtz equation:

(14) △u(x, y)− λu(x, y) = F (x, y),

with a Neumann boundary condition and λ a positive scalar, also known as the
inhomogeneous modified Helmholtz equation. A fast solver based on discrete cosine
transform similar for the Poisson equation, cf. [33, 6] and also cf. [5] for details, is
given below.

The discrete version of Laplace operator in (14) is the matrix















−1 1
1 −2 1

. . .
. . .

. . .

1 −2 1
1 −1















,

with the help of discrete cosine transformation matrix C ∈ R
N×N and singular value

decomposition, we get the following decomposition,

−C⊤

[

0
Σ2

]

C,

where Σ = diag(σ1, · · · , σN1) is the diagonal matrix with its entries representing
the singular values σk = 2 sin(πk/2/N) for k = 1, 2, · · · , N − 1. Substituting the
decomposition back into (14), we get

−uC⊤

[

0
Σ2

x

]

C − C⊤

[

0
Σ2

y

]

Cu− λu = F.

A further transformation by using ũ := CuC⊤ and F̃ := CFC⊤ results with

−ũ

[

0
Σ2

x

]

−

[

0
Σ2

y

]

ũ− λũ = F̃ .

The solution to the above equation can be obtained by a direct entrywise division due
to linearity of the equation and the non-singularity of the coefficient matrix (non zero
λ), giving

ũ = F̃ ./M,
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where M is the N ×N coefficient matrix defined as

M = −















0 σ2
1,x · · · σ2

N−2,x σ2
N−1,x

σ2
1,y σ2

1,x + σ2
1,y · · · σ2

N−2,x + σ2
1,y σ2

N−1,x + σ2
1,y

...
...

. . .
...

...
σ2
N−2,y σ2

1,x + σ2
N−2,y · · · σ2

N−2,x + σ2
N−2,y σ2

N−1,x + σ2
N−2,y

σ2
N−1,y σ2

1,x + σ2
N−1,y · · · σ2

N−2,x + σ2
N−1,y σ2

N−1,x + σ2
N−1,y















− λ.

The solution to (14) is thus

u = C⊤((CFC⊤)./M)C.

Note that the discrete cosine transformations are easy to implement in Matlab us-
ing commands dct2 for the forward transform (C[·]C⊤) and idct2 for the inverse
transform (C⊤[·]C).

The I-subproblem: The fourth problem is to solve for I, freezing the other variables,
in (10).

(15) I∗ = arg min
I

{

θ̂|I − IΣ|
2 −ΛP · ∇I +

cP

2
|P−∇I|2

}

.

We will find a fast solver to this. The corresponding Euler-Lagrange equation is as
the following.

(16) ∇ · (∇I∗)−
2θ̂

cP
I∗ = ∇ ·P+

1

cP
∇ ·ΛP −

2θ̂

cP
IΣ,

with the Neumann boundary condition

(17) ∇I∗ · ν = (P+
1

cP
ΛP ) · ν,

where the ν is the outward unit normal vector on the boundary of the domain. The
above equation is not a standard modified Helmholtz equation because the coefficient
2θ̂/cP is a scalar function. We solve this equation with the conjugate gradient method,
cf. e.g. [24], in Matlab using the function pcg. Using the diagonal preconditioner
is the simplest, yet effective in this case, cf. Fig. 2, a typical convergence result is
shown.

4. Numerical experiments. In this section we present our experiments, on
the choice of our vector matching term and the regularizers in the proposed model,
on the effectiveness of the model on simple geometries, on its being able to accurately
represent structures like edges and geometries, and finally on its effectiveness on real
3D maps with very few level lines comparing it with the state of the art model.

We use the augmented Lagrangian method of section 3 for the solution. The
parameters of the augmented Lagrangian method are set as cQ = 1, cP = 1 and
cE = 1 throughout our experiment, unless otherwise stated. The information needed
are level curves or level lines, often provided as point clouds. In practice, these points
are normally oriented, and is therefore easy to construct level lines from them. In
case they are not oriented, we need to determine their orientations. To do that we
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Fig. 2. Convergence of the preconditioned conjugate gradient method solving (16)-(17). Resid-
ual norm against iteration. The diagonal preconditioner is very effective in this case.

simply connect the nearest given points with same level value to form the the level
lines. In some cases the nearest points cannot be identified, for which, we first run the
isotropic model (α = 0 in (5)), corresponding to the model without vector matching.
Once the isotropic surface is obtained, the Matlab function called contour is used
to get the level lines which are then used as guidelines to find the order of the given
points. A threshold is used to determine the connectivity between the points, once
exceeded the level lines are then considered disconnected.

On the vector matching term. With this experiment we justify our choice of
vector matching term V (∇I,vΓ) in the minimization (1), from the two options (2)
and (4). To see the difference, we choose the following simple example: level lines
(with height value) parallel to the y-axis, cf. Fig. 3 and Fig. 4 (blue lines on the
floor or red lines on the surface). Vector vΓ is defined only on the lowest and highest
level lines. The regularization and data fidelity parameters are kept the same as g = 1,
h = 0 and θ = 105 throughout this experiment.

We consider the tangent vector matching first, model (3), this is illustrated in
Fig. 3. As mentioned earlier, there are two solutions, either ∇I∗ = 0, which is
reflected in the last two sub-figures, or ∇I∗ ⊥ vΓ with ∇I∗ 6= 0, which is reflected in
the first two sub-figures. There are basically two shapes that can be obtained through
the model (3), cf. Fig. 3, flat structures being created between the level lines where
vectors are given, and parabolic structures otherwise. vΓ is chosen so that it is not
parallel to tangent τΓ (to the level lines) in the last two sub-figures.

We now consider the normal vector matching term, giving as the model (5). The
results are shown in Fig. 4. As shown in the figure, varying the parameter α, we get
different shapes, from parabolic to flattened. Note that, based on the normal vector
matching, we are able to generate flat structures even when the first order regularizer
has been inactive (corresponding to h = 0), see the last sub-figure. The value of
the parameter α for the vector matching term is set equal to 1.5, 2, −0.1 and −0.2
respectively in Fig. 4. A second example showing similar results is presented in Fig.

5, where cones of different shapes, from concave to convex, have been obtained by
varying the parameter α (α = −1, 0, 1, and 2).

On the regularizer terms. The second experiment is to study the effect of
different orders of the regularizer. To do this we use only one regularizer term in our



56



57

SURFACE RECONSTRUCTION WITH VECTOR MATCHING 13

one space dimension (1D). The results are shown in Fig. 6, each column represents a
fixed order from k = 1 to 5, and each row corresponds to a particular test. The height
values are given at red points and the vectors are marked with red arrows. Note that,
in 1D, the unit vector is the value one with a sign for the direction, i.e. ±1. In Fig.

6, the positive sign corresponds to the arrow pointing to the right and vice versa. The
parameters are kept the same throughout this experiment as g = 1 for the regularizer,
α = 1 for the vector matching term, and θ = 10 for the data fidelity.

The experiment shows that orders higher than two, when combined with the
normal vector matching, may induce oscillation in the shape of the reconstructed
surface, as well as unbounded surface at the boundary. A combination of the first
order and the second order regularizer is enough to reconstruct most shapes. This
will see in the following experiments.

|∇1
I|F |∇2

I|F |∇3
I|F |∇4

I|F |∇5
I|F

Fig. 6. Showing The effect of using different order of regularizer in the reconstruction in 1D.
The profiles are reconstructed using (6); sparse data given are the height values (in red), and gradient
direction using arrows (in blue). Each row corresponds to a specific test, and the columns corresponds
to the orders from 1 to 5 of the regularizer. The first order results in flattened structure while the
second order favours slopes in the structure. The higher order regularizer introduces oscillation in
the solution, and makes it unbounded at the boundary.

The proposed model on regular structures. The third experiment is to val-
idate the proposed model (5) where both regularizers and the normal vector matching
are used. We study its effectiveness in accurately representing simple geometries like
edges and corners.

We first test the proposed model on a 1D signal with the mixed shape of sine
and rectangular waves, cf. Fig. 7. Only a few isolated points (red points) with
height values and unit normal vectors (±1) are given. The normal vector matching is
only used in the last sub-figure, with the parameter α = 1.5. Throughout this test,
the parameter h = 1.5 for the first order total variation (TV), i.e., |∇1I|F , and the
parameter g = 4 for the second order TV, i.e., |∇2I|F .

The result as shown in Fig. 7, demonstrates that the proposed model (5) is able
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to accurately recover the shape with corners. While the first order TV favors the
staircase structures and the second TV preserves sloped structures, the combination
of the first order and the second order TVs without vector matching reconstructs both
flattened and sloped structures quite well. However it still fails to be accurate on the
top and in valleys.

Ground truth |∇2
I|F |∇1

I|F |∇1
I|F + |∇2

I|F Proposed model

Fig. 7. Showing the effect of using vector matching in combination with both first order and
second order total variation regularizer in the proposed model (5), as compared to the second, third
and fourth figures from left where the vector matching has not been used.

Next, we apply our model in 2D, on a geometry that looks like the Maya pyramid,
cf. Fig. 8. There are three level lines available (red lines on the surface) with both
height values and unit normal vectors, either given or extracted from the geometry
of the underlying level lines. Note that, to accurately reconstruct the structures,
we need to adjust the parameters of each term in our model (5). The data fidelity
parameter θ, in the experiment shown in Fig. 8, is chosen to θ = 105. The regularizer
parameter g = 10 in the second sub-figure, while h = 1 in the third sub-figure. For
sloped structures such as the walls of the base and the walls of the top, we simply use
only the second order regularizer for the last two sub-figures, where h = 0. In these
two sub-figures, g = 10 and g = 1 for the walls of the base and the walls of the top,
respectively. For flattened structures like the horizontal area of the pyramid, we use
only the first order regularizer in the last two sub-figures, where g = 0 and h = 10.
The normal vector matching is only used in the last sub-figure, where α = 1 along
the level lines except the ones are intersection between the base and the top of the
pyramid, where α = 11. A higher value of the parameter α setting on this intersection
is to get sharper edges for the top.

Similar to the 1D test showing in Fig. 7, the first order TV favors the flat
structures and the second TV preserves sloped structures. The combination of the first
order and the second order TVs without vector matching reconstructs both flat and
sloped structures but fails to accurately represent edges and corners. The proposed
model (5) reconstructs the Maya pyramid more accurately representing the edges and
corners.

The third test is to justify the capability of the proposed model (5) in controlling
of the reconstructed shape by adjusting the vector matching parameter α. The results
are shown in Fig. 9. Different to the previous test, there is no information given
now at the center of the 2D domain, cf.Fig. 9 and Fig. 8. The parameters are kept
the same as those in the last sub-figure of Fig. 8 except α on the innermost given
level line (in red), cf. Fig. 8 where α = 2.5, α = 2, α = 0 and α = −2 for each
test respectively. The test shows that varying parameter α changes the shape, from
a convex shape to a concave structure.

The fourth test is on a semi-sphere. For each test we have different number of
contours (the red lines on the surface), cf. Fig. 10. Both the height value and the
unit normal vectors are given on these contours. In this experiment, the regularizer
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have given a closed form solution based on the discrete cosine transform. For the
IMHE with variable coefficient (scalar function), we use the preconditioned conju-
gate gradient method, using the simplest yet effective preconditioner, the diagonal
preconditioner.

The choice of parameters in our model plays a crucial role in the reconstruction.
This choice may be turned automatically through some machine learning algorithm.
This is a topic of future work.

Acknowledgments. We thank Carola-Bibiane Schönlieb and Jan Lellmann for
the fruitful discussions in the beginning of this project, and particularly to Jan Lell-
mann for verifying our reconstruction in Fig. 11 (the lower-right sub-figure) using
their model.
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MULTIDIMENSIONAL TV-STOKES FOR IMAGE PROCESSING

BIN WU∗, XUE-CHENG TAI† , AND TALAL RAHMAN∗

Abstract. A complete multidimential TV-Stokes model is proposed based on smoothing a
gradient field in the first step and reconstruction of the multidimensional image from the gradient
field. It is the correct extension of the original two dimensional TV-Stokes to multidimensions.
Numerical algorithm using the Chambolle’s semi-implicit dual formula is proposed. Numerical results
applied to denoising 3D images and movies are presented. They show excellent performance in
avoiding the staircase effect, and preserving fine structures.

Key words. Total variation, Denoising, Restoration

1. Introduction. As one of the major techniques in computer vision, image
processing is widely used in the community. One of the important tasks of image
processing is image denoising which is used for removing noises from corrupted images.
It plays a crucial and distinguished role, e.g. being used as a pre-step to any processing
or analysis of the images. The noise in a corrupted image may depend on the type of
instrument used, the procedure applied, and the environment in which the image is
taken. Noises are characterized as Gaussian or salt-pepper, additive or multiplicative
[3]. We consider only the Gaussian noise in this paper, which is additive.

Searching for a more general and robust algorithm to handle the problem of im-
age denoising has been one of the major interests in the image processing community.
With the pioneering work of Rudin, Osher and Fatemi (cf. [18]) based on the total
variation minimization for image denoising, published in 1992, their model has been
widely used as the basis for most denoising algorithms because of its elegant mathe-
matics, simplicity of implementation, and effectiveness. Allthough the model is able
to preserve edges in the image, which is important for an image, it has the limitation
that it exhibits staircase effect or produces patchy images, cf. [16]. A number of
algorithms now exist that are based on the total variation minimization, which try
to overcome this limitation, including high order algorithms, cf. [13, 21], the train-
ing based algorithms, cf. [5], iterative regularization algorithms, cf. [15, 4, 14], and
algorithms based on the TV-Stokes, cf. [20, 16, 12, 9, 8, 7]. There are also excellent
algorithms that are not based on the variational approach, e.g., the non-local algo-
rithms, cf. [1], the block matching algorithm, cf. [6], and the low rank algorithm, cf.
[11].

The purpose of this paper is to propose a model which can be used for the data
of any dimensions, e.g. 3D medical data, 2D video, and dynamic volume data. The
model is expected to be simple but effective with only a small number of parameters.
The TV-Stokes model is the right candidate for this. We extend the TV-Stokes model
from 2D to an arbitrary dimensions, and we call it the multi-dimensional TV-Stokes.
Even though the paper addresses the task of denoising, The model can be extended
for use in other data restoration tasks, like image inpainting, image compression, etc.
.

The structure of the paper is organized as follows. In Section 2, we present the
first step of the multi-dimensional TV-Stokes and its dual formulation. is addressed

∗Department of Computer Science, Electrical Engineering and Mathematical Sciences, Western
Norway University of Applied Sciences, Inndalsveien 28, 5063 Bergen, Norway (bin.wu@hvl.no, ta-
lal.rahman@hvl.no).

†Department of Mathematics, University of Bergen, Allégaten 41, 5007 Bergen, Norway (xue-
cheng.tai@uib.no).
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accompanying with related analysis. In the Section 3, Chambolle’s semi-implicit it-
eration is presented for the minimization. The key part of the multi-dimensional
TV-Stokes is the orthogonal projection onto the constrained spaces, which is pre-
sented in Section 4, based on the singular value decomposition of the finite difference
matrix D. Section 5 gives the second step of the proposed model, height map recon-
struction using a surface fitting technique. Numerical results are presented in Section
6, comparing the proposed model with the Rudin-Osher-Fatemi (ROF) model.

2. The vector field smoothing step of the TV-Stokes. The first step of the
TV-Stokes is the vector field smoothing step. Its required that the desired smoothed
vector field is a gradient field, that is g = ∇u where g ∈ R

N1×...Nd×d and u ∈
R

N1×...Nd is a d-dimensional grayscale image. In the case d = 2, it is the same as
requiring ∇× g = 0 for the gradient field, which is equivalent to ∇ · g⊥ = 0, which is
exactly the constraint used in the TV-Stokes model for 2D.

Let u ∈ R
N1×···×Nd denote the components of a d-dimensional grayscale image

with components ui1...id , ij = 1, . . . , Nj for j = 1, . . . , d. When a linear transformation
defined by a matrix T ∈ R

Ni×Ni is applied to the i-th dimension of u, its result will
be denoted by T×id. For instance,

(T×2u)ji1i3 =
∑

i2

Tji2ui1i2i3 .

The gradient field of u is g = (g1, g2, . . . , gd) = ∇u ∈ R
N1×···×Nd×d, where ∇ sig-

nifies a discrete gradient operator with homogeneous Neumann boundary conditions.
Namely, the gradient operator∇u = (D×1u,D×2u, . . . ,D×du) is determined by means
of the following Ni ×Ni differentiation matrix

(1) D =















−1 1
−1 1

. . .
. . .

−1 1
0 0















.

Given a d-dimensional image uo ∈ R
N1×···×Nd corrupted by a Gaussian noise,

a constrained variant of the Rudin-Osher-Fatemi model [18] consists in finding a
gradient field g = (g1, . . . , gd) ∈ R

N1×···×Nd×d satisfying the minimization problem

(2) min
g=∇u

u∈R
N1×···×Nd

[

‖∇g‖1 +
1

2λ
‖g − g

o‖22

]

,

where λ > 0 is a suitable scalar parameter, go = ∇uo and

h = ∇g =











D×1g1 D×2g1 · · · D×dg1
D×1g2 D×2g2 · · · D×dg2

...
... · · ·

...
D×1gd D×2gd · · · D×dgd











∈ R
N1×···×Nd×d×d.

The (isotropic) norms in (2) are as follows:

‖g‖2 =
√

∑

i1...id
g2
1,i1...id

+ g2
2,i1...id

+ · · ·+ g2d,i1...id ,

‖h‖1 =
∑

i1...id

√

∑d

l,m=1
h2

lm,i1...id
.
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The linear subspace V = {g = ∇u : u ∈ R
N1×···×Nd} ⊂ R

N1×···×Nd×d is the range of
the orthogonal projector

(3) Π = ∇(∇∗∇)†∇∗,

where ∇∗ is the adjoint to the ∇ operator, and † denotes the Moore-Penrose pseu-
doinverse. By the way, go = Πgo ∈ V .

The continuous functional

‖∇g‖1 +
1

2λ
‖g − g

o‖22, g ∈ V,

is strictly convex, its minimum is unique and attained in the closed ball {g : ‖g −
g
o‖2 ≤ ‖go‖2}.

By the aid of a dual variable

p =











p11 p12 · · · p1d
p21 p22 · · · p2d
...

... · · ·
...

pd1 pd2 · · · pdd











∈ R
N1×···×Nd×d×d

such that ‖∇g‖1 = max
‖p‖∞≤1

〈∇g, p〉 = max
‖p‖∞≤1

〈g,∇∗p〉 the model (2) reduces to the

equivalent min-max formulation

(4) min
g∈V

max
‖p‖∞≤1

F (g, p), where F (g, p) = 〈g,∇∗p〉+
1

2λ
〈g − g

o, g − g
o〉.

Here the max norm is ‖p‖∞ = maxi1...id

√

∑d

l,m=1
|plm,i1...id |

2.

The generalized minimax theorem, cf. [19] , justifies the equality

min
g∈V

max
|p|≤1

F (g, p) = max
|p|≤1

min
g∈V

F (g, p),

so that the model (2) reduces to the max-min formulation

(5) max
‖p‖∞≤1

min
g∈V

〈g,∇∗p〉+
1

2λ
〈g − g

o, g − g
o〉.

In spite of a possible nonuniqueness of p, the solution g obtained by means of (5) is
unique. Indeed, if (g∗, p∗) and (g, p) are solutions of (4) and (5) respectively, then
F (g∗, p) = F (g, p) by Lemma 36.2 in [17]. The strict convexity of the mapping
g 7→ F (g, p) implies g = g∗.

Since the constraint g ∈ V is equivalent to the condition Πg = g, the term
〈g,∇∗p〉 in (5) can be replaced by 〈g,∇∗p〉 = 〈g,Π∇∗p〉. Now we observe that the
unique solution

(6) g = g
o − λΠ∇∗p

of the unconstrained problem min
g∈R

N1×···×Nd×d〈g,Π∇∗p〉 +
1

2λ
〈g − g

o, g − g
o〉 also

solves the constrained problem ming∈V 〈g,∇
∗p〉+

1

2λ
〈g − g

o, g − g
o〉.
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Under the condition (6)

F (g, p) =
1

2λ
‖go‖22 −

1

2λ
‖go − λΠ∇∗p‖22,

and we arrive at the minimum distance problem

(7) min
‖p‖∞≤1

‖go − λΠ∇∗p‖2.

2.1. Chambolle’s iteration. We solve the minimization problem (7) using
Chambolle’s iteration, cf. [2, 8]. Accordingly, the Karush-Kuhn-Tucker conditions
for (7) are given by the equation

(8) ∇ (Π∇∗p− g
o/λ) + |∇ (Π∇∗p− g

o/λ) | · p = 0,

where the dot signifies the entrywise product. Solution of (7) is approximated by the
semi-implicit iteration

(9)

p0 = 0,

pk+1 =

pk − τ∇

(

Π∇∗pk −
g
o

λ

)

max

{

1,

∣

∣

∣

∣

∣

pk − τ∇

(

Π∇∗pk −
g
o

λ

)∣

∣

∣

∣

∣

},

where the maximum and division are both entrywise operations.

Lemma 1. The semi-implicit iteration (9) is 1-Lipschitz [10] for

(10) τ ≤
2

‖∇Π∇∗‖2
.

Proof. Each step of (9) uses two mappings: p 7→ p − τ∇ (Π∇∗p− g
o/λ) and

q 7→ q/max(1, |q|). The first mapping is linear and 1-Lipschitz if and only if ‖I −
τ∇Π∇∗‖2 ≤ 1, where I is the identity transformation. The second mapping is always
1-Lipschitz.

The SVD of the matrix D allows us to show that 1-Lipschitz holds when

(11) τ ≤
1

2d
.

2.2. Implementation of Π = ∇(∇∗∇)†∇∗. The intricate part in our algorithm
is the implementation of the Π operation. We describe here how this can be done
efficiently. The singular value decomposition of the differentiation matrix D is

D =

[

0 S

1 0

]

ΣC,

where the diagonal Σ has the entries Σii = 2 sin
π(i− 1)

2N
, i = 1, . . . , N . The orthogonal

N ×N matrix C of the discrete cosine transform has the entries

C1j =

√

1

N
,

Cij =

√

2

N
cos

π(i− 1)(2j − 1)

2N
, i = 2, . . . , N, j = 1, . . . , N.
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The orthogonal (N − 1) × (N − 1) matrix S of the discrete sine transform has the
entries

Sij =

√

2

N
sin

πij

N
, i, j = 1, . . . , N − 1.

We can use the singular value decomposition of D to compute ‖∇‖2. Indeed, ‖∇‖2 =

‖∇‖2 = 2‖

[

sin
π(N1 − 1)

2N1

, . . . , sin
π(Nd − 1)

2Nd

]

‖2 ≈ 2
√
d.

We implement (∇∗∇)† by the fast Fourier transform. Since∇∗∇u = (DTD)×1u+
(DTD)×2u+ . . .+ (DTD)×du, the equation ∇∗∇u = f is equivalent to

Σ2

×1û+Σ2

×2û+ . . .+Σ2

×dû = ̂f,

where û = C×1C×2 . . . C×du and ̂f = C×1C×2 . . . C×df . The components of û and ̂f

are related by the equalities

ûi1···id(Σi1i1 +Σi2i2 + . . .+Σidid) =
̂fi1···id , ik = 1, . . . , Nk.

Note that Σi1i1 + Σi2i2 + . . . + Σidid equals zero if i1 = . . . = id = 1 and is positive
otherwise. Hence

û1···1 = 0, ûi1···id = ̂fi1···id/(Σi1i1 +Σi2i2 + . . .+Σidid) if i1 + . . .+ id > d.

Recall that u = CT
×1C

T
×2 · · ·C

T
×dû. Moreover, multiplication with the matrices C and

CT should be carried out by the fast Fourier transform FFT.

3. The scalar field reconstruction step of the TV-Stokes. We extend the
second step or the image reconstruction step of the original TV-Stokes [16] for 2D to
multidimensions. Accordingly, for the given d-dimensional image uo ∈ R

N1×···×Nd ,
which is corrupted by a Gaussian noise, a vector matching model [16] is applied which
satisfies the minimization problem,

(12) min
u∈R

N1×···×Nd

[

‖∇u‖1 +
1

2λ
‖u− uo‖22 −∇u ·

g

|g|

]

,

where λ > 0 is a suitable scalar parameter, ∇u = (D×1u,D×2u, . . . ,D×du) and

‖∇u‖1 =: ‖s‖1 =
∑

i1...id

√

√

√

√

d
∑

l=1

s2l,i1...id .

Note that the g is obtained from the first step and thus, in the reconstruction, it is
a known term. By completing the quadratic term, the above problem (12) can be
reformed as

(13) min
u∈R

N1×···×Nd

[

‖∇u‖1 +
1

2λ
‖u+ λ∇ ·

g

|g|
− uo‖22

]

,

which is strictly convex, its minimum is unique and attained in the closed ball
{

u :
∥

∥

∥
u−

(uo − λ∇ ·
g

|g|
)
∥

∥

∥

2

≤
∥

∥

∥
uo − λ∇ ·

g

|g|

∥

∥

∥

2

}

.
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With the aid of a dual variable p = (p1, p2, · · · , pd) such that ‖∇u‖1 = max
‖p‖∞≤1

〈∇u,

p〉 = max
‖p‖∞≤1

〈u,∇∗p〉 the model (12) reduces to the equivalent min-max formulation

(14)

minu∈R
N1×···×Nd max

‖p‖∞≤1 F (u, p),

where F (u, p) = 〈u,∇∗p〉+
1

2λ
‖u− uo‖22 −∇u ·

g

|g|
.

Here the max norm is ‖p‖∞ = maxi1...id

√

∑d

l=1
|pl,i1...id |

2.

The generalized minimax theorem, cf. [19], justifies the equality

min
u∈R

N1×···×Nd

max
|p|∞≤1

F (u, p) = max
|p|∞≤1

min
u∈R

N1×···×Nd

F (u, p),

so that the model (12) reduces to the max-min formulation

(15) max
‖p‖∞≤1

min
u∈R

N1×···×Nd

〈u,∇∗p〉+
1

2λ
‖u− uo‖22 −∇u ·

g

|g|
.

In spite of a possible nonuniqueness of p, the solution u obtained by means of (15)
is unique. Indeed, if (u∗, p∗) and (u, p) are solutions of (14) and (15) respectively,
then F (u∗, p) = F (u, p) by (Lemma 36.2 of [17]). The strict convexity of the mapping
u 7→ F (u, p) implies u = u∗. The unique solution is obtained as follows

(16) u = uo − λ(∇∗p+∇ ·
g

|g|
)

Under the condition (16)

F (u, p) =
1

2λ

∥

∥

∥
uo − λ∇ ·

g

|g|

∥

∥

∥

2

2

−
1

2λ

∥

∥

∥
uo − λ∇ ·

g

|g|
− λ∇∗p

∥

∥

∥

2

2

,

and we arrive at the minimum distance problem

(17) min
‖p‖∞≤1

∥

∥

∥
uo − λ∇ ·

g

|g|
− λ∇∗p

∥

∥

∥

2

.

As in [2, 8] the Karush-Kuhn-Tucker conditions for (17) are given by the equation

(18) ∇

(

−
uo

λ
+∇ ·

g

|g|
+∇∗p

)

+

∣

∣

∣

∣

∣

∇

(

−
uo

λ
+∇ ·

g

|g|
+∇∗p

)∣

∣

∣

∣

∣

· p = 0,

where the dot signifies the entrywise product. Solution of (17) is approximated by
the semi-implicit iteration

(19)

p0 = 0,

pk+1 =

pk − τ∇

(

∇ ·
g

|g|
+∇∗p−

uo

λ

)

max

{

1,

∣

∣

∣

∣

∣

pk − τ∇

(

∇ ·
g

|g|
+∇∗p−

uo

λ

)
∣

∣

∣

∣

∣

},

where the maximum and division are entrywise operations.
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Lemma 2. The semi-implicit iteration (19) is 1-Lipschitz for

(20) τ ≤
2

‖∇∇∗‖2
.

Proof. Each step of (19) uses two mappings:

p 7→ p− τ∇

(

∇ ·
g

|g|
+∇∗p−

uo

λ

)

and q 7→ q/max(1, |q|). The first mapping is linear and 1-Lipschitz if and only if
‖I − τ∇∇∗‖2 ≤ 1, where I is the identity transformation. The second mapping is
always 1-Lipschitz.

The SVD of the matrix D allows us to show that 1-Lipschitz holds when

(21) τ ≤
1

2d
.

4. Numerical experiments. We first test the proposed model on some 3d
static data, which are computer tomography data from two lung tissues of human. In
Fig. 1, Fig. 3 and Fig. 4, 3 groups of orthogonal slices are presented, with respect to
xz-plane, xy-plane, and yz-plane. In these figures, the last rows show relative positions
of those slices in their embedded volume data. In the first column of each figures, the
3-slice view is taken on the raw data, which contains some unknown noise. The noise
type is supposed to be Gaussian. In the middle column and the last column of each
figures, comparison is presented between the denoised data of using ROF model and
the proposed multidimensional TV-Stokes model. The one (last column) using the
proposed multidimensional TV-Stokes model results higher fidelity to the raw data
than the one (middle column) using ROF model and preserves more fine structures
as well as better continuity of tube-like structures. Fig. 2 and Fig. 5 show the
isosurfaces of the volume data. In these figures, the results from proposed model (last
column) well trade-off the smoothness and details preservation. It observes that the
fine tube-like structures disappeared while the ROF model smooths the noisy data.

Another experiment is performed on 2d dynamic data, where new 3d data are
obtained by stacking all 2d data along temporal dimension. Fig. 6 and Fig. 7 show
the results of using proposed multidimensional TV-Stokes on movie / monitoring
video denoising. In Fig. 6, smooth cheek and sharp edges are well balanced, showing
in row two and row four. In escalator case, cf. Fig. 7, shape edges of structures and
digitals are preserved, showing in row two and row four.

Acknowledgments. We thank Dr. Andreas Langer for interesting discussion
and for providing us with the 3d data.
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ITERATIVE REGULARIZATION ALGORITHMS FOR IMAGE

DENOISING WITH THE TV-STOKES MODEL

BIN WU∗, LESZEK MARCINKOWSKI† , XUE-CHENG TAI‡ , AND TALAL RAHMAN∗

Abstract. We propose a set of iterative regularization algorithms for the TV-Stokes model to
restore images from noisy images with Gaussian noise. These are some extensions of the iterative
regularization algorithm proposed for the classical Rudin-Osher-Fatemi (ROF) model for image re-
construction, a single step model involving a scalar field smoothing, to the TV-Stokes model for
image reconstruction, a two steps model involving a vector field smoothing in the first and a scalar
field smoothing in the second. The iterative regularization algorithms proposed here are Richardson’s
iteration like. We have experimental results that show improvement over the original method in the
quality of the restored image. Convergence analysis and numerical experiments are presented.

Key words. Image processing, Total variation minimization

AMS subject classifications. 68Q25, 68R10, 68U05

1. Introduction. Recovering an image from a noisy and blurry image is an
inverse problem which is possible to be solved via variational methods, using total
variation regularization, e.g., cf. [21, 7, 8, 1, 20, 30, 24, 22, 11, 12, 29, 26, 28, 14,
3, 15, 6, 9, 27, 2, 13, 16]. In this paper, we only focus on the denoising problem in
image processing. Considering a noisy image f : Ω 7→ R, where Ω is a bounded open
subset of R2, the problem is to find a decomposition such that f = u + v, where u

is the signal, and v is the noise. Let us consider this problem as an optimization
problem. The simplest model can be the least square fitting, in other words, to find
the minimizer in the squared L2 space:

u = argmin
u

‖u− f‖2(Ω).

The notation ‖ · ‖, in this paper, refers to a L2 norm if there is no specific subscript.
This model, however, only works when we know the structure of u otherwise there
is only a trivial solution u = f . It is obvious that, without sufficient priori, to find
a decomposition is an ill-posed inverse problem, cf. e.g., [8, 1]. A regularizer is thus
necessary. The Tikhonov regularizer is the first one used in this problem in history.
In general, we define regularizer as

Jp(u) :=

∫

Ω

|∇u|p.

The Tikhonov regularizer is the case where p = 2. For the models with this reg-
ularizer, it is difficult to preserve edges while smoothing noise. Rudin, Osher, and
Fatemi proposed a model (ROF) with a regularizer where p = 1. To be simplified
in presentation, in this paper, we denote J(·) equipped with p = 1 as default. The
regularizer is thus the BV seminorm where BV (Ω) means the space of functions with
the bounded variation on Ω. The ROF model successfully enhances the capability in
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edge preserving. However, it suffers a staircase effect which makes the restored image
patternized. There are many models to overcome this problem, for instance, the high
order regularization, LOT model, and TV-Stokes. The TV-Stokes model is defined
as follows:

(1) τ = arg min
τ∈BV (Ω)
∇·τ=0

{

J(τ ) +H(τ , τ 0)

}

,

and

(2) u = arg min
u∈BV (Ω)

{

J(u)− 〈∇u,
τ
⊥

|τ⊥|
〉+H(u, f)

}

,

where τ , τ 0 ∈ R
2 are vectors, ∇τ inside J(τ ) is a 2×2 matrix, i.e., the gradient of the

vector τ ; H(u, f) := η

2‖u − f‖2 stands the quadratic fidelity with a scale parameter
η; 〈·, ·〉 denotes the inner product. In this model, a smoothed tangent field τ is firstly
obtained by solving the minimization problem (1) under a divergence-free constraint,
and subsequently the restored u is obtained by a kind of vector matching under a
limited deviation which is formulated as (2).

The ROF model is also considered defective in some cases for signal and noise
decomposition, cf. e.g., [18, 17]. There are many ways to handle this problem, for
instance, Meyer’s model, cf. [17], the Vese and Osher’s approximated Meyer’s model,
cf. [25], the Osher, Solé, and Vese’s model, cf. [19]. There is another stream of
methods which handle the problem through the iterative way, e.g., [18] applies an
iterative algorithm on the ROF model. To heuristically introduce this algorithm, we
start with a typical ROF model as follows,

(3) u1 = arg min
u∈BV (Ω)

{

J(u) +H(u, f)

}

.

We then calculate unit normal vector n
1

|n
1
|
= ∇u1

|∇u1
|
and perform a vector matching

step

(4) u2 = arg min
u∈BV (Ω)

{

J(u)− 〈∇u,
n
1

|n1|
〉+H(u, f)

}

,

The optimal condition for (3), namely the Euler-Lagrange equation, is

(5) −∇ ·
∇u1

|∇u1|
+ η(u1 − f) = 0.

Slightly reforming (4) with adjoint, cf. [18], and substituting the relation (5) into the
reformed (4), we get

u2 = arg min
u∈BV (Ω)

{

J(u)− 〈u, η(f − u1)〉+H(u, f)

}

.

By completing the square with some added constants, the above minimization problem
is equivalent to the following

u2 = arg min
u∈BV (Ω)

{

J(u) +H(u, f + f − u1)

}

.(6)
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Algorithm 1 The iterative regularization proposed by Osher et al.

1: Initialize k = 0, v0 = 0;
2: repeat

3: u = argminu∈BV (Ω){J(u) +H(u, f + vk)};

4: Update noise: vk+1 = f + vk − u;
5: k = k + 1;
6: until satisfied;
7: return u.

It implies that the matching step exactly equivalents to a ROF model. The initial
image f is accordingly replaced by f added with a ‘noise’ (f − u1) obtained from the
previous step. By an induction, Algorithm 1 has been proposed by Osher and his
coworkers, cf. [18] for more details,.

Instead of considering the given image with accumulative noise, we consider a
direct process on noise part in this paper. The idea can source back to the ‘twicing’
method proposed by Tukey, which corrects the approximate solution obtained from
the first step by repeating the same processing on its residual. We noted that this idea
is the modified Richardson iteration which has been generalized to image restoration
problems by Michael Charest Jr. and his coworkers based on scalar valued functional.
By defining the operation of finding the solution of a minimization problem as T (·),
and starting with initial iterate u0, the analog of the modified Richardson iteration
reads as follows,

(7) uk+1 = uk + T (f − uk),

which is equivalent to the following in terms of residuals

(8) rk+1
ex

= rk
ex

− T (rk
ex
),

where the exact residual is defined as rk
ex

= f − uk. It also can be derived that

uk = u0 +
∑

k−1
i=0 T (ri

ex
) and rk

ex
= r0

ex
−

∑

k−1
0 T (ri

ex
). Let us call the above the

Richardson-like iteration. In this paper, we present several Richardson-like iterative
algorithms based on the TV-Stokes model.

The paper is organized as follows. Our main results including the proposed al-
gorithms are in section 2, experimental results are in section 3, and the conclusions
follow in section 4.

2. Proposed algorithms and their convergence analysis. In this section,
we present several variants of the iterative regularization algorithm for the TV-Stokes
model. Those algorithms are quite simple and of the form of Richardson iteration.
We prove their convergence based on the Bregman distance.

2.1. Prelimits. Before we start to present the algorithm, let first consider two
equivalent minimization problems.

Lemma 1. ∀τ ∈ R
2, define operator Π, such that Π(τ ) = (I − ∇△†∇·)τ . The

constrained problem (1) is equivalent to the following unconstrained problem

(9) τ = arg min
τ∈BV (Ω)

{

J(Πτ ) +H(τ , τ 0)

}

.
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Proof. Let p be the dual variable such that p ∈ C1
c (Ω,R

4) and |p| ≤ 1, the
minimization problem in (1) is thus

(10) min
τ

max
λ,p
|p|≤1

{
∫

Ω

〈τ ,∇ · p〉+
η

2
(τ − τ

0)2 + 〈λ,∇ · τ 〉dx

}

,

where λ ∈ R is the Lagrange multiplier. By the Minimax theorem, cf. [23], we can
firstly consider the minimization problem with respect to τ as well as the the maxi-
mization with respect to λ freezing p. The corresponding Euler-Lagrange equations
are

(11) ∇ · p+ η(τ − τ
0)−∇λ = 0,

and

∇ · τ = 0.

Taking the divergence for the both sides of (11), we obtain the following relation with
the help of Moore-Penrose pseudoinverse

λ = ∆†∇ · ∇ · p.

The considered problem (10) is accordingly

min
τ

max
p

|p|≤1

{
∫

Ω

〈τ ,∇ · p〉+
η

2
(τ − τ

0)2 + 〈∆†∇ · ∇ · p,∇ · τ 〉dx

}

,

which is exactly same as follows with adjoint

min
τ

max
p

|p|≤1

{
∫

Ω

〈τ , (I −∇∆†∇·)∇ · p〉+
η

2
(τ − τ

0)2dx

}

.

Rewriting with Π operator as we defined, it is

min
τ

max
p

|p|≤1

{
∫

Ω

〈τ ,Π(∇ · p)〉+
η

2
(τ − τ

0)2dx

}

,

which is equivalent to the following primal problem

min
τ

{
∫

Ω

|∇Π(τ )|+
η

2
(τ − τ

0)2dx

}

.

It is worth to mention that Π(·) is exactly the orthogonal projection to the di-
vergence free subspace, cf. [11]. The consequent property is that, for all τ ∈ Y such
that Y = {m : ∇ ·m = 0}, we have Π(τ ) = τ .

Let us recall the second step of the TV-Stokes model, cf. (2), as follows.

(12) u = arg min
u∈BV (Ω)

{

J(u)− α〈∇u,
τ
⊥

|τ⊥|
〉+H(u, f)

}

,

where α is the parameter for orientation matching term −〈∇u, τ
⊥

|τ
⊥
|
〉. When α = 1,

the above minimization problem degenerates to (2). By completing the square, we
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can reform the above problem as follows

(13) u = arg min
u∈BV (Ω)

{

J(u) +H(u, f −
α

η
∇ ·

τ
⊥

|τ⊥|
)

}

.

Observing (13), we can find out that there is an optimal decomposition f = u +
α
η
∇ · τ

⊥

|τ
⊥
|
corresponding to the fidelity parameter η/2. According to Meyer’s theory,

cf. [17], α
η
∇ · τ

⊥

|τ
⊥
|
can be read as the high frequency part, which represents the fine

structures and the noise part of the corrupted image f . Since it is the indistinguishable
part from noise for ROF model, we can roughly say it is also of Gaussian distribution

with mean 0 if the noise is white Gaussian, that is α
η
∇ · τ

⊥

|τ
⊥
|
∼ N(0, σ2) for some

unknown variance σ2. Another thing we can find out from (13) is that the model
results smooth u with the variance σ2 = 1/η, cf. e.g., [4, 9], considering Gaussian
noise only. Up to here, we can find that the TV-Stokes model tends to find an optimal

image u which is close to “clean” image f − α
η
∇· τ

⊥

|τ
⊥
|
, where the noisy part α

η
∇· τ

⊥

|τ
⊥
|

has an amplitude equal to its variance level while α = 1, that is σ2 = 1/η.
In our proposed algorithms, we only consider Richardson-like iterations, applied

to the residual. For Gaussian noise, the residual r satisfies r ∼ N(0, σ2) for some
unknown variance σ2. It is natural to assume that a fixed percentage of the residual
is the uncertain part, cf. α ∈ [0, 1] in (13). When α = 0, the model reduces to the
ROF model.

The following lemmas are necessary for the convergence analysis.

Lemma 2. Given a, b, c ∈ L2(Ω;R), where b ∼ N(0, σ2), a ∼ N(b, σ2
1) and c ∼

N(b, σ2
2), such that σ2

1 ≤ σ2
2, then ‖a‖ ≤ ‖c‖.

Proof. Since a ∼ N(b, σ2
1), a − b is a Gaussian distribution such that a − b ∼

N(0, σ2
1). Since b and a − b are two independent Gaussian distributions, their sum

a = b+ (a− b) is another Gaussian distribution such that a ∼ N(0, σ2 + σ2
1).

Similarly, the sum c = b + (c − b) is also a Gaussian distribution such that
c ∼ N(0, σ2 + σ2

2).
And now, since σ2

1 ≤ σ2
2 , it follows that ‖a‖ ≤ ‖c‖.

Lemma 3. Suppose u ∈ BV (Ω;R). Consider two minimization problems same

as the second step of TV-Stokes, i.e., minu{J(u) − α〈∇u,v/|v|〉 + η(u − f)2/2},
corresponding to two different fidelity parameters, η1 and η2, such that η1 ≤ η2.

If u1 = argminu{J(u) − α〈∇u,v/|v|〉 + η1(u − f)2/2} and u2 = argminu{J(u) −
α〈∇u,v/|v|〉+ η2(u− f)2/2}, then ‖u1 − f‖2 ≥ ‖u2 − f‖2.

Proof. Rewrite the minimization problem for η2 as follows.

min
u

{

J(u)− α〈∇u,
v

|v|
〉+

η1

2
(u− f)2 +

η2 − η1

2
(u− f)2

}

.(14)

Since u2 is the minimizer of (14), the functional has following inequality
∫

Ω

J(u2)− α〈∇u2,
v

|v|
〉+

η1

2
(u2 − f)2 +

η2 − η1

2
(u2 − f)2

≤

∫

Ω

J(u1)− α〈∇u1,
v

|v|
〉+

η1

2
(u1 − f)2 +

η2 − η1

2
(u1 − f)2(15)

≤

∫

Ω

J(u2)− α〈∇u2,
v

|v|
〉+

η1

2
(u2 − f)2 +

η2 − η1

2
(u1 − f)2.
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Note that the first two terms in the functional are actually same as the minimization
problem for η1. u1 therefore minimizes the energy composed by this two terms.

Comparing the first line and the last line of (15), we obtain ‖u1−f‖2 ≥ ‖u2−f‖2

by using relation η1 ≤ η2.

Lemma 4. Consider a minimization problems with ROF model, that is r∗ =
argminr{J(r) + η(r − r0)2/2}. Define η = β/γ and β ∈ (1,+∞). There exists a

constant γ > 0 for any r0 6= 0 such that r∗ 6= 0.

We will use the consequences from Meyer’s theory, cf. [17], to prove this lemma.

Proof. According to Meyer’s theory, [17, Lemma 4 and Theorem 3 on p. 32], if
‖r0‖∗ > 1/η, the ROF model generates a non-trivial decomposition, r0 = r∗+ v, that
is r∗ 6= 0 for any r0 6= 0.

According to [17, Lemma 3 on p. 31], if r0 ∈ L2(R2), then |
∫

r̃(x)r0(x)dx| ≤
‖r̃‖BV ‖r

0‖∗. By simply replacing r̃(x) with r0(x), we obtain ‖r0‖2/‖r0‖BV ≤ ‖r0‖∗.
While r0 6= 0 and not constant over the entire domain Ω, which is nature by considered
problem, ‖r0‖2/‖r0‖BV > 0. Define γ := ‖r0‖2/‖r0‖BV . Since β ∈ (1,+∞) and
η = β/γ, we have γ > 1/η. To sum up, the inequality, ‖r0‖∗ > 1/η, holds and, as the
consequence from Meyer’s theory, r∗ 6= 0 while r0 6= 0.

Remark 1. For a discrete system, equipped with the finite center difference

scheme for example, the divergence ∇ · g can be expressed as follows.

r0 = ∇ · g = ∂1g1 + ∂2g2 =
g+
1
− g−

1

2h
+

g+
2
− g−

2

2h
,

where + and − denote the forward and backward positions, respectively. h is the

uniform discretized unit. We thus obtain the following inequality from the above defi-

nition.

|r0|2 =

(

g+
1
− g−

1

2h
+

g+
2
− g−

2

2h

)2

≤ 2

(

g+
1
+ g+

2

2h

)2

+ 2

(

g−
1
+ g−

2

2h

)2

≤
1

h2
((g+

1
)2 + (g+

2
)2 + (g−

1
)2 + (g−

2
)2)

≤
4

h2
(g2

1
+ g2

2
)

∼
4

h2
(g21 + g22),

where (·) denotes the average value over the finite volume. Consider the L∞ norm,

we obtain

‖r0‖∞ ≤
2

h
‖g‖∞.

Since ‖r0‖∗ is the infimum of ‖g‖∞, we find ‖r0‖∞h/2 ≤ ‖r0‖∗ corresponding to

γ = ‖r0‖∞h/2. In practice, h = 1.
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2.2. Iterative regularization for the first step of TV-Stokes. In this sub-
section, we only consider the Richardson-like iteration on the first step of TV-Stokes
model. Following from the unconstrained problem (9), with the help of Π operator,
our proposed Richardson-like algorithm is as follows,

Algorithm 2 Iterative regularization applied to the 1st step of TV-Stokes

1: Initialize k = 0, τ = 0, r0
ex

= ∇⊥f ;
2: repeat

3: k = k + 1;
4: rk = argmin

r∈BV (Ω){J(Πr) +H(r, rk−1
ex

)};

5: rk
ex

= rk−1
ex

− rk;
6: τ = τ + rk;
7: until satisfied;

8: u = argminu∈BV (Ω){J(u)− 〈∇u, τ
⊥

|τ
⊥
|
〉+H(u, f)};

9: return u.

Let us define a convex functional Qs
k−1

(r)k for each iteration in Algorithm 2 with

(16) Qs
k−1

(r)k = H(r, 0) + J(Πr)− J(Πrk−1)− 〈sk−1, r− rk−1〉,

where rk−1 denotes the minimizer for Qs
k−2

(r)k−1, and rk
ex

:= rk−1
ex

− rk is the exact
residual, giving r0

ex
= ∇⊥f . By defining sk−1 := ηrk−1

ex
, considering the problem

rk = argmin
r∈BV (Ω) Q

s
k−1

(r)k, we have

rk = arg min
r∈BV (Ω)

Qs
k−1

(r)k

= arg min
r∈BV (Ω)

{H(r, 0) + J(Πr)− J(Πrk−1)− 〈ηrk−1
ex

, r− rk−1〉}

= arg min
r∈BV (Ω)

{H(r, 0) + J(Πr)− 〈ηrk−1
ex

, r〉}

= arg min
r∈BV (Ω)

{H(r, rk−1
ex

) + J(Πr)},(17)

which implies the considered problem rk = argmin
r∈BV (Ω) Q

s
k−1

(r)k is equivalent to

the problem listed on the line 4 in Algorithm 2 since the terms in Qs
k−1

(r)k without
r are constants for the kth iteration. The Algorithm 2 is therefore can be reformed as
Algorithm 3

2.2.1. Well-definedness of iterates. Let us start with a simple case without
iteration, specifically for a fixed k. The considered minimization problem is (18). For
such a given problem, we can find the solution exists and is unique.

Lemma 5. Let R = {r|r ∈ BV (Ω;R2),Πr = r}, F (r) = J(Πr) + H(r, z) and

Πz = z. Consider the problem to find r∗ such that

(18) r∗ ∈ R, F (r∗) = inf
r∈R

F (r).

The solution for this problem exists and is unique.

Proof. Let

(19) m := inf
r∈R

F (r),
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Algorithm 3 Bregmanized version of the iterative regularization Algorithm 2

1: Initialize k = 0, τ = 0, r0ex = ∇⊥f ;
2: repeat

3: k = k + 1;

4: rk = argmin
r∈BV (Ω) Q

s
k−1

(r)k;

5: rkex = rk−1
ex − rk;

6: sk = ηrkex;
7: τ = τ + rk;
8: until satisfied;

9: u = argminu∈BV (Ω){J(u)− 〈∇u, τ
⊥

|τ
⊥
|
〉+H(u, f)};

10: return u.

and {rj} is a minimizing sequence such that

(20) rj ∈ R, lim
j→+∞

F (rj) → m.

Define an equivalent BV -norm [10] as

(21) ‖r‖BV (Ω;R2) =

∫

Ω

|∇r|dx+ ‖r‖.

Followed from the above definition, we have that the sequence {rj} is bounded in
BV (Ω;R2), and consequently there exists a convergent subsequence {rk} such that

(22) rk ⇀
R

r̂

By the lower semicontinuity of F , we have

(23) lim
r
k⇀r̂

F (rk) ≥ F (r̂)

Due to (20), we obtain

(24) m ≥ F (r̂).

But owing to (19), m ≤ F (r̂). Consequently r̂ is indeed a minimizer. Furthermore,
because F is strictly convex, the solution is unique.

Proposition 6. Setting r0ex = ∇⊥f , s0 := ηr0ex, and qk = ∂H(rk, 0) = ηrk,

for each k ∈ N, there is an unique minimizer rk of Qs
k−1

(r)k, and a subgradient

sk ∈ ∂J(Πrk) such that

(25) sk + qk = sk−1

Proof. The well-definedness for each iteration follows directly from Lemma 5.
The relation between s and q is proved by induction. For k = 1, we have

arg min
r∈BV (Ω)

Qs
0

(r)1 = arg min
r∈BV (Ω)

{H(r, r0ex) + J(Πr)}.

The relation s1 + q1 = s0 holds by defining s1 = ηr1ex which exactly can be deduced
by the relations of q1 = ηr1, s0 = ηr0ex and r1ex = r0ex − r1. Taking the observation of
optimal condition for the case k = 1

∂J(Πr1) + ηr1 − s0 ∋ 0,
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which is the same as

∂J(Πr1) ∋ ηr1
ex
,

we have s1 ∈ ∂J(Πr1), cf. [18] where ∂J is the subgradient of J in Euclidean space
R

2. Assuming that sk−1 = ηrk−1
ex

∈ ∂J(Πrk−1) holds, the kth case is

arg min
r∈BV (Ω)

Qs
k−1

(r)k

= arg min
r∈BV (Ω)

{
η

2
r2 + J(Πr)− J(Πrk−1)− 〈ηrk−1

ex
, r− rk−1〉}

= arg min
r∈BV (Ω)

{
η

2
(r− rk−1

ex
)2 + J(Πr)}.

The optimal condition is accordingly

ηrk − sk−1 + ∂J(Πrk) ∋ 0.

Since sk−1 = ηrk−1
ex

and qk = ∂H(rk, 0) = ηrk, it is easy to find that sk = η(rk−1
ex

−
rk) = ηrk

ex
∈ ∂J(Πrk), and thus we obtain (25).

2.2.2. Convergence analysis. We define the generalized Bregman distance as-
sociated with J(Π(·)) as follows

Ds(w,m) := J(Πw)− J(Πm)− 〈s,w −m〉,

where s is the subgradient for J(Πm).

Proposition 7. The sequence H(rk, 0) is monotonically nonincreasing, and

H(rk, 0) ≤ H(rk, 0) +Ds
k−1

(rk, rk−1) ≤ H(rk−1, 0),(26a)

Ds
k

(r, rk) +Ds
k−1

(rk, rk−1) +H(rk, 0) ≤ H(r, 0) +Ds
k−1

(r, rk−1),(26b)

subject to k ∈ N \ {1}.

Proof. Since Ds
k−1

(rk, rk−1) is nonnegative, it is easy to find

H(rk, 0) ≤ H(rk, 0) +Ds
k−1

(rk, rk−1) = Qs
k−1

(rk)k.

Because rk is the minimizer of Qs
k−1

(r)k, we have

Qs
k−1

(rk)k ≤ Qs
k−1

(rk−1)k = H(rk−1, 0),

which implies (26a).

Ds
k

(r, rk)−Ds
k−1

(r, rk−1) +Ds
k−1

(rk, rk−1)

=J(Πr)− J(Πrk)− 〈sk, r− rk〉

−J(Πr) + J(Πrk−1) + 〈sk−1, r− rk−1〉

+J(Πrk)− J(Πrk−1)− 〈sk−1, rk − rk−1〉

=〈sk−1 − sk, r− rk〉

=〈qk, r− rk〉.
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The relation s
k−1 − s

k = q
k has been used here according to Proposition 25. The q

k

is the subgradient of H(rk, 0). By the definition of subgradient, we have

Ds
k

(r, rk)−Ds
k−1

(r, rk−1) +Ds
k−1

(rk, rk−1) = 〈qk, r− r
k〉 ≤ H(r, 0)−H(rk, 0),

and thus we obtain (26b).

There is a direct result from this relation (26b). If there exists a minimizer r of
H(·, 0), by using (26b), we have

Ds
k

(r, rk) ≤ Ds
k

(r, rk) +Ds
k−1

(rk, rk−1)

≤ Ds
k

(r, rk) +Ds
k−1

(rk, rk−1) +H(rk, 0)−H(r, 0)

≤ Ds
k−1

(r, rk−1).(27)

It implies that, for each iteration, the Bregman distance to optimal r is getting shorter.

Theorem 8. If r ∈ BV (Ω;R2) is the minimizer of H(·, 0) subject to k ∈ N \ {1},
then r

k converges and

(28) H(rk, 0) ≤
J(Πr)− J(Πr1)− 〈s1, r− r

1〉

k − 1
,

moreover,

τ
k =

k
∑

i=1

r
i,

converges to τ
0.

Proof. Taking the sum of (26b), we obtain

(29) Ds
k

(r, rk) +
k

∑

i=2

[

Ds
i−1

(ri, ri−1) +H(ri, 0)−H(r, 0)
]

≤ Ds
1

(r, r1).

Since H(rk, 0) is monotonically nonincreasing,

(k − 1)
[

Ds
k−1

(rk, rk−1) +H(rk, 0)−H(r, 0)
]

≤ J(Πr)− J(Πr1)− 〈s1, r− r
1〉.

Because r is the minimizer of H(·, 0) and Ds
k−1

(rk, rk−1) is nonnegative, we obtain
(28). It implies that, when k → ∞, rk converges to 0 with rate

‖rk‖ ≤

√

J(Πr)− J(Πr1)− 〈s1, r− r
1〉

k − 1
= O((k − 1)−1/2).

From the definition,

r
k = argmin

r

{

∫

Ω

|∇Π(r)|+
η

2
(r− (∇⊥f −

k−1
∑

i=1

r
i))2dx

}

,

we obtain the optimal condition

∂J(Π(rk)) + η(rk − (∇⊥f −

k−1
∑

i=1

r
i))2)) ∋ 0.

Since r
k converges to 0 while k → ∞ and, and therefor ∂J(Π(r∞)) = 0, we obtain

∑

∞

i=1 r
i = ∇⊥f .
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2.3. Iterative regularization for the second step of TV-Stokes. In this
subsection, we consider the Richardson iteration on the second step of TV-Stokes
model. Similar to Algorithm 2, the proposed algorithm is accordingly the following
as Algorithm 4.

Algorithm 4 Iterative regularization applied to the 2nd step of TV-Stokes

1: τ = argmin
τ∈BV (Ω;R2){J(Πτ ) +H(τ ,∇⊥f)};

2: Initialize k = 0, u = 0, r0ex = f ;
3: repeat

4: k = k + 1;

5: rk = argminr∈BV (Ω;R){J(r) +Hk(r, rk−1
ex −

α

ηk
∇ · τ

⊥

|τ
⊥
|
)};

6: rkex = rk−1
ex − rk;

7: u = u+ rk;
8: until satisfied;
9: return u.

2.3.1. Well-definedness of iterates. Let us start with a simple case without
iteration, specifically for a fixed k. The considered minimization problem is shown as
(31). For a such given problem, we can find the solution exists and is unique.

Lemma 9. Let R = {r|r ∈ BV (Ω;R)}, F (r) = J(r) + H(r, z). Consider the

problem to find r∗ such that

(31) r∗ ∈ R, F (r∗) = inf
r∈R

F (r).

The solution for this problem exists and is unique.

Proof. Let

(32) m̂ := inf
r∈R

F (r),

and {rj} is a minimizing sequence such that

(33) rj ∈ R, lim
j→+∞

F (rj) → m̂.

Define an equivalent BV -norm as

(34) ‖r‖BV (Ω;R) =

∫

Ω

|∇r|dx+ ‖r‖.

Followed from the above definition, we have that the sequence {rj} is bounded in
BV (Ω;R), and consequently there exists a convergent sub-sequence {rk} such that

(35) rk ⇀
R

r̂

By the lower semicontinuity of F , we have

(36) lim
rk⇀r̂

F (rk) ≥ F (r̂)

Due to relation (33), we obtain

(37) m̂ ≥ F (r̂).
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But owing to (32), m̂ ≤ F (r̂). Consequently r̂ is indeed a minimizer. Furthermore,
because F is strictly convex, the solution is unique.

The well-definedness for each iteration follows directly from the above Lemma 9.
In the iterations, we choose the fidelity parameter ηk for each iteration as shown in
Lemma 4 such that ηk = max(β/γ, ηk−1), where β ∈ (1,+∞).

Consider the following minimizations for iterations k and k + 1 (k ∈ N)

rk = arg min
r∈BV (Ω;R)

{

J(r) +Hk(r, rk−1
ex −

α

ηk
∇ ·

τ
⊥

|τ⊥|
)

}

;(38)

r̃k+1 = arg min
r∈BV (Ω;R)

{

J(r) +Hk(r, rkex −
α

ηk
∇ ·

τ
⊥

|τ⊥|
)

}

;(39)

rk+1 = arg min
r∈BV (Ω;R)

{

J(r) +Hk+1(r, rkex −
α

ηk+1
∇ ·

τ
⊥

|τ⊥|
)

}

.(40)

The Euler-Lagrangian equation for k iteration (38) is

∂J(rk) + ηk(rk − rk−1
ex +

α

ηk
∇ ·

τ
⊥

|τ⊥|
) ∋ 0.

The subgradient of J thus can be determined as sk := ∂J(rk) = ηk(rkex −
α
ηk∇ · τ

⊥

|τ
⊥
|
)

for k ∈ N. When k = 1, we set r0ex := f .

Definition 10. Define Q̃s̃k(r)k+1 := Hk(r, 0)+J(r)−J(rk)−〈sk, r−rk〉. Setting
q̃k+1 := ∂Hk(r̃k+1, 0) = ηkr̃k+1, for each k ∈ N, there is an unique minimizer r̃k+1

of Q̃s̃k(r)k+1, and a subgradient s̃k+1 ∈ ∂J(r̃k+1) such that

(41) s̃k+1 + q̃k+1 = sk

The relation of s̃, s and q̃ is easy to be obtained.

Lemma 11. For a given k ∈ N \ {1}, assume rkex, r
k+1 ∈ L2(Ω;R) such that

rk+1 ∼ N(0, (σk+1)2), rkex ∼ N(rk+1, (σk
ex)

2), then ‖rk+1
ex ‖ ≤ ‖rkex‖.

Proof. Since rkex ∼ N(rk+1, (σk
ex)

2), rk+1
ex = rkex − rk+1 is a Gaussian distribution

such that rk+1
ex ∼ N(0, (σk

ex)
2). rk+1 as given is also a Gaussian distribution such

that rk+1 ∼ N(0, (σk+1)2). Since rk+1 and rkex − rk+1 are two independent Gaussian
distributions, the sum rkex = rk+1+(rkex−rk+1) is another Gaussian distribution such
that rkex ∼ N(0, (σk

ex)
2 + (σk+1)2).

We obtain ‖rk+1
ex ‖ ≤ ‖rkex‖ since (σk

ex)
2 ≤ (σk

ex)
2 + (σk+1)2.

2.3.2. Convergence analysis. We define the generalized Bregman distance as-
sociated with J(·) as follows

Ds(w,m) := J(w)− J(m)− 〈s, w −m〉.

Proposition 12.

Hk(r̃k+1, 0) ≤ Hk(r̃k+1, 0) +Dsk(r̃k+1, rk) ≤ Hk(rk, 0),(42)

Ds̃k+1

(r, r̃k+1) +Ds̃k(r̃k+1, r̃k) +Hk(r̃k+1, 0)

≤
ηk − ηk−1

ηk
Hk(rkex, 0) +Ds̃k(r, r̃k) + (ηk − ηk−1)〈r̃k+1 − rkex, r〉,

(43)
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subject to J(r) < ∞ and k ∈ N.

Proof. Since Dsk(r̃k+1, rk) is non-negative, it is easy to find

Hk(r̃k+1, 0) ≤ Hk(r̃k+1, 0) +Dsk(r̃k+1, rk) = Q̃sk(r̃k+1)k+1.

Because r̃k+1 is the minimizer of Q̃sk(r)k+1, we have

Q̃sk(r̃k+1)k+1 ≤ Q̃sk(rk)k+1 = Hk(rk, 0),

which implies (42).

Ds̃k+1

(r, r̃k+1)−Ds̃k(r, r̃k) +Ds̃k(r̃k+1, r̃k)

= J(r)− J(r̃k+1)− 〈s̃k+1, r − r̃k+1〉

− J(r) + J(r̃k) + 〈s̃k, r − r̃k〉

+ J(r̃k+1)− J(r̃k)− 〈s̃k, r̃k+1 − r̃k〉

= 〈s̃k − s̃k+1, r − r̃k+1〉

= 〈s̃k − sk + q̃k+1, r − r̃k+1〉

= 〈s̃k − sk, r − r̃k+1〉+ 〈q̃k+1, r − r̃k+1〉.

Substituting s̃k = ηk−1(rkex − α
ηk−1∇ · τ

⊥

|τ
⊥
|
) and sk = ηk(rkex − α

ηk∇ · τ
⊥

|τ
⊥
|
) into the

above transformation, we obtain

Ds̃k+1

(r, r̃k+1)−Ds̃k(r, r̃k) +Ds̃k(r̃k+1, r̃k)

= (ηk − ηk−1)〈rkex, r̃
k+1 − r〉+ 〈q̃k+1, r − r̃k+1〉

=
ηk − ηk−1

ηk
〈rkex − r̃k+1, q̃k+1〉+

ηk−1

ηk
〈q̃k+1, r − r̃k+1〉+ (ηk − ηk−1)〈r̃k+1 − rkex, r〉.

The q̃k+1 is the subgradient of Hk(r̃k+1, 0). By the definition of subgradient, we have

Ds̃k+1

(r, r̃k+1)−Ds̃k(r, r̃k) +Ds̃k(r̃k+1, r̃k)− (ηk − ηk−1)〈r̃k+1 − rkex, r〉

≤
ηk − ηk−1

ηk
(Hk(rkex, 0)−Hk(r̃k+1, 0)) +

ηk−1

ηk
(Hk(r, 0)−Hk(r̃k+1, 0))

=
ηk − ηk−1

ηk
Hk(rkex, 0)−Hk(r̃k+1, 0).

The proposition (42) implies ‖r̃k+1‖ ≤ ‖rk‖ corresponding to (38) and (39). By
Lemma 3, we can obtain ‖rk+1 − rkex‖ ≤ ‖r̃k+1 − rkex‖. With a Gaussian assumption,
cf. Lemma 2, we have ‖rk+1‖ ≤ ‖r̃k+1‖. The iteration series ‖ri‖, i ∈ N, is therefore
non-increase, i.e., ‖ri+1‖ ≤ ‖ri‖.

If there exists a minimizer r of H(·, 0) with J(r) < ∞, by using (43), we have

Ds̃k+1

(r, r̃k+1) ≤ Ds̃k+1

(r, r̃k+1) +Ds̃k(r̃k+1, r̃k)

≤ Ds̃k+1

(r, r̃k+1) +Ds̃k(r̃k+1, r̃k)

+Hk(r̃k+1, 0)− (ηk − ηk−1)〈r̃k+1 − rkex, r〉

≤ Ds̃k(r, r̃k) +
ηk − ηk−1

ηk
Hk(rkex, 0).

(44)
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Theorem 13. If r ∈ BV (Ω) is the minimizer of H(·, 0) subject to k ∈ N, then

rk converges and

(45) ‖rk‖2 ≤
2Ds̃1(r, r̃1) + 2β‖r0ex‖∞

kη1
,

moreover,

uk =
k

∑

i=1

ri,

converges to f .

Proof. Taking the sum of (43) as follows

k
∑

i=1

[

Ds̃i+1

(r, r̃i+1)−Ds̃i(r, r̃i) +Ds̃i(r̃i+1, r̃i) +Hi(r̃i+1, 0)−
ηi − ηi−1

ηi
Hi(riex, 0)

]

,

we obtain

Ds̃k+1

(r, r̃k+1) +
k

∑

i=1

[

Ds̃i(r̃i+1, r̃i) +Hi(r̃i+1, 0)−
ηi − ηi−1

ηi
Hi(riex, 0)

]

≤ Ds̃1(r, r̃1).

(46)

Due to the non-negativity of Bregmann distance, the above inequality can be rewritten
as follows

k
∑

i=1

[

Hi(r̃i+1, 0)−
ηi − ηi−1

ηi
Hi(riex, 0)

]

≤ Ds̃1(r, r̃1).(47)

Substituting ηi = β

γi ∼ 2β

‖ri
ex

‖∞

into the above inequality, we obtain

k
∑

i=1

[

Hi(r̃i+1, 0)−
ηi − ηi−1

2
‖riex‖

2

]

≤ Ds̃1(r, r̃1),

⇒

k
∑

i=1

[

Hi(r̃i+1, 0)−
β(‖ri−1

ex ‖∞ − ‖riex‖∞)

‖riex‖∞‖ri−1
ex ‖∞

‖riex‖
2

]

≤ Ds̃1(r, r̃1),

⇒
k

∑

i=1

[

ηi

2
‖r̃i+1‖2 − β(‖ri−1

ex ‖∞ − ‖riex‖∞)

]

≤ Ds̃1(r, r̃1).

Since ‖r̃k‖ is monotonically nonincreasing, it results

kη1‖r̃k‖2 ≤ 2Ds̃1(r, r̃1) + 2β(‖r0ex‖∞ − ‖rkex‖∞) ≤ 2Ds̃1(r, r̃1) + 2β‖r0ex‖∞.

We obtain (45). It implies that, when k → ∞, rk converges to 0 with rate

‖rk‖ ≤ ‖r̃k‖ ≤

√

2Ds̃1(r, r̃1) + 2β‖r0ex‖∞
kη1

= O(k−1/2).

When rk converges to 0, it is easy to find uk converges to f by making a contra-
diction against Lemma (4).
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Remark 2. In the proof of Theorem 13, defining ηi ∼ 2β
‖ri

ex
‖∞

, only the case

ηi−1 <= ηi is considered, otherwise, as our setting ηi = max(β/γ, ηi−1), ηi−1 = ηi

so that the convergence follows directly by the fact that the term
ηi − ηi−1

ηi
Hi(riex, 0)

vanishes in (47).

2.4. Iterative regularization applied separately to each of TV-Stokes

steps. The Richardson-like iterations are applied separately on both two steps of
TV-Stokes model is listed below, cf. Algorithm 5. The properties of well-definedness
and convergence naturally follow from the separated cases addressed in previous sub-
sections.

Algorithm 5 Separated iterative regularization for TV-Stokes

1: Initialize k = 0, r0ex = ∇⊥f , τ = 0;
2: repeat

3: k = k + 1;
4: rk = argmin

r∈BV (Ω){J(Πr) +H(r, rk−1
ex )};

5: rkex = rk−1
ex − rk;

6: τ = τ + rk;
7: until satisfied
8: Initialize k = 0, r0ex := f , u = 0;
9: repeat

10: k = k + 1;

11: rk = argminr∈BV (Ω){J(r)− α∇ · τ
⊥

|τ
⊥
|
+Hk(r, rk−1

ex )};

12: rkex = rk−1
ex − rk;

13: u = u+ rk;
14: until satisfied
15: return u.

3. Numerical experiments. In this section, we present our experiments on
the effectiveness of proposed algorithms on smooth structures, e.g., Lena’s face, on
their capability in preserving both sharp edges and smooth patterns, e.g., fingerprint
with clean surrounding, and finally on structures mixed with pinstripes and smooth
surfaces, cf. e.g., figures of Barbara.

In our experiments, we employ the dual-formula-based method to solve the TV-
Stokes model, cf. [12], where we keep the step sizes for the line search the same as
1/4 throughout the experiments. The noise resource considered in this paper is of
Gaussian.

We start the experiment with Algorithm 1, applying Osher’s iterative regulariza-
tion algorithm on a Lena portrait, cf. Fig. 1. The associated ROF model is solved
via the Chambolle dual formula, cf. [5] for the details. The initial noise level is 7.97
while the corresponding Peak Signal-Noise Ratio (PSNR) is 30.79. In this paper, the
PSNR number is calculated via the Matlab function psnr. The curve ‖u− g‖ shows
an optimal solution at the iteration 33 where the restored image u is most close to
the clean image g in L2, the curve ‖u − f‖ shows the resulted image u through the
iteration is converging to the initial image f . The restored image via this experiment
is at noise level 5.46 and with PSNR 34.08. The result suffers the effect of stair-case
inherited from ROF model.

For verifying the effectiveness of our proposed algorithms, we apply Algorithm 2,
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Noisy image Algorithm 1 Algorithm 4

Part: Clean image Part: Algorithm 1 Part: Algorithm 4

Fig. 6. Comparing the effect of the proposed Richardson-like iterative Algorithm 4 for the
second step of the TV-Stokes model and the Osher-like Algorithm 1 for the ROF model on the noisy
Lena image. The initial noise level is 15.71.

The results shown in Fig. 6 demonstrate that the proposed Algorithm 4 is effective
in preserving smooth surfaces like Lena face while the Osher-like iteration, i.e., Algo-
rithm 1, is defective, showing a patch like surface. The PSNR values of the restored
image are 30.23 and 30.79 corresponding to Algorithm 1 and Algorithm 4, respec-
tively. The according noise level are 8.50 and 7.97. For a better understanding the
two restored images, we also plot the contours of these images, cf. Fig. 7. The
contours obtained from Algorithm 4 are of higher parallelity compared to the ones
obtained from Algorithm 1. This reflects also that Algorithm 4 can generate smoother
surfaces, e.g., Lena face, than Algorithm 1.

The next experiments are taken on a image of a fingerprint, cf. Fig. 8 and Fig.

9, with PSNR 22.65 at noise level 22.11. The results demonstrate the effectiveness of
the proposed Algorithm 4 in preserving sharp edges such as fingerprint textures and in
restoring the smoothed structures like the surroundings in this image. The contours
show a better connectivity of the texture for Fig. 9 resulting longer structures, cf.
Fig. 9.

The last experiments are applied on the Barbara image, cf. Fig. 10 and Fig.

11. The noise level of the initial image is 20.06 and initial PSNR is 28.14. The results
from the proposed Algorithm 4 show much smoother face and arm compared to the
results from Algorithm 1. The results of Algorithm 4 also show a better restoration
in preserving pinstripes structures. The final restored images are at noise level 14.15
and 12.91 for Algorithm 1 and Algorithm 4, respectively. The according PSNR are
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Noisy image Algorithm 1 Algorithm 4

Part: Clean image Part: Algorithm 1 Part: Algorithm 4

Fig. 7. Contours show, comparing the effect of Algorithm 4 and Algorithm 1 on the noisy Lena
image. The initial noise level is 15.71.

31.17 and 31.97.

4. Conclusions. In this paper, we have proposed the Richardson-like iterative
algorithms applied to the first step, the second step, and both steps of the TV-Stokes
model, respectively. We have proven the well-definedness and the convergence of each
algorithm. The numerical experiments show a visible improvement compared to the
Osher-like iteration on the ROF model in both edge preserving and surface smoothing.
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ALTERNATING MINIMIZATION FOR A SINGLE STEP TV-STOKES

MODEL FOR IMAGE DENOISING

BIN WU∗, XUE-CHENG TAI† , AND TALAL RAHMAN∗

Abstract. The paper presents a fully coupled TV-Stokes model, and propose an algorithm
based on an alternating minimization of the objective functional, whose first iteration is exactly the
same as the modified TV-Stokes model proposed earlier. The model is also a generalization of the
second order Total Generalized Variation model. A convergence analysis is given.

Key words. Total variation, Denoising, Restoration

AMS subject classifications. 68Q25, 68R10, 68U05

1. Introduction. The ROF model or the Rudin-Osher-Fatemi model, cf. [12],
is one of the most well-known and successful models in variational image processing.
It handles various problems, as for instance, denoising, inpainting, based on a total
variation minimization. The model, however, suffers from a so-called staircase effect,
which results in block artifacts. Among the models that alleviate the effect, are the
TV-Stokes, cf. [11, 4], and its modified variant, cf. [6], henceforth called the LRT
model. The modified TV-Stokes model consists of two steps where the object image is
reconstructed based on the vector field obtained from its first step. The vector field is
achieved by a second-order minimization subject to a divergence-free condition, also
known as the Stokes constraint, which implies that the vector field is a tangent field.
For simplicity, we consider the gradient field and the condition becomes a curl-free
condition, in other words condition for a potential function.

The modified TV-Stokes is defined as follows. Given an observed image f , define
its gradient as n, and an orthogonal projector Π as Π(n) = ∇△†∇ · (n), as in [4].
The two-step modified TV-Stokes model thus has an equivalent form, cf. [4, 11], as
follows.

1. Find the smoothed gradient field with curl-free constraint:

min
n

Πn=n

|∇n|(Ω) +
1

2δ
‖n−∇f‖2(Ω).

2. Restore the object image using the gradient field obtained from the first step:

min
u

|∇u− n|(Ω) +
1

2θ
‖u− f‖2(Ω),

where Ω is a bounded open domain in R
2. | · |(Ω) and ‖ · ‖(Ω) are the usual L1 and

L2 norms, respectively. The current paper is about combining the two steps of the
modified TV-Stokes into one step, coupling the two variables, that is the image and
its normal field in one minimization step. It is then easier to develop an iterative
regularization algorithm for the combined model.

We organize the paper as follows: we propose the combined model and an iterative
algorithm for the model in section 2, give a convergence analysis in section 3, and
finally end the paper with some remarks at the end.

∗Department of Computer Science, Electrical Engineering and Mathematical Sciences, Western
Norway University of Applied Sciences, Inndalsveien 28, 5063 Bergen, Norway (bin.wu@hvl.no, ta-
lal.rahman@hvl.no).

†Department of Mathematics, University of Bergen, Allégaten 41, 5007 Bergen, Norway (xue-
cheng.tai@uib.no).
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2. Proposed Model and Iterative Algorithm. We propose our one-step
model as follows.

min
n,u

Πn=n

α|∇n|(Ω) + β|∇u− n|(Ω) +
η1

2
‖n−∇f‖2(Ω) +

η2

2
‖u− f‖2(Ω).(1)

However, we solve the model by iterations. We split the minimization problem of the
model into two sub-problems by freezing one of the two variables which we then solve
alternatingly in each iteration. The sub-problems are described in the following sub
section.

2.1. Sub-problems. In the section we introduce the two sub-problems, which
we solve alternatingly.

1: Find the smoothed gradient field satisfying the potential function constraint,
by solving the following minimization problem:

min
n

Πn=n

α|∇n|(Ω) +
η1

2
‖n−∇f‖2(Ω) + β|n−∇u|(Ω).(2)

Here u is fixed, which is the solution of the second sub-problem. Initially u

is set equal to f .
2: Restore the given image by solving the following minimization problem:

min
u

β|∇u− n|(Ω) +
η2

2
‖u− f‖2(Ω).(3)

Here n is fixed, and comes from the first step in the current iteration.
For the first sub-problem, we turn the constrained minimization into an uncon-

strained minimization. In the following Lemma 1, we prove the equivalency between
the two formulations.

Lemma 1 (Equivalency). For all n ∈ R
2, define Π as a projector such that

Π(n) = ∇△†∇ · n. The constrained problem (2) is equivalent to the following uncon-

strained problem

min
n

α|∇Πn|(Ω) +
η1

2
‖n−∇f‖2(Ω) + β|Πn−∇u|(Ω).(4)

Proof. Let p and q be the dual variables such that p ∈ C1
c (Ω,R

4) and q ∈
C1

c (Ω,R
2), with ‖p‖∞ and ‖q‖∞ ≤ 1, the minimization problem (2) is thus

min
n

max
p,q
|·|≤1

α〈n,∇ · p〉+
η1

2
(n−∇f)2 + β〈n−∇u,q〉+ λ · (Πn− n),(5)

where λ is the Lagrange multiplier. By the min-max theorem, cf. [13], we can
reformulate the min-max into max-min, above. The corresponding Euler-Lagrange
equations become

α∇ · p+ η1(n−∇f) + βq+ (Π− I)λ = 0,(6)

and

Πn− n = 0.

Applying the Π projection on both sides of (6), we obtain the following relation.

η1(n−∇f) = −αΠ∇ · p− βΠq.
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Substituting back in (6), we obtain

(Π− I)λ = −α(I −Π)∇ · p− β(I −Π)q.

The problem (5) is accordingly

min
n

max
p,q
|·|≤1

α〈n,Π∇ · p〉+
η1

2
(n−∇f)2 + β〈n,Πq〉 − β〈∇u,q〉,

which is equivalent to the following primal problem:

min
n

α|∇Πn|(Ω) +
η1

2
‖n−∇f‖2(Ω) + β|Πn−∇u|(Ω).

2.2. Algorithm. We solve the optimization problem by the alternating min-
imization method, cf. [8, 10], where the method is also known as block-nonlinear
GaussSeidel method or the block coordinate descent method, cf. [9] and cf. [1] for a
review. The algorithm is given as follows (Algorithm 1).

Algorithm 1 Alternating Minimization TV-Stokes

initialize k = 0, u0 = f

repeat
k = k + 1
nk = argminn{α|∇Πn|(Ω) + η1

2 ‖n−∇f‖2(Ω) + β|Πn−∇uk−1|(Ω)}

uk = argminu{β|∇u− nk|(Ω) +
η2

2 ‖u− f‖2(Ω)}

until satisfied ;
return u.

2.3. Solving Sub-problem 1 for n. We adopt Chambolle’s semi-implicit algo-
rithm [3] to solve the proposed sub-prob-lems. The dual problem for the sub-problem
(4) is as follows:

min
n

max
p,q
|·|≤1

α〈n,Π∇ · p〉+
η1

2
(n−∇f)2 + β〈n,Πq〉 − β〈∇u,q〉.(7)

We first consider the minimization by the min-max theorem, cf. [13], which gives us
the optimal condition on n as follows.

n = ∇f −
α

η1
Π∇ · p−

β

η1
Πq.(8)

Accordingly the maximization problem is

max
p,q
|·|≤1

〈∇f, αΠ∇ · p+ βΠq〉 −
1

2η1
(αΠ∇ · p+ βΠq)2 − β〈∇u,q〉.(9)

The line searching directions r for p and q in Chambolle’s semi-implicit algorithm
are respectively

rp = ∇(
α

η1
Π∇ · p+

β

η1
Πq−∇f)(10)

and

rq = ∇f −∇u−
α

η1
Π∇ · p−

β

η1
Πq.(11)
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2.4. Solving Sub-problem 2 for u. We use the same approach as for the sub-
problem 1, but this time for the scalar function u. Accordingly, the dual problem of
the sub-problem (3) is as follows:

min
u

max
s

β〈∇u− n,−s〉+
η2

2
(u− f)2,(12)

where s ∈ C1
c (Ω,R

2) and ‖ · ‖∞ ≤ 1. The minimization problem results in optimal u
as follows:

u = f −
β

η2
∇ · s,(13)

The maximization problem becomes

max
s

β〈f,∇ · s〉+ β〈n, s〉 −
β2

2η2
(∇ · s)2.(14)

The line search direction r for s is

rs = ∇(
β

η2
∇ · s− f) + n.(15)

3. Convergence Analysis. We prove the convergence following the approach
in the paper [1].

3.1. Definitions and Assumptions. Define the vector x = (n, u) such that
n ∈ R

2(Ω) ∩ {n : Πn = n} and u ∈ R(Ω). Rewrite the problem (1) as:

min
x

{H(x) := g(x) + l(x)},(16)

where g(x) := g(n, u) = α|∇Πn|(Ω) + β|∇u − Πn|(Ω) and l(x) := l(n, u) = η1

2 ‖n −
∇f‖2(Ω) +

η2

2 ‖u− f‖2(Ω).
Define functions g1, g2, l1 and l2 respectively as

g1(n) := α|∇Πn|(Ω) + β|Πn−∇u|(Ω),

g2(u) := β|∇u−Πn|(Ω),

l1(n) :=
η1

2
‖n−∇f‖2(Ω),

l2(u) :=
η2

2
‖u− f‖2(Ω).

We assume that g1, g2, l1 and l2 satisfy the following properties:
(a) Functions g1 : R2(Ω) → (−∞,∞) and g2 : R(Ω) → (−∞,∞) are closed and

proper convex and subdifferentiable.
(b) Functions l1 and l2 are continuously differentiable convex functions over do-

mains dom(g1) and dom(g2) respectively. The partial derivatives of l with
respect to n and u are denoted as ∇1l(x) and ∇2l(x) respectively.

(c) The gradient of l is Lipschitz continuous with respect to n over domain
dom(g1) with a constant L1 ∈ (0,∞) and with respect to u over domain
dom(g2) with a constant L2 ∈ (0,∞) as follows

‖∇1l(n+ d1, u)−∇1l(n, u)‖(Ω) ≤ L1‖d1‖(Ω),
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and

‖∇2l(n, u+ d2)−∇2l(n, u)‖(Ω) ≤ L2‖d2‖(Ω),

where d1 ∈ R
2(Ω) and u ∈ R(Ω) such that n + d1 ∈ dom(g1) and u + d2 ∈

dom(g2).
(d) The optimal solution set of problem (16), denoted by X∗, is nonempty, and

the corresponding energy value of H(x) is H∗. In addition, the solution sets
for sub-problems are also nonempty.

Using the notations above, we reformulate Algorithm 1 as follows.

Algorithm 2 Alternating Minimization Method (Reformulated)

initialize
k = 0
n0 ∈ dom g1, u0 = f ∈ dom g2, such that u0 ∈ argminu∈BV (Ω) g2(n0, u)+l2(n0, u)

repeat
k = k + 1
nk = argmin

n∈BV 2(Ω) g1(n, uk−1) + l1(n)
uk = argminu∈BV (Ω) g2(nk, u) + l2(u)

until satisfied ;
return u.

The k-th iteration reads as xk = (nk, uk), and the (k + 1)-th iteration as xk+1 =
(nk+1, uk+1). The intermediate iteration is defined as half iteration, i.e., xk+1/2 =
(nk+1, uk). The sequence generated by the optimal problems has the relation:

H(x0) ≥ H(x1/2) ≥ H(x1) ≥ H(x3/2) ≥ . . .

3.2. Preliminaries. Three concepts are associated with the convergence analy-
sis of the proposed algorithm: the proximal mapping, the gradient mapping, and the
block descent lemma.

Define proximal operator proxh(·) as

proxh(z) = argmin
y

h(y) +
1

2
‖y − z‖2,

where h : Rn → (−∞,∞] is a closed, proper convex function. A lemma on proximal
mapping, cf. [1], is useful in the our proof of convergence.

Lemma 2. Let h : Rn → (−∞,∞] be a closed, proper and convex function, M >

0, and v = prox 1

M
h(z). Thus if y ∈ dom(h) then

h(y) ≥ h(v) +M〈z− v,y − v〉.

Proof. The optimal condition for the convex functional h(y) + M
2 ‖y − z‖2 is

∂h(v) + M(v − z) ∋ 0, where ∂h(v) is the subgradient at v. By the definition of
subgradient, it follows that

h(y) ≥ h(v) +M〈z− v,y − v〉,

and hence the proof.
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Now define prox-grad mapping TM (·) as TM (y) = prox 1

M
h(y−

1

M
∇f(y)) for M >

0 associated with h(y) + f(y) where f(y) = M
2
‖y − z‖2, cf. [7]. The corresponding

gradient mapping is defined as GM (y) = M(y − TM (y)) = M(y − prox 1

M
h(y −

1

M
∇f(y))). Note that if GM (y) = 0 for some M > 0, y is an optimal solution. For

the problem (16), the gradient mapping is accordingly

GM (x) = M(x− TM (x)) = M(x− prox 1

M
g(x−

1

M
∇l(x))),

where M ∈ {η1, η2}, is the parameter corresponding to n and u. The partial gradient
mappings are therefore

G1

M (x) = η1(n− Tη1
(n)) = η1(n− prox 1

η1
g1
(n−

1

η1
∇l1(n))),

G2

M (x) = η2(u− Tη2
(u) = η2(u− prox 1

η1
g2
(u−

1

η2
∇l2(u))),

where

GM (x) = (G1

M (x), G2

M (x)).

Lemma 3 (block descent lemma). For all M1 > L1 and M2 > L2, and the

assumption (c), the following relations hold.

l(n+ d1, u) ≤ l(n, u) + 〈∇1l(n, u),d1〉+
M1

2
‖d1‖

2,

l(n, u+ d2) ≤ l(n, u) + 〈∇2l(n, u), d2〉+
M2

2
‖d2‖

2.

Proof. By the Taylor expansion, we have

l(n+ d1, u) = l(n, u) + 〈∇1l(n, u),d1〉+ d1
⊤
∇1∇1l(ñ, u)

2
d1,

l(n, u+ d2) = l(n, u) + 〈∇2l(n, u), d2〉+
∇2∇2l(n, ũ)

2
‖d2‖

2,

where ñ is some vector in the box [n,n+d1], and ũ is some scalar value in [u, u+d2].
By the Lipschitz assumption, with M1 > L1 and M2 > L2, the following relations
thus hold:

l(n+ d1, u) ≤ l(n, u) + 〈∇1l(n, u),d1〉+
M1

2
‖d1‖

2,

l(n, u+ d2) ≤ l(n, u) + 〈∇2l(n, u), d2〉+
M2

2
‖d2‖

2.

The proof follows.

Lemma 4 (sufficient decrease, cf. [2, 1]).
Let s ∈ CL,1(Ω,Rp → R), h : Rp → (−∞,∞] be a closed, proper, and convex

sub-differentiable function, and S(·) = s(·) + h(·), then

S(x)− S(prox 1

L
h(x−

∇s(x)

L
)) ≥

1

2L
‖L(x− prox 1

L
h(x−

∇s(x)

L
))‖2.
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Proof. Since h is convex and sub-differentiable, we have

h(x) ≥ h(prox h

L

(x−
∇s(x)

L
)) + (x− prox h

L

(x−
∇s(x)

L
))∂h(prox h

L

(x−
∇s(x)

L
))).

The optimal condition for the minimization of prox 1

L
h(x− 1

L
∇s(x)) gives

∂h(prox 1

L
h(x−

1

L
∇s(x))) ∋ L(x−

1

L
∇s(x)− prox 1

L
h(x−

1

L
∇s(x))).

We therefore have the following inequality

h(x) ≥ h(prox h

L

(x−
∇s(x)

L
)) +

1

L
‖L(x− prox h

L

(x−
∇s(x)

L
))‖2

−(x− prox h

L

(x−
∇s(x)

L
))∇s(x).

Further, we obtain

S(x)− S(prox 1

L
h(x−

1

L
∇s(x))) ≥ s(x)− s(prox 1

L
h(x−

1

L
∇s(x)))

+
1

L
‖L(x− prox 1

L
h(x−

1

L
∇s(x)))‖2

−(x− prox 1

L
h(x−

1

L
∇s(x)))∇s(x).

By the second order Taylor expansion and the Lipschitz continuous condition, cf.
Lemma 3,

s(prox 1

L
h(x−

1

L
∇s(x))) ≤ s(x) + (prox 1

L
h(x−

1

L
∇s(x))− x)∇s(x)

+
1

2L
‖L(x− prox 1

L
h(x−

1

L
∇s(x)))‖2.

This leads to

S(x)− S(prox 1

L
h(x−

1

L
∇s(x))) ≥

1

2L
‖L(x− prox 1

L
h(x−

1

L
∇s(x)))‖2.

The proof thus follows.

Applying this to our problem, we can conclude that

H(n, u)−H(Tη1
(n), u) ≥

1

2η1
‖G1

η1
(n, u)‖2,(17)

and

H(n, u)−H(n, Tη2
(u)) ≥

1

2η2
‖G2

η2
(n, u)‖2.(18)

3.3. Convergence Rate.

Lemma 5. Let {xk} be the sequence generated by Algorithm 2. Then ∀k ≥ 0

H(xk+ 1

2

)−H(x∗) ≤ ‖G1

η1
(xk)‖ · ‖xk − x∗‖,

and

H(xk+1)−H(x∗) ≤ ‖G2

η2
(xk+ 1

2

)‖ · ‖xk+ 1

2

− x∗‖.



114

8 B. WU, X. C. TAI, AND T. RAHMAN

Proof. Since xk+ 1

2

= (nk+1, uk) minimizes the energy functional

H(n, uk), we have

H(xk+ 1

2

)−H(x∗) ≤ H(Tη1
(xk))−H(x∗).(19)

Meanwhile, we have Tη1
(xk) = (T 1

η1
(xk), T

2
η1
(xk)) = (T 1

η1
(xk), uk − G2

η1
(xk)) which

is the same as Tη1
(xk) = (T 1

η1
(xk), uk) by the optimal condition G2

M (xk) = 0 for all
M > 0. Inequality (19) is thus rewritten as

H(xk+ 1

2

)−H(x∗) ≤ H(T 1

η1
(xk), uk)−H(x∗).

By Lemma 3, we have that

l(T 1

η1
(xk), uk)− l(x∗) ≤ l(xk) + 〈∇1l(xk), T

1

η1
(xk)− nk〉

+
η1

2
‖T 1

η1
(xk)− nk‖

2 − l(x∗)

= l(xk) + 〈∇1l(xk), Tη1
(xk)− xk〉

+
η1

2
‖T 1

η1
(xk)− nk‖

2 − l(x∗),

and, by the convexity l(xk)− l(x∗) ≤ 〈∇l(xk),xk − x
∗〉, that

l(T 1

η1
(xk))− l(x∗) ≤ 〈∇1l(xk), Tη1

(xk)− x
∗〉+

η1

2
‖T 1

η1
(xk)− nk‖

2.

Meanwhile, for h, by the convexity and the optimal condition for Tη1
(xk), that is

∂1h(Tη1
(xk)) ∋ η1(xk − 1

η1

∇1l(xk)− Tη1
(xk)), we have

h(x∗) ≥ h(Tη1
(xk)) + 〈∂1h(Tη1

(xk)),x
∗ − Tη1

(xk)〉,

h(x∗) ≥ h(Tη1
(xk)) + η1〈xk −

1

η1
∇1l(xk)− Tη1

(xk),x
∗ − Tη1

(xk)〉.

From Proof 5, we get

H(xk+ 1

2

)−H(x∗) ≤l(T 1

η1
(xk), uk)− l(x∗) + h(Tη1

(xk))− h(x∗)

≤η1〈xk − Tη1
(xk), Tη1

(xk)− x
∗〉+

η1

2
‖T 1

η1
(xk)− nk‖

2

=−
1

2η1
‖Gη1

(xk)‖
2 + 〈Gη1

(xk),xk − x
∗〉

≤‖Gη1
(xk)‖ · ‖xk − x

∗‖

=‖G1

η1
(xk)‖ · ‖xk − x

∗‖.

By a similar analysis, we can also show that

H(xk+1)−H(x∗) ≤ ‖G2

η2
(xk+ 1

2

)‖ · ‖xk+ 1

2

− x
∗‖,

and the proof follows.

Lemma 6. Let {xk} be the sequence generated by Algorithm 2. Then ∀k ≥ 0

H(xk)−H(xk+1) ≥
1

2min{η1, η2}M2
(H(xk+1)−H∗)2,

where M := max ‖x− x
∗‖.
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Proof. By Lemma 4 and Lemma 5, we have

H(xk)−H(xk+1) ≥ H(xk)−H(xk+ 1

2

)

≥ H(xk)−H(Tη1
(xk))

≥
1

2η1
‖G1

η1
(xk)‖

2

≥
(H(xk+ 1

2

)−H(x∗))2

2η1M2

≥
(H(xk+1)−H(x∗))2

2η1M2
.

Similarly,

H(xk)−H(xk+1) ≥ H(xk+ 1

2

)−H(xk+1)

≥ H(xk+ 1

2

)−H(Tη2
(xk+ 1

2

))

≥
1

2η2
‖G2

η2
(xk+ 1

2

)‖2

≥
(H(xk+1)−H(x∗))2

2η2M2
.

Therefore,

H(xk)−H(xk+1) ≥
1

2min{η1, η2}M2
(H(xk+1)−H∗)2.

Hence, the lemma is proved.

Lemma 7. Let {Ak}k≥0 be a nonnegative sequence of real numbers such that Ak−
Ak+1 ≥ γA2

k+1
, A1 ≤ 1.5

γ
and A2 ≤ 1.5

2γ
for some positive γ. Then Ak ≤ 1.5

γ
1

k
for

k > 0.

Proof. We use induction to prove. For k = 1, 2, it holds. Assume it also holds for
k, that is Ak ≤ 1.5

γ
1

k
. For case k + 1, we have γA2

k+1
+ Ak+1 ≤ Ak ≤ 1.5

γ
1

k
, which is

same as saying (γAk+1 +
1

2
)2 ≤ 1.5

k
+ 1

4
. Therefore

γAk+1 ≤

√

1.5

k
+

1

4
−

1

2
=

1.5
√

0.5k − 1 + (k
2
+ 1)2 + k

2

.

Since k ≥ 2, we have γAk+1 ≤ 1.5
k+1

. The proof thus follows.

Theorem 8. Let {xk}k≥0 be the sequence generated by Algorithm 2. Then ∀k ≥ 1

H(xk)−H∗ ≤
max{2(H(x0)−H∗), 3min{η1, η2}M

2}

k
,

where M := max ‖x− x
∗‖.

Proof. Set Ak = H(xk) − H∗ and γ̃ = 1/(2min{η1, η2}M
2). By Lemma 6, we

have

Ak −Ak+1 ≥ γ̃A2

k+1.
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Since A1 = H(x1) − H∗ ≤ H(x0) − H∗ and A2 = H(x2) − H∗ ≤ H(x0) − H∗, by
setting γ = min{ 1.5

2(H(x0)−H∗) ,
1

2min{η1,η2}M2 }, we have

Ak −Ak+1 ≥ γA2
k+1,

and A1 ≤ 1.5
γ

and A2 ≤ 1.5
2γ . By Lemma 7, we obtain

H(xk)−H∗ ≤
max{2(H(x0)−H∗), 3min{η1, η2}M

2}

k
,

Hence the lemma is proved.

Lemma 9. Let {Ak}k≥0 be a nonnegative sequence of real numbers such that Ak−

Ak+1 ≥ γA2
k+1. Then Ak ≤ max{( 12 )

k−1

2 A0,
4

γ(k−1)} for all k > 1, and ∀ε > 0, Ak ≤ ε

if k ≥ max{ 2

ln(2)
(ln(A0)− ln(ε)), 4

γε
}+ 1

Proof. By the fact that Ak −Ak+1 ≥ γA2
k+1, we have

1

Ak+1
−

1

Ak

=
Ak −Ak+1

AkAk+1
≥ γ

Ak+1

Ak

.

For the case Ak+1 > 1
2Ak, we have

1

Ak+1
−

1

Ak

≥
γ

2
.

Suppose that k is even and there are at least k
2 elements satisfy Ak+1 > 1

2Ak, then
1
Ak

≥ kγ

4 , i.e. Ak ≤ 4
kγ

. If there are less than k
2 elements satisfying Ak+1 > 1

2Ak, which

implies that there are at least k
2 elements Ak+1 ≤ 1

2Ak, then Ak ≤ ( 12 )
k

2 A0. Therefore

for both cases, we have Ak ≤ max{( 12 )
k

2 A0,
4
kγ

}. If k is odd, then Ak ≤ Ak−1 ≤

max{( 12 )
k−1

2 A0,
4

(k−1)γ }. By comparison, we obtain Ak ≤ max{( 12 )
k−1

2 A0,
4

(k−1)γ } for

all k > 1.
In order to guarantee the inequality Ak ≤ ε, we must have

max{(
1

2
)

k−1

2 A0,
4

(k − 1)γ
} ≤ ε.

It leads to a set of two inequalities ( 12 )
k−1

2 A0 ≤ ε, and 4
(k−1)γ ≤ ε, which is the same

as

k ≥
2

ln(2)
(ln(A0)− ln(ε)) + 1,

and

k ≥
4

εγ
+ 1.

Therefore,

k ≥ max{
2

ln(2)
(ln(A0)− ln(ε)),

4

εγ
}+ 1

is sufficient to guarantee Ak ≤ ε.
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Theorem 10. Let {xk}k≥0 be the sequence generated by Algorithm 2. Then ∀k ≥
2

H(xk)−H∗ ≤ max{(
1

2
)

k−1

2 (H(x0)−H∗),
8min{η1, η2}M

2

k − 1
},

and H(xk)−H∗ ≤ ε is obtained after

max{
2

ln(2)
(ln(H(x0)−H∗)− ln(ε)),

8min{η1, η2}M
2

ε
}+ 1,

iterations where M := max ‖x− x
∗‖.

Proof. By Lemma 6, and setting Ak = H(xk) −H∗ and γ = 1
2min{η1,η2}M2 , we

have Ak −Ak+1 ≥ γA2
k+1. The proof then follows directly from Lemma 9.

4. Conclusions. We proposed a model combining the two minimization steps
of the original TV-Stokes for image denoising, into a single minimization step. The
model optimizes a functional with respect to the intensity of the objective image and
its gradient in a single step model. We have applied an alternating minimization
algorithm to solve the model. The first iteration of the algorithm is exactly the
modified variant of the TV-Stokes, cf. [6]. The model is also equivalent to the second
order Total Generalized Variation (TGV), cf. [5], when η1 = 0.
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