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#### Abstract

An alternative and powerful Schrödinger-like equation for describing beyond dipole laser-matter interactions and leading relativistic corrections is derived. It is shown that this particular formulation is numerically very efficient with respect to computational effort and convergence rate of the solutions. Furthermore, its nonrelativistic form turns out to be more compatible with relativity than what seems to be the case with the more common formulations of the nonrelativistic light-matter interaction. Moreover, the extension of this interaction form into the relativistic region preserves, to a large extent, the numerical efficiency. In this work, the formulation is applied to study beyond dipole corrections and relativistic corrections in multiphoton ionization of a hydrogen atom in the x-ray regime.
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## I. INTRODUCTION

The question of how the magnetic component of some laser field actually alters the strong-field ionization of atoms and molecules is becoming increasingly important and goes hand in hand with the ongoing development of new extreme light sources. Recent experimental activity in the field has already provided valuable insight into this emerging area of research [1-9]. The theoretical modeling of the laser-matter interaction in the intense field regime is particularly challenging, primarily due to the fact that the celebrated dipole approximation is generally no longer applicable [10-16]. Furthermore, in the limit of very strong fields the validity of the usual nonrelativistic approximation ultimately breaks down and a relativistic treatment of the laser-matter interaction becomes necessary [17-33].

In the present work we outline a coherent and transparent theoretical model for handling beyond dipole (nondipole) and relativistic corrections effects on an equal footing. This derivation is based on the time-dependent Schrödinger equation and the energy-momentum relation. The resulting interaction Hamiltonian turns out to be very favorable, not only from a computational point of view, but also from the point of view of better understanding the transition between the relativistic and nonrelativistic regimes. The work can be summarized by the formulas (21) and (25) derived in Sec. II, for the nonrelativistic and relativistic interactions, respectively. The usefulness of these formulations is explicitly demonstrated by studying the ionization dynamics of atomic hydrogen by a short and intense x-ray laser pulse in a regime where the ordinary dipole approximation is inaccurate [34]. It is shown that the here proposed scheme completely outmatches the more standard formulations of the light-matter interaction when it comes to comparing the rate of convergence of the

[^0]calculations with respect to the number of angular momenta included in the calculations. Moreover, for ionization processes pertaining to the softly relativistic regime, the ability to replace fully relativistic equations, i.e., the Dirac equation and the Klein-Gordon equation, with a dynamical equation of Schrödinger form, is a very convenient one indeed from a computational point of view. This is due to the fact that the numerical solution of the fully relativistic equations is complicated by numerical challenges such as severe stiffness and spurious states, from which the Schrödinger equation does not suffer.

Atomic units (a.u.) are used where stated explicitly.

## II. THEORY

In the standard nonrelativistic approach, the wave function $\psi(\boldsymbol{r}, t)$ of a particle of mass $m$ and charge $q$, evolving in some laser field $A$ and (Coulomb) potential $V$, is governed by the time-dependent Schrödinger equation (TDSE),

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi=H \psi \tag{1}
\end{equation*}
$$

with the minimal coupling formulation of the light-matter interaction Hamiltonian,

$$
\begin{equation*}
H=\frac{p^{2}}{2 m}+V-\frac{q}{m} \boldsymbol{A} \cdot \boldsymbol{p}+\frac{q^{2}}{2 m} A^{2} \tag{2}
\end{equation*}
$$

Here the Coulomb gauge restriction, $\nabla \cdot \boldsymbol{A}=0$, has been imposed on the field. The vector potential $\boldsymbol{A}(\boldsymbol{r}, t)$ generally depends on both space and time coordinates and satisfies separately the wave equation. From a purely computational point of view, keeping the spatial dependence in the vector potential most often results in an intractable numerical problem. Therefore, and in order to simplify the calculations significantly, the so-called dipole approximation is most often imposed. In this approximation the spatial dependence of the field is not considered, the magnetic field component is
neglected, and the vector potential $\boldsymbol{A}$ is assumed to depend on time only. One consequence of the approximation is that the last (diamagnetic) term in the Hamiltonian (2) becomes an unimportant time-dependent factor that can be left out. The dipole approximation is usually valid in the limit where the extension of the quantum system in question is much smaller than the wavelength of the incoming light, provided that the laser intensity is not so high that the magnetic field component of the field must be included.

In an alternative and less known route, the system Hamiltonian can instead be written as $[20,24,35,36]$

$$
\begin{equation*}
H=\frac{p^{2}}{2 m}+V-\frac{q}{m} \boldsymbol{A} \cdot \boldsymbol{p}+\frac{q^{2}}{4 m^{2} c}\left\{A^{2}, \hat{\boldsymbol{k}} \cdot \boldsymbol{p}\right\}, \tag{3}
\end{equation*}
$$

where the unit vector $\hat{\boldsymbol{k}}$ indicates the laser propagation direction, $c$ is the speed of light, and curly brackets denote the anticommutator defined by $\{a, b\}=a b+b a$. The anticommutator originates from the fact that the two operators $A^{2}$ and $\hat{\boldsymbol{k}} \cdot \boldsymbol{p}$ do not generally commute. The interaction Hamiltonian (3) may also be obtained as the nonrelativistic limit of the Dirac equation-with the addition of the interaction between the particle's spin and the external magnetic field [37].

If we disregard terms beyond first order in $1 / c$, the two formulations (2) and (3) are equivalent and can be used interchangeably, i.e., they would yield the same result in any exact treatment, provided the laser-matter interaction does not introduce relativistic effects. Nonetheless, the formulation (3), also called the propagation gauge formulation [35], has proven to be numerically advantageous in handling lasermatter interactions in the intense field limit where the dipole approximation breaks down [35,37]. The wave function $\psi^{\prime}$ in the propagation gauge is related to the original wave function $\psi$ in Eq. (1) by the gauge transformation [35],

$$
\begin{equation*}
\psi^{\prime}=e^{i X} \psi \tag{4}
\end{equation*}
$$

with

$$
\begin{equation*}
X(\eta)=X(\omega t-\boldsymbol{k} \cdot \boldsymbol{r})=\frac{q^{2}}{2 m \hbar \omega} \int_{-\infty}^{\eta} A^{2}\left(\eta^{\prime}\right) d \eta^{\prime} \tag{5}
\end{equation*}
$$

where $\omega$ is the central angular frequency of the laser field and $\boldsymbol{k}=\omega / c \hat{\boldsymbol{k}}$ is the wave vector.

In order to introduce the magnetic field in the standard formulation (2) of the light-matter interaction, it is common to write out the vector potential in terms of a Maclaurin series expansion, i.e., writing

$$
\begin{equation*}
\boldsymbol{A}(\boldsymbol{r}, t)=\boldsymbol{A}_{0}(t)+\frac{1}{c} \hat{\boldsymbol{k}} \cdot \boldsymbol{r} \boldsymbol{E}_{0}(t)+\ldots \tag{6}
\end{equation*}
$$

where $\boldsymbol{A}_{0}(t)$ now refers to the dipole field and $\boldsymbol{E}_{0}=-\frac{\partial}{\partial t} \boldsymbol{A}_{0}$ represents the corresponding homogeneous electric field. In this approximation the magnetic field component is given by

$$
\begin{equation*}
\boldsymbol{B}(\boldsymbol{r}, t)=\nabla \times \boldsymbol{A}=\frac{1}{c} \hat{\boldsymbol{k}} \times \boldsymbol{E}_{0}+\ldots \tag{7}
\end{equation*}
$$

Applying the expanded potential (6), the minimal coupling Hamiltonian (2) is now cast into

$$
\begin{align*}
H= & \frac{p^{2}}{2 m}+V-\frac{q}{m} \boldsymbol{A}_{0} \cdot \boldsymbol{p}+\frac{q^{2}}{2 m} A_{0}^{2} \\
& -\frac{q}{m c} \boldsymbol{E}_{0} \cdot\left(\boldsymbol{p}-q \boldsymbol{A}_{0}\right) \hat{\boldsymbol{k}} \cdot \boldsymbol{r}+\ldots \tag{8}
\end{align*}
$$

The performance of the Hamiltonian (8) in actual numerical calculations will be demonstrated later.

We will now go back and elaborate on the corresponding propagation gauge formulation (3). More specifically, we shall demonstrate that including spatial dependence in the $\boldsymbol{A} \cdot \boldsymbol{p}$ term in Eq. (2) or (3) may be problematic, both from a conceptual and a computational point of view.

For pedagogical reasons, we begin with showing how Eq. (3) can be derived. To this end, we take as starting point the relativistic minimal coupling Hamiltonian for a spinless particle of charge $q$ and mass $m$ confined in a (Coulomb) potential $q \varphi=V$ and interacting with some laser field $\boldsymbol{A}$,

$$
\begin{align*}
H & =\sqrt{m^{2} c^{4}+(\boldsymbol{p}-q \boldsymbol{A})^{2} c^{2}}-m c^{2}+V \\
& =\frac{(\boldsymbol{p}-q \boldsymbol{A})^{2}}{2 m}-\frac{(\boldsymbol{p}-q \boldsymbol{A})^{4}}{8 m^{3} c^{2}}+\cdots+V \tag{9}
\end{align*}
$$

Next, we impose the gauge transformation,

$$
\begin{gather*}
\boldsymbol{A} \rightarrow \boldsymbol{A}^{\prime}=\boldsymbol{A}+\nabla \xi,  \tag{10}\\
\varphi \rightarrow \varphi^{\prime}=\varphi-\partial_{t} \xi \tag{11}
\end{gather*}
$$

on the potentials, with

$$
\begin{equation*}
\xi(\eta)=\xi(\omega t-\boldsymbol{k} \cdot \boldsymbol{r})=\frac{q}{2 m \omega} \int_{-\infty}^{\eta} A^{2}\left(\eta^{\prime}\right) d \eta^{\prime} \tag{12}
\end{equation*}
$$

Note at this point that this gauge transformation on the potentials is equivalent to the unitary transformation imposed on the system wave function in Eq. (4). The Hamiltonian (9) is then cast into its propagation gauge form,

$$
\begin{align*}
H= & \frac{\left(\boldsymbol{p}-q \boldsymbol{A}+\frac{q^{2}}{2 m c} A^{2} \hat{\boldsymbol{k}}\right)^{2}}{2 m}-\frac{\left(\boldsymbol{p}-q \boldsymbol{A}+\frac{q^{2}}{2 m c} A^{2} \hat{\boldsymbol{k}}\right)^{4}}{8 m^{3} c^{2}}+\ldots \\
& +V-\frac{q^{2}}{2 m} A^{2} \\
= & \frac{p^{2}}{2 m}+V-\frac{q}{m} \boldsymbol{A} \cdot \boldsymbol{p}+\frac{q^{2}}{4 m^{2} c}\left\{A^{2}, \hat{\boldsymbol{k}} \cdot \boldsymbol{p}\right\} \\
& -\frac{p^{4}}{8 m^{3} c^{2}}+\frac{q}{4 m^{3} c^{2}}\left\{\boldsymbol{A} \cdot \boldsymbol{p}, p^{2}\right\}-\frac{q^{2}}{8 m^{3} c^{2}}\left\{A^{2}, p^{2}\right\} \\
& +\frac{q^{3}}{2 m^{3} c^{2}} A^{2} \boldsymbol{A} \cdot \boldsymbol{p}-\frac{q^{2}}{2 m^{3} c^{2}}(\boldsymbol{A} \cdot \boldsymbol{p})^{2}+\ldots, \tag{13}
\end{align*}
$$

where in the last step only terms of order $(1 / c)^{2}$ and lower have been written out explicitly. The Hamiltonian (13) in the present form also accounts for relativistic kinematic effects and was recently derived in [20,24]. Going to the nonrelativistic limit, i.e., omitting terms of order $(1 / c)^{2}$ and higher, the nonrelativistic propagation gauge Hamiltonian (3) is finally retrieved.

Now, neglecting the spatial dependence of the vector potential, i.e., letting $\boldsymbol{A}(\boldsymbol{r}, t) \rightarrow \boldsymbol{A}_{0}(t)$ in Eq. (3), the Hamiltonian is converted into

$$
\begin{equation*}
H=\frac{p^{2}}{2 m}+V-\frac{q}{m} \boldsymbol{A}_{0}(t) \cdot \boldsymbol{p}+\frac{q^{2}}{2 m^{2} c} A_{0}^{2}(t) \hat{\boldsymbol{k}} \cdot \boldsymbol{p} \tag{14}
\end{equation*}
$$

a form which is reminiscent of the interaction used in [38-41]. Already at this point one may notice one clear advantage of the propagation gauge formulation of the light-matter interaction in that the Hamiltonian (14) actually accounts for
magnetic field effects through the last term in the interaction [35], albeit no spatial dependence of the field has been retained. This stands in stark contrast to the standard minimal coupling formulation (2) for which the vector potential must be explicitly space dependent in order to account for the magnetic field; cf. Eqs. (6)-(8). The Hamiltonian (14) has yet another advantage in that in the limit of vanishing potential $V$, the momentum $\boldsymbol{p}$ becomes a constant of the motion, i.e., a conserved quantity. This is the main reason why the propagation gauge formulation in general tends to be more favorable from a purely numerical point of view, in particular in the limit of very strong perturbations.

As mentioned previously, including spatial dependence in the vector potential in the $\boldsymbol{A} \cdot \boldsymbol{p}$ operator term in the interaction Hamiltonian (2) or (3) may cause some trouble. Therefore, we are now about to introduce an additional unitary transformation to the light-matter formulation that will prove to be extremely useful in investigating intense field effects beyond the dipole approximation. To this end, we start out by writing out the Hamiltonian (3) on the following trivially extended form:

$$
\begin{align*}
H= & \frac{p^{2}}{2 m}+V(\boldsymbol{r})-\frac{q}{m} \boldsymbol{A}_{0} \cdot \boldsymbol{p}-\frac{q}{m}\left(\boldsymbol{A}-\boldsymbol{A}_{0}\right) \cdot \boldsymbol{p} \\
& +\frac{q^{2}}{4 m^{2} c}\left\{A^{2}, \hat{\boldsymbol{k}} \cdot \boldsymbol{p}\right\} \tag{15}
\end{align*}
$$

where $\boldsymbol{A}_{0}=\boldsymbol{A}_{0}(t)$ and $\boldsymbol{A}=\boldsymbol{A}(\boldsymbol{r}, t)$ as defined by Eq. (6). Next, the goal is to get rid of the $\left(\boldsymbol{A}-\boldsymbol{A}_{0}\right) \cdot \boldsymbol{p}$ term from the formulation. This may be achieved by introducing the unitary transformation,

$$
\begin{equation*}
\psi^{\prime \prime}=U \psi^{\prime} \tag{16}
\end{equation*}
$$

to the propagation gauge wave function $\psi^{\prime}$ in Eq. (4), with

$$
\begin{gather*}
U=\exp \left[\frac{i}{\hbar} \boldsymbol{\alpha}(\boldsymbol{r}, t) \cdot \boldsymbol{p}\right]  \tag{17}\\
\boldsymbol{\alpha}=-\frac{q}{m} \int_{-\infty}^{t}\left(\boldsymbol{A}-\boldsymbol{A}_{0}\right) d t^{\prime} \tag{18}
\end{gather*}
$$

The transformation will give rise to some new interaction terms which can be calculated using the Baker-CampbellHausdorff formula:

$$
\begin{align*}
e^{i a} b e^{-i a}= & b+\frac{i}{1!}[a, b]+\frac{i^{2}}{2!}[a,[a, b]] \\
& +\frac{i^{3}}{3!}[a,[a,[a, b]]]+\ldots \tag{19}
\end{align*}
$$

The Hamiltonian from this new point of view becomes

$$
\begin{align*}
H^{\prime}= & U H U^{\dagger}+i \hbar \dot{U} U^{\dagger} \\
= & \frac{p^{2}}{2 m}+V(\boldsymbol{r}+\boldsymbol{\alpha})-\frac{q}{m} \boldsymbol{A}_{0} \cdot \boldsymbol{p}+\frac{q^{2}}{4 m^{2} c}\left\{A^{2}, \hat{\boldsymbol{k}} \cdot \boldsymbol{p}\right\} \\
& -\frac{q}{2 m^{2} c}\{\hat{\boldsymbol{k}} \cdot \boldsymbol{p}, \boldsymbol{A} \cdot \boldsymbol{p}\}-\frac{q^{3}}{2 m^{3} c^{2}} A^{2} \boldsymbol{A} \cdot \boldsymbol{p} \\
& +\frac{q^{2}}{2 m^{3} c^{2}}(\boldsymbol{A} \cdot \boldsymbol{p})^{2} . \tag{20}
\end{align*}
$$

The transformed Hamiltonian (20) contains in total three new terms that originate from the $\left(\boldsymbol{A}-\boldsymbol{A}_{0}\right) \cdot \boldsymbol{p}$ operator in Eq. (15).

In addition, the potential has been shifted, i.e., $V(\boldsymbol{r}) \rightarrow V(\boldsymbol{r}+$ $\boldsymbol{\alpha}$ ).

At this point, the attentive reader may already have made the important observation that the last two terms in Eq. (20) are also present in the general relativistic Hamiltonian (13)but with opposite signs. This means that when introducing the unitary transformation (16)-(18) to the relativistically extended formulation (13), all such terms happen to cancel exactly against each other, and therefore none of them should appear separately in any consistent model of the light-matter interaction, neither in the relativistic nor in the nonrelativistic limit. To this end, the formally correct (nonrelativistic) Hamiltonian takes the simpler form,

$$
\begin{align*}
H= & \frac{p^{2}}{2 m}+V(\boldsymbol{r}+\boldsymbol{\alpha})-\frac{q}{m} \boldsymbol{A}_{0} \cdot \boldsymbol{p}+\frac{q^{2}}{4 m^{2} c}\left\{A^{2}, \hat{\boldsymbol{k}} \cdot \boldsymbol{p}\right\} \\
& -\frac{q}{2 m^{2} c}\{\hat{\boldsymbol{k}} \cdot \boldsymbol{p}, \boldsymbol{A} \cdot \boldsymbol{p}\} \tag{21}
\end{align*}
$$

We have here finally arrived at a relatively compact expression for the light-matter interaction. In this formulation the pure dipole interaction is represented by a separate term. In addition, the Hamiltonian contains three terms that are attributed to radiation of the electromagnetic field beyond the dipole approximation, i.e., the usual propagation gauge term proportional $A^{2}$, a new term proportional to $\boldsymbol{A}$ arising from the original $\boldsymbol{A} \cdot \boldsymbol{p}$ operator in Eq. (3), and finally, as a side effect of the transformation, the shifted potential $V(\boldsymbol{r}+\boldsymbol{\alpha})$. This modified potential may be expanded in ascending powers of $1 / c$, i.e.,

$$
\begin{equation*}
V(\boldsymbol{r}+\boldsymbol{\alpha})=V(\boldsymbol{r})+\frac{q}{m c} \hat{\boldsymbol{k}} \cdot \boldsymbol{r} \nabla V(\boldsymbol{r}) \cdot \boldsymbol{A}_{0}+\ldots \tag{22}
\end{equation*}
$$

If we now settle for corrections of first order in $1 / c$ to the light-matter interaction, we may keep only the leading order correction to the Coulomb potential as well as substitute $\boldsymbol{A}$ with $\boldsymbol{A}_{0}$ in the remaining two beyond dipole interaction terms. Then, the Hamiltonians (20) and (21) are cast into

$$
\begin{align*}
H= & \frac{p^{2}}{2 m}+V-\frac{q}{m}\left[1+\frac{\hat{\boldsymbol{k}} \cdot \boldsymbol{p}}{m c}\right] \boldsymbol{A}_{0}(t) \cdot \boldsymbol{p}+\frac{q^{2}}{2 m^{2} c} A_{0}^{2}(t) \hat{\boldsymbol{k}} \cdot \boldsymbol{p} \\
& +\frac{q}{m c} \hat{\boldsymbol{k}} \cdot \boldsymbol{r} \nabla V \cdot \boldsymbol{A}_{0}(t)-\frac{q^{3}}{2 m^{3} c^{2}} A_{0}^{2} \boldsymbol{A} \cdot \boldsymbol{p} \\
& +\frac{q^{2}}{2 m^{3} c^{2}}\left(\boldsymbol{A}_{0} \cdot \boldsymbol{p}\right)^{2} \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
H= & \frac{p^{2}}{2 m}+V-\frac{q}{m}\left[1+\frac{\hat{\boldsymbol{k}} \cdot \boldsymbol{p}}{m c}\right] \boldsymbol{A}_{0}(t) \cdot \boldsymbol{p}+\frac{q^{2}}{2 m^{2} c} A_{0}^{2}(t) \hat{\boldsymbol{k}} \cdot \boldsymbol{p} \\
& +\frac{q}{m c} \hat{\boldsymbol{k}} \cdot \boldsymbol{r} \nabla V \cdot \boldsymbol{A}_{0}(t), \tag{24}
\end{align*}
$$

respectively, and where $V=V(\boldsymbol{r})$ now refers to the unshifted potential. Note that the anticommutation rules in Eqs. (20) and (21) become unnecessary as $\boldsymbol{A} \rightarrow \boldsymbol{A}_{0}$ since the operators now commute, and they are therefore omitted in Eqs. (23) and (24).

The Hamiltonian (24), which contains all beyond dipole interaction terms up to and including order $1 / c$ corrections, constitutes one of the main findings of the present work. The alternative formulation (23) is reminiscent of the light-matter
interaction derived recently by Brennecke and Lein [42], and which was used in explaining experimental data on magnetic field effects in the strong-field ionization of atoms [6]. In the nonrelativistic limit, and provided relativistic corrections of order $(1 / c)^{2}$ and higher are unimportant to the dynamics, the two formulations (23) and (24) would yield similar but not identical results. Any discrepancy could then be attributed to the two extra terms appearing in Eq. (23)—both of which are of relativistic order and both happen to cancel exactly when the fully relativistic interaction (13) is considered.

We may further include the leading order relativistic corrections in the interaction if we retain higher order terms in Eq. (13). To this end, the relativistically extended light-matter interaction correct to order $(1 / c)^{2}$ is obtained by imposing the unitary transformation (16)-(18) to the general Hamiltonian (13). By comparing Eqs. (13) and (20) and including all the surviving $(1 / c)^{2}$ corrections we finally arrive at

$$
\begin{align*}
H= & \frac{p^{2}}{2 m}-\frac{p^{4}}{8 m^{3} c^{2}}+V(\boldsymbol{r}+\boldsymbol{\alpha})-\frac{q}{m} \boldsymbol{A}_{0} \cdot \boldsymbol{p}+\frac{q^{2}}{4 m^{2} c}\left\{A^{2}, \hat{\boldsymbol{k}} \cdot \boldsymbol{p}\right\} \\
& -\frac{q}{2 m^{2} c}\{\hat{\boldsymbol{k}} \cdot \boldsymbol{p}, \boldsymbol{A} \cdot \boldsymbol{p}\}+\frac{q}{4 m^{3} c^{2}}\left\{\boldsymbol{A} \cdot \boldsymbol{p}, p^{2}\right\} \\
& -\frac{q^{2}}{8 m^{3} c^{2}}\left\{A^{2}, p^{2}\right\} \tag{25}
\end{align*}
$$

which is valid up to but not including order $(1 / c)^{3}$ corrections. Notice at this point that the two extra terms appearing in Eqs. (20) and (23) are not part of this equation, merely confirming that the alternative formulations (21) and (24) comply better with the theory of relativity. The result (25) is equivalent but not identical to the results derived recently in [20,24], the most important distinction being that the transformation (16)-(18) was not imposed in the previous works.

Inspecting the radius of convergence of the Maclaurin series expansion in Eq. (9), it is found that the semirelativistic approach (25) gives the leading order relativistic correction provided the conditions,

$$
\begin{equation*}
\frac{q^{2} A^{2}}{m^{2} c^{2}}<1 \quad \text { and } \quad \frac{p^{2}}{m^{2} c^{2}}<1 \tag{26}
\end{equation*}
$$

are fulfilled throughout the laser-matter interaction. In its present form only relativistic corrections to the kinetic energy are accounted for by Eq. (25), and the usual spin-orbit coupling and Darwin terms, as well as the coupling of the electronic spin to the magnetic field, have not yet been considered. These terms may, however, be included in the theory in a consistent manner following the so-called Foldy-Wouthuysen transformation scheme applied on the Dirac equation [43-45]. While beyond the scope of the present work, it would be an interesting topic for future studies to investigate to what extent such a semirelativistic approach is able to also accommodate for spin dynamics in a correct manner.

## III. RESULTS AND DISCUSSION

We have now come to the point where we want to explicitly demonstrate the capability of the alternative formulation of the light-matter interaction, i.e., the power of the nonrelativistic Hamiltonian (24) in comparison with the standard formulation (8). However, in order to compare their respective results on
an equal footing, the two terms which were of relativistic order and correctly left out from the formulation in the transition from Eq. (20) to (21) had to be reintroduced, i.e., the Hamiltonian (23) is used for this particular analysis.

For simplicity, we here consider the x-ray regime and a hydrogen $1 s$ electron exposed to a $1.36-\mathrm{keV}$ laser pulse which was powered on and off over a period of 15 cycles. The laser pulse is modeled in terms of the vector potential,

$$
\begin{equation*}
\boldsymbol{A}_{0}(t)=\frac{E_{0}}{\omega} f(t) \sin \omega t \hat{\boldsymbol{u}}_{p} \tag{27}
\end{equation*}
$$

where $E_{0}$ is the electric-field strength at peak intensity, and $\hat{\boldsymbol{u}}_{p}$ is a unit vector pointing in the laser polarization direction. Furthermore, the function $f(t)$ determines the temporal shape of the pulse and is here taken to be a sine-squared function, i.e.,

$$
f(t)= \begin{cases}\sin ^{2}\left(\frac{\pi t}{T}\right), & 0<t<T  \tag{28}\\ 0, & \text { otherwise }\end{cases}
$$

where $T$ indicates the total duration of the pulse.
The TDSE in Eq. (1) is then solved numerically using spherical coordinates and the spectral method, with the wave function $\psi$ expanded in a sufficiently large set of both quasicontinuum (scattering) and bound eigenstates of the fieldfree hydrogen atom as obtained by diagonalizing its system Hamiltonian in a combined B-spline and spherical harmonics basis [46]. More details on the numerical implementation are given in [47]. Accurate numerical results were obtained with a finite radial grid extending to $r=|r|=66$ a.u., and with the maximum attainable kinetic energy of the electron in the restricted basis set truncated at 610 a.u. Moreover, the number of angular momentum pairs $(l, m)$ included in the expansion of the wave function was varied until convergence was achieved. Note that when going beyond the dipole approximation, the azimuthal symmetry of the problem is broken, which means that values of the magnetic quantum number $m$ running from $-l$ to $+l$ must be taken into consideration. In our study we aimed at comparing the rate of convergence of the calculations with respect to the number of angular momenta included.

The atom is assumed exposed to a laser pulse of peak intensity $1.26 \times 10^{22} \mathrm{~W} / \mathrm{cm}^{2}$, which corresponds to the value $E_{0}=600$ a.u. in Eq. (27). Furthermore, the value of $\omega=50$ in atomic units. At this high laser intensity and short wavelength of the light, the dipole approximation is no longer valid and magnetic effects become important [24,34].

Having obtained the final wave function at the end of the laser pulse, the resulting angular- and energy-resolved probability density is obtained as

$$
\begin{equation*}
\frac{d^{2} P}{d k d \Omega}=\left|\sum_{l m}(-i)^{l} e^{i \sigma_{l}} Y_{l m}(\Omega)\left\langle\Phi_{k l m}^{C}(\boldsymbol{r}) \mid \psi(\boldsymbol{r}, t=T)\right\rangle\right|^{2} \tag{29}
\end{equation*}
$$

where atomic units have been used, $\psi(\boldsymbol{r}, t=T)$ is the wave function at the end of the laser pulse, $\Phi_{k l m}^{C}(\boldsymbol{r})$ is the Coulomb wave function (normalized on the $k$ scale), $k=\sqrt{2 E}$ is the wave number in atomic units, and $\sigma_{l}=\arg \Gamma(l+1-i / k)$ is the Coulomb phase shift.

The top panel of Fig. 1 shows the energy distribution of the emitted photoelectron as obtained by solving the TDSE with the Hamiltonian (23), and for three different choices for


FIG. 1. Kinetic energy spectrum of the emitted photoelectron, as obtained by integrating Eq. (29) over all angles of emission, for a 15 -cycle laser pulse with $\omega=50$ a.u. and $E_{0}=600$ a.u. (Top panel) The beyond dipole result calculated using the Hamiltonian (23) and with $l_{\max }=3$ (red line), 5 (blue line), and 10 (black line), respectively. Note that the three results can hardly be distinguished on the scale of the figure. (Middle panel) The same result obtained with the Hamiltonian (8) and with $l_{\max }=10$ (green upper line), 20 (blue line, second from top), 30 (black line, third from top), and 40 (red lower line), respectively. (Bottom panel) A comparison of the results of Eqs. (8) and (23) with $l_{\text {max }}=40$ (red upper line) and 10 (black lower line), respectively.
the truncation of the angular momentum quantum number $l$ in the expansion of the wave function. Specifically, we have set $l_{\text {max }}=3,5$, and 10 , respectively. In total eight multiphoton peaks are depicted in the spectrum and only very small differences between the three calculated results are expressed. This finding merely reflects the fact that numerical calculations with the light-matter formulations (23) and (24) both converge very fast with respect to the total number of angular momenta included in the simulations.

The middle panel of Fig. 1 provides the corresponding result as obtained solving the TDSE with the conventional


FIG. 2. Total population in (basis) states with angular momentum quantum number $l \geqslant 6$ as a function of time during the action of the laser pulse. The laser parameters are as in Fig. 1. Red (upper) line curve is the result obtained with the Hamiltonian (8). Black (lower) line curve is the result obtained with the Hamiltonian (23).

Hamiltonian (8), but now for relatively high values of the $l$ truncation. In this case $l_{\max }=10,20,30$, and 40 , respectively. As it turns out, and in clear contrast to the upper panel result, the calculation now converges very slowly with respect to increasing number of angular momenta included in the basis expansion, and full convergence is difficult to achieve in practice. This is clearly manifested in the bottom panel of Fig. 1 showing a comparison of the result obtained by Eq. (23) and with $l_{\max }=10$, and Eq. (8) with $l_{\max }=40$, merely demonstrating that not even the $l_{\max }=40$ calculation seems to be fully converged for the higher electron energies.

The difference in the numerical performance of the two light-matter formulations (8) and (23) becomes even more evident when monitoring the temporal evolution of the population in high angular momentum states throughout the interaction. Figure 2 depicts the total probability of the electron being in an $l \geqslant 6$ state over the course of the pulse illumination. The figure reveals two important aspects of the time-dependent dynamics: First, the population in high lying $l$ states increases significantly during the interaction but ultimately declines to a rather small value at the very end of the laser interaction, and second, the increase in the population is much more pronounced when employing the interaction (8) rather than (23), the difference being almost an order of magnitude in favor of the formulation (23). Nonetheless, in an exact treatment and due to gauge invariance, the two calculations should of course converge to the very same $l$ distribution once the interaction with the laser field ceases. This fact is demonstrated in the logarithmic plot in the inset in Fig. 2, where it is indeed seen that the two curves converge to the same value as the field is turned off. Actually, the main reason why the alternative gauge (23) provides a numerically favorable formulation of the interaction is related to the fact that all components involving the momentum operator become constants of motion in the case of a free electron evolving in the external laser field, i.e., in the limit of vanishing potential $V$.


FIG. 3. A zoom of the six-photon peak of the kinetic energy spectrum of the emitted photoelectron for a 15 -cycle laser pulse with $\omega=50 \mathrm{a} . \mathrm{u}$. and $E_{0}=600 \mathrm{a}$.u. The value of $l_{\max }$ was set to 10 in the calculations. Red (leftmost) line is the result obtained with Eq. (23) [or Eq. (8)]. Black (intermediate) line is the result obtained with Eq. (24). Blue (rightmost) line is the corresponding dipole approximation result.

Having settled the numerical superiority of the light-matter interaction formulation (23), which also applies to the formulation (24), we now present a comparison of the results obtained with the two Hamiltonians (23) and (24), respectively. The intent is to demonstrate the inaccuracy of the former. To this end, we consider the six-photon resonance peak in Fig. 1, and the result of the two respective calculations are shown in Fig. 3 together with the corresponding dipole approximation result. As it turns out, both the interactions (23) and (24) predict a shift of the resonance position towards lower electron energies with respect to the dipole result, effectively giving rise to a redshift of the multiphoton ionization spectrum. Furthermore, the former predicts a larger redshift than the latter.

As a matter of fact, the observed discrepancy between the results in Fig. 3 and between the data of Eqs. (23) and (24) in particular, provides some evidence that relativistic effects may play a certain role in the excitation dynamics. However, recently it was shown that such effects generally tend to produce a shift in the opposite direction, i.e., a blueshift of the spectrum with respect to the corresponding nondipole and nonrelativistic result [24]. Figure 4 depicts the relativistic result obtained with Eq. (25), and where the substitution $\boldsymbol{A} \rightarrow$ $\boldsymbol{A}_{0}$ as well as the expansion (22) have been made in the system Hamiltonian. The corresponding nonrelativistic results given by Eqs. (23) and (24) are also shown for comparison. As it turns out, relativistic effects are responsible for a tiny shift of the position of the resonance towards higher energies, i.e., a blueshift. Furthermore, the net ionization yield is somewhat reduced as compared to its nonrelativistic counterparts. Noticing that the resonance is located at an even lower electron energy according to the calculation with Eq. (23) than with Eq. (24)—cf. red and black curve in Fig. 4-it is clear that the latter is more in line with the relativistic treatment. This merely suggests that the extra terms present in Eqs. (20) and


FIG. 4. Same as Fig. 3, but a comparison of the relativistic and nonrelativsitic results. Red (leftmost) line is the nonrelativistic result obtained with Eq. (23) [or Eq. (8)]. Black (intermediate) line is the nonrelativistic result obtained with Eq. (24). Green (rightmost) line is the corresponding relativistic result obtained with Eq. (25) in the limit $\boldsymbol{A} \rightarrow \boldsymbol{A}_{0}$ and where the shifted potential (22) is expanded to first order in $1 / c$.
(23) are indeed superfluous, at best, and should be omitted in the general context.

In order to disentangle the role of the different terms of the Hamiltonian (25) on the underlying ionization dynamics, it may be useful to rewrite it on the following approximate form:

$$
\begin{align*}
H= & \frac{p^{2}}{2 m}\left[1-\frac{q^{2} A_{0}^{2}}{2 m_{(I)}^{2} c^{2}}\right]-\frac{p^{4}}{8 m_{(I I)}^{3} c^{2}}+V+\frac{q}{m c} \hat{\boldsymbol{k}} \cdot \boldsymbol{r} \nabla V \cdot \boldsymbol{A}_{0} \\
& -\frac{q}{m}\left[1+\frac{\hat{\boldsymbol{k}} \cdot \boldsymbol{p}}{\underset{(I V)}{m c}}-\frac{p^{2}}{2 m_{(V)}^{2} c^{2}}\right] \boldsymbol{A}_{0} \cdot \boldsymbol{p}+\frac{q^{2}}{2 m^{2} c_{(V I)}} A_{0}^{2} \hat{\boldsymbol{k}} \cdot \boldsymbol{p}, \tag{30}
\end{align*}
$$

where we have explicitly made use of the expansion (22) for the shifted potential and the approximation $A \simeq \boldsymbol{A}_{0}$ for the vector potential. Here, the three interaction terms (III), (IV), and (VI), respectively, are all of nonrelativistic origin and attributed to light propagation effects, like, for instance, the radiation pressure.

Now, returning to Fig. 4 and comparing the relativistic and nonrelativistic results, i.e., the green and black line curves, respectively, it is the term (I) in the Hamiltonian (30) that is responsible for the observed blueshift of the spectrum, while the decrease in the ionization yield is primarily attributed to the term (V), which effectively reduces the strength of the dipole interaction. Note that the term (I) is time dependent and only contributes during the time the laser field is on, i.e., it represents a temporal relativistic effect, in this case a transient relativistic mass shift [20]. Finally, the last term of relativistic origin, the permanent relativistic mass shift term (II), was found to have only minor influence on the predicted spectrum. This also applies to the electron's spin degree of freedom which was let out in the present analysis.


FIG. 5. Kinetic energy spectrum of the emitted photoelectron for the 15 -cycle laser pulse with $\omega=50$ a.u. and $E_{0}=600$ a.u. Multiphoton resonances corresponding to the net absorption of 510 photons from the field are depicted. (Dashed red line) The fully relativistic result obtained by solving the time-dependent Dirac equation (TDDE) within the long-wavelength approximation (LWA). (Thick black line) The corresponding semirelativistic LWA result obtained with the Hamiltonian (13) expanded to second order in $1 / c$. (Thin green line) The nonrelativistic LWA result obtained with the Hamiltonian (13) expanded to first order in $1 / c$.

In fact, it was recently verified by direct solutions of the time-dependent Dirac equation that the spin-orbit coupling term as well as the well-known Darwin term do not alter the kinetic-energy spectrum of the emitted photoelectron for the present range of field parameters [24], in compliance with the rule of thumb that spin-orbit effects are of less importance in atomic hydrogen than in its highly charged ion counterparts. For such multiply charged ions it has already been notified that the spin-orbit coupling may give rise to observable effects in intense laser-ion interactions [25,26].

As a final validation of the semirelativistic approximation (30) in describing the relativistic ionization dynamics of the atom, a one-to-one comparison with the exact result as obtained with the Klein-Gordon and/or Dirac equations would be in order. Unfortunately, these relativistic equations of motion are notoriously hard to solve numerically, primarily because they support both positive and negative energy solutions-resulting in a so-called stiff problem, but also due to the possible occurrence of spurious (artificial) states contaminating the spectrum. In addition, the Klein-Gordon equation is a second-order differential equation in time, and it does not necessarily preserve the norm of the wave function.

Nevertheless, recently a numerical application to solve the time-dependent Dirac equation (TDDE) within the so-called long-wavelength approximation (LWA) and the propagation gauge was developed [24,37]. In the semirelativistic approach, the LWA corresponds to letting $\boldsymbol{A}(\boldsymbol{r}, t) \rightarrow \boldsymbol{A}_{0}(t)$ in each term in the Hamiltonian Eq. (13). For further details about the relativistic calculations with the Dirac equation the reader is referred to [20,24,37]. Figure 5 shows a comparison of the kinetic-energy spectrum as obtained by the TDDE and the result obtained with the TDSE and the semirelativistic Hamiltonian (13) expanded to second order in $1 / c$. The corresponding nonrelativitic TDSE result is also shown. In all three cases, the LWA has been assumed. As expected, the figure shows that relativistic effects become increasingly


FIG. 6. Electron angular distributions, as obtained by integrating Eq. (29) over the electron energy interval $285<E<310$ a.u. (corresponding to the net absorption of six photons from the field; cf. Fig. 3). The laser pulse is assumed to be linearly polarized in the horizontal direction and propagating in the upward direction (indicated with an arrow in the figure), and the pulse parameters are as in Fig. 3. (Top panel) The (nonrelativistic) dipole approximation result. (Middle panel) The relativistic result obtained with the Hamiltonian (30). (Bottom panel) The corresponding nonrelativistic result obtained with the Hamiltonian (30) when disregarding all terms of relativistic order [i.e., the terms (I), (II), and (IV)] as well as the beyond-dipole terms (III) and (VI), i.e., only the nondipole term (IV) is accounted for in the calculation.
important with increasing kinetic energy of the photoelectron, and that these are manifested as a systematic shift of the resonance positions. Furthermore, and more importantly, the resulting close agreement between the TDDE and semirelativistic TDSE calculations clearly demonstrates the validity of the semirelativistic approach in describing the relativistic ionization dynamics.

Finally, in Fig. 6 we present (energy-integrated) angular distributions of the emitted photoelectron corresponding to the net absorption of six photons from the field; cf. the sixphoton resonance in Figs. 3 and 4. The top panel shows the dipole approximation distribution, which is obviously symmetric with respect to the laser polarization axis. The middle panel depicts the fully relativistic and beyond-dipole result as obtained with the Hamiltonian (30), including all the terms (I-VI) in the interaction. Lastly, the bottom panel presents the result as obtained when disregarding all terms but the beyond-dipole term (IV) in the calculation, i.e., only the term (IV) is taken into consideration in addition to the ordinary dipole interaction.

As it turns out, the breakdown of the dipole approximation is manifested in Fig. 6 as a characteristic bending of the angular lobes in the laser propagation direction (upward), a finding that is in accordance with previously published results [34]. Furthermore, the close agreement found between the results in the middle and bottom panels in the figure simply suggests that relativistic effects are not of crucial importance when it comes to angular resolved (and energy-integrated) distributions. As such, it is the beyond-dipole term (IV) which represents by far the most important correction to the dipole approximation result in this case. Note further that since both these interactions scale linearly with $\boldsymbol{A}_{0}$ [see Eq. (30)], the importance of the term (IV) with respect to the pure dipole interaction term is largely independent of the laser intensity and pulse duration, and hence the bending of the lobes is a general feature related to the photon energy and the acquired kinetic energy of the photoelectron rather than the laser intensity.

## IV. CONCLUSION

In this work, we have demonstrated that introducing spatial dependence in the vector potential in the $\boldsymbol{A} \cdot \boldsymbol{p}$ term in the standard nonrelativistic minimal-coupling formulation (2) can
be problematic, in particular in the limit of intense laser fields, as this may lead to predictions that are in disagreement with relativity-even in field regimes where a nonrelativistic treatment is expected to be valid. With the intent to resolve this issue, we have here derived an alternative and relatively compact expression for the light-matter interaction Hamiltonian which in combination with the time-dependent Schrödinger equation effectively takes into account both beyond-dipole and relativistic effects. The corresponding nondipole nonrelativistic and relativistic formulations are given by Eqs. (21) and (25), respectively, in the present work. The formulation (21) is, although not relativistic in itself, formulated in concordance with relativity-with the consequence that superfluous interactions terms which otherwise would have appeared are consistently omitted. We have further demonstrated that these interaction forms are computationally much more efficient than the more standard formulations in describing atomic excitation and ionization dynamics in superintense laser fields. The reason why the representations (21) and (25) share such favorable numerical properties is that all components involving the momentum operator become approximately constants of motion in the strong coupling limit. Then, noticing that this finding is largely independent of the laser wavelength, this provides some evidence that the given numerical advantages also persist into the optical field regime.
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