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1. Introduction

A vectorial Boolean (n, m)-function is a function between the vector spaces Fn
2 and Fm

2
over the finite field F2 = {0, 1} for some two positive integers m, n. Vectorial Boolean 
functions play a crucial role in the design of modern block ciphers (where they are 
referred to as “S-boxes” or “substitution boxes”), in which they typically represent the 
only nonlinear part of the encryption. For this reason, the resistance of a block cipher 
to cryptanalytic attacks directly depends on the properties of its substitution boxes. 
Vectorial Boolean (n, n)-functions are of particular importance in cryptography since 
one typically wishes to substitute a sequence of bits for another sequence of the same 
length. In this case, the vector space Fn

2 is usually identified with the finite field F2n , 
and (n, n)-functions are expressed as polynomials over F2n .

Among the most powerful cryptanalytic attacks known to date are the so-called “differ-
ential cryptanalysis” introduced by Biham and Shamir [1], and the “linear cryptanalysis” 
introduced by Matsui [25]. Almost perfect nonlinear (APN) functions were introduced 
by Nyberg [26] as the class of (n, n)-functions offering optimal resistance to differential 
cryptanalysis, while almost bent (AB) functions are the ones that are optimal against 
linear cryptanalysis [21]. Finding new examples and constructions of APN and AB func-
tions is very important not only for the purpose of constructing new block ciphers in 
cryptography, but also for other areas of computer science and discrete mathematics 
(such as combinatorics, sequence design, coding theory, design theory) in which some 
APN functions correspond to optimal objects. Furthermore, finding new APN and AB 
functions is a difficult task, especially for large dimensions n: indeed, to date only six 
infinite monomial APN families and twelve infinite polynomial APN families have been 
discovered,1 despite ongoing research on the topic since the early 90’s. Among these, there 
are four infinite families of AB monomials and eight infinite families of AB polynomials.

The case of quadratic APN functions is more tractable than the general one, which 
is evinced by the fact that all the infinite polynomial families constructed so far are 
quadratic, and only one known sporadic example of a non-quadratic (up to CCZ-
equivalence) APN function (which is defined over F26) is known [23]. Nevertheless, 
quadratic APN functions are an important ongoing direction of research: in 2010, Dil-
lon et al. discovered an APN permutation in dimension n = 6, thereby disproving the 
conjecture that APN functions over fields of even dimension could never be bijective [5]. 
Despite Dillon’s permutation not being a quadratic APN function per se, it was con-
structed by traversing the CCZ-equivalence class of a quadratic function. The question 
of the existence of other APN permutations for even n remains open, and investigating 
new instances of quadratic APN functions is a promising way to approach it.

A lot of research has been done on the topic of APN functions in recent years. 
An infinite construction of APN binomials inequivalent to power functions is given 

1 Tables of the known infinite monomial and polynomial families can be found at https://boolean .h .uib .
no /mediawiki/.

https://boolean.h.uib.no/mediawiki/
https://boolean.h.uib.no/mediawiki/
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in [13], disproving the long-standing conjecture that all infinite APN families must be 
monomials. Further infinite constructions of APN and AB functions are proposed in 
[2,8–15,29,32]. Previously, a classification of all APN functions over F2n for n up to 5
was given in [3], with classification for dimensions n higher than 5 remaining incomplete 
at the time of writing. In the case of n = 6, classification is complete for the particular 
cases of quadratic and cubic functions: in [4], 13 CCZ-inequivalent quadratic functions 
over F26 are listed, and it is shown that these encompass all quadratic CCZ-classes over 
F26 in [22]; as for the case of cubic APN functions, their classification is given in [24]. 
Furthermore, a study of the EA-equivalence classes corresponding to all known APN 
functions over F26 is presented in [16,17]. More background on APN functions and their 
construction can be found e.g. in [7] or [19].

Using a matrix construction, a large number of CCZ-inequivalent APN functions were 
found over F27 and F28 [31], bringing the total number of known APN functions over these 
fields to 490 and 8180, respectively. To the best of our knowledge, no systematic search 
of this kind has been performed over F2n for any dimension n ≥ 9. The main reason for 
this is that the complexity of a computer search (which increases exponentially with the 
dimension n) becomes too demanding over dimensions of this magnitude.

Results similar to those in [31] have been independently obtained in [30], wherein 
285 and 10 previously unknown quadratic APN functions are obtained over F27 and 
F28 , respectively. Another similar approach based on the concept of antidifferentiation 
is developed in and [27] and [28].

In this paper, we focus on the particular case of quadratic APN functions over F2n

with n ≤ 9 and with coefficients in F2. We employ a specialization of the matrix method 
presented in [31] to conduct our search, and obtain a complete classification (up to CCZ-
equivalence) of these functions over F29 . In particular, we discover two instances of APN 
functions over F29 that are inequivalent to any known APN function over this field. For 
dimensions n with 6 ≤ n ≤ 8, we show that there are no quadratic APN functions with 
coefficients in F2 other than the already known ones.

In our classification, we list a shortest possible representative from each discovered 
CCZ-equivalence class. In dimensions n up to 6, these shortest representatives are all 
monomials. In dimensions n ∈ {7, 8}, the longest representative has 6 terms, while 
in dimension n = 9, the longest representative has 9 terms. This raises the question 
of whether any quadratic APN function over F2n represented by a polynomial with 
coefficients in F2 is CCZ-equivalent to a function that can be represented by a polynomial 
with coefficients in F2 with at most n terms.

Furthermore, although all of the functions that we find over F28 are equivalent to 
representatives from [23], we find shorter representatives for two of these functions, viz. 
x3 + x6 + x72 for x3 + Tr(x9) and x3 + x6 + x144 for x9 + Tr(x3). Thus, to the best 
of our knowledge, our classification lists the shortest known representatives for these 
CCZ-equivalence classes.
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2. Preliminaries

Let n be a positive integer. We denote by F2n the finite field with 2n elements, by 
F�

2n its multiplicative group, and by F2n [x] the univariate polynomial ring over F2n in 
indeterminate x. The trace function Tr : F2n → F2 is defined by Tr(x) =

∑n−1
i=0 x2i for 

x ∈ F2n . By Fm×k
2n , we denote the set of m-by-k matrices with entries in F2n , and if 

M ∈ Fm×k
2n , we denote by M [i, j] the entry in the i-th row and j-th column of M , for 

0 ≤ i ≤ m − 1, 0 ≤ j ≤ k − 1. By Submatrix(M, i, j, p, q), we will denote the p × q

submatrix of M rooted at (i, j), for 0 ≤ i ≤ m − 1, 0 ≤ j ≤ k − 1, 1 ≤ p ≤ m − i, 
1 ≤ q ≤ k − 1. Note that we index matrix rows and columns from zero.

We will use the following conventions and notation throughout the paper:

(i) When working over F2n , integers indexing i.a. basis elements and matrix rows and 
columns will be considered modulo n. For instance, a normal basis {α0, α1, . . . , αn−1}
satisfies αi+1 = α2

i for 0 ≤ i ≤ n − 1; this means that αi+1 = α2
i for 0 ≤ i ≤ n − 2, 

and α0 = α2
n−1.

(ii) Suppose {α0, α1, . . . , αn−1} is a normal basis of F2n over F2, so that αi+1 = α2
i for 

0 ≤ i ≤ n − 1, and suppose {θ0, θ1, . . . , θn−1} is its dual basis, i.e. Tr(αiθj) = 0
for i �= j and Tr(αiθi) = 1 for 0 ≤ i, j ≤ n − 1. Note that {θ0, θ1, . . . , θn−1} is 
also a normal basis, so that without loss of generality, we can assume θi+1 = θ2

i for 
0 ≤ i ≤ n − 1.
Let Mα ∈ Fn×n

2n and Mθ ∈ Fn×n
2n be such that

Mα[i, u] = α2i

u and Mθ[i, u] = θ2i

u (1)

for 0 ≤ u, i ≤ n − 1. Then M t
αMθ[u, j] = Tr(αuθj) for 0 ≤ u, j ≤ n − 1, so that 

M t
αMθ = In, where In is the identity matrix of order n. Thus M−1

θ = M t
α, where 

M t
α is the transpose of Mα.

(iii) Let B ∈ Fm
2n be a vector B = (η0, η1, · · · ηm−1) where ηi ∈ F2n for 0 ≤

i ≤ m − 1. Then Span(B) = Span(η0, η1, · · · , ηm−1) is the subspace spanned 
by {η0, η1, · · · , ηm−1} over F2. The dimension of this subspace is denoted by 
Rank(B) = Rank(η0, η1, · · · , ηm−1), and is referred to as the rank of B over F2.
If ηi =

∑n−1
j=0 λi,jαj for 0 ≤ j ≤ m − 1, with λi,j ∈ F2 for 0 ≤ i, j ≤ n − 1, and we 

define an m-by-n matrix Λ ∈ Fm×n
2 by Λ[i, j] = λi,j , then the rank of B is equal to 

the rank of Λ.

An (n, n)-function, or vectorial Boolean function, is any mapping F : F2n → F2n

from the field with 2n elements to itself. Any (n, n)-function can be represented as a 
polynomial F (x) =

∑2n−1
i=0 aix

i over F2n with ai ∈ F2n ; this representation is referred 
to as the univariate representation of F , and is unique. The binary weight wt2(i) of a 
positive integer i is the number of ones in its binary notation; equivalently, if we write i
as a sum of powers of two, so that i =

∑k
j=0 bj2j for bj ∈ {0, 1}, then its binary weight 
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is wt2(x) =
∑k

i=0 bj , with the sum taken over the integers. The largest binary weight of 
an exponent i with non-zero coefficient ai in the univariate representation of an (n, n)-
function F is called the algebraic degree of F and is denoted by deg(F ). A function of 
algebraic degree 1, resp. 2, resp. 3 is called affine, resp. quadratic, resp. cubic. An affine 
F satisfying F (0) = 0 is called linear.

In the following, we concentrate on the case of homogeneous quadratic functions, 
which can be written as

F (x) =
∑

0≤i<j≤n−1
ai,jx

2i+2j

for ai,j ∈ F2n , i.e. quadratic functions with no linear terms in their univariate repre-
sentation.

Definition 1. A mapping F : F2n → F2n is called differentially δ(F )-uniform if

δ(F ) = max
a∈F�

2n ,b∈F2n
#ΔF (a, b),

where ΔF (a, b) = {x ∈ F2n : F (x + a) + F (x) = b}, and #ΔF (a, b) is the cardinality of 
ΔF (a, b). If δ(F ) = 2, F is called almost perfect nonlinear (APN).

Definition 2. Let F and F ′ be two functions from F2n to F2n . We say that F and F ′ are
EA-equivalent (Extended affine equivalent) if we can write F ′ as

F ′(x) = A1(F (A2(x))) + A3(x),

where A1 and A2 are affine permutations of F2n , and A3 is an affine function on F2n .
We say that F and F ′ are CCZ-equivalent (Carlet-Charpin-Zinoviev equivalent) [20], 

if there exists an affine permutation which maps GF onto GF ′ , where GF = {(x, F (x)) :
x ∈ F2n} is the graph of F , and GF ′ is the graph of F ′.

EA-equivalence is a special case of CCZ-equivalence, and the latter, which also in-
cludes taking inverses of permutations as a particular case, is known to be strictly more 
general that the combination of both of the aforementioned transformations [6,8,18]. An 
important property of CCZ-equivalence is that it leaves the differential uniformity δ(F )
invariant, i.e. if two (n, n)-functions F and F ′ are CCZ-equivalent, then δ(F ) = δ(F ′). For 
this reason, APN functions are typically classified up to CCZ-equivalence, and this makes 
the classification process somewhat easier despite the large amount of (n, n)-functions.

Computationally testing whether two (n, n)-functions are CCZ-equivalent is typically 
done by associating a linear code to each function and then testing whether the resulting 
two codes are isomorphic [4]. To the best of our knowledge, this test is reliable for 
finite fields F2n with n ≤ 9, but sometimes fails for higher values of n due to a lack 
of computational resources. The Γ-rank, Δ-rank, and the order of the multiplier group 
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are CCZ-invariants introduced in [23]. In our search, we use the code isomorphism test 
to partition the APN functions that we find into CCZ-equivalence classes, and use the 
Γ-ranks of the two new functions that we find as proof that they lie outside the bounds 
of all previously known APN functions over F29 .

We recall a couple of useful notions from [31].

Definition 3. Let H ∈ Fm×k
2n (m, k ≤ n). We say that H is proper if every nonzero linear 

combination over F2 of the m rows of H has rank at least k − 1.

Definition 4. Let H be an n ×n matrix defined on F2n . Then H is called a QAM (quadratic 
APN matrix) if:
i) H is symmetric and the elements in its main diagonal are all zeros;
ii) H is proper, i.e. every nonzero linear combination of the n rows (or, equivalently, 
columns, due to H being symmetric) of H has rank n − 1.

3. Construction of quadratic APN functions

3.1. Correspondence between quadratic functions with coefficients in F2 and a class of 
matrices

As shown in [31], there is a one-to-one correspondence between quadratic APN func-
tions and QAM’s. The precise statement is given in Theorem 1 below.

Theorem 1. [31] Let F (x) =
∑

0≤t<i≤n−1 ci,tx
2i+2t ∈ F2n [x] be a homogeneous quadratic 

(n, n)-function and let CF ∈ Fn×n
2n be defined by CF [i, t] = CF [t, i] = ci,t, CF [i, i] = 0 for 

0 ≤ i < t ≤ n − 1. Let H = M t
αHMα where Mα is as defined in (1). Then δ(F ) = 2k

if and only if any non-zero linear combination over F2 of the n rows of H has rank at 
least n − k. In particular, F is APN if and only if H is a QAM.

The following theorem addresses the specific case when all coefficients of the function 
are in F2.

Theorem 2. Let F (x) =
∑

0≤t<i≤n−1
ci,tx

2i+2t be a quadratic homogeneous (n, n)-function. 

Define an n × n matrix CF by CF [t, i] = CF [i, t] = ci,t for 0 ≤ t < i ≤ n − 1 and 
CF [i, i] = 0 for 0 ≤ i ≤ n − 1. Finally, take

H = M t
αCFMα.

Then

H[u + 1, v + 1] = H[u, v]2 (2)
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(with the indices taken modulo n) for 0 ≤ v, u ≤ n − 1 if and only if ci,t ∈ F2 for 
0 ≤ t < i ≤ n − 1.

Proof. (⇐) Suppose ci,t ∈ F2 for 0 ≤ t < i ≤ n − 1. From H = M t
αCFMα we have, for 

all 0 ≤ v, u ≤ n − 1,

H[u, v] =
∑

0≤t<i≤n−1
cit(α2i

u α2t

v + α2t

u α2i

v ).

It is easy to see that H[u +1, v+1] = H[u, v]2 for 0 ≤ v, u ≤ n −1, since {α0, α1, . . . , αn−1}
is a normal basis such that αi+1 = α2

i for 0 ≤ i ≤ n − 1. Note that in the case i = n − 1, 
this means that α2

n−1 = α0.
(⇒) Suppose now that H satisfies (2). From H = M t

αCFMα, we have CF =
(M t

α)−1HM−1
α = MθHM t

θ, which means that, for all 0 ≤ v, u ≤ n − 1,

ci,t = CF [i, t] =
∑

0≤u,v≤n−1
(θ2i

u θ2t

v )H[u, v].

Since θi+1 = θ2
i for 0 ≤ i ≤ n − 1, if H[u + 1, v + 1] = H[u, v]2 for 0 ≤ v, u ≤ n − 1, we 

have

ci,t =
∑

0≤k≤n−1

Tr(θ2i

0 θ2t

0+kH[0, 0 + k]),

which clearly belongs to F2. �
By Theorem 2, any matrix H representing a quadratic APN function with coefficients 

in F2 satisfies (2); this significantly reduces the search space, and allows an exhaustive 
search to be performed in practice for higher dimensions.

3.2. Conditions on QAM’s

In the following subsection, we describe how we conduct an exhaustive search over all 
n × n QAM’s corresponding to (n, n)-functions represented by univariate polynomials 
with coefficients in F2. The condition H[u +1, v+1] = H[u, v]2 greatly reduces the search 
space, and, in fact, implies that the values of only 	n/2
 entries of the matrix have to 
be guessed before the values of the remaining entries can be uniquely reconstructed. 
Depending on the parity of n, the situation is slightly different, and so, in the following 
we look at two concrete examples, one for n = 5, and one for n = 6.

Example 1. In the case of n = 5, suppose that H is a symmetric 5 × 5 matrix with zero 
diagonal and such that H[u + 1, v + 1] = H[u, v]2 for all 0 ≤ u, v ≤ 4. If we denote the 
entries of this matrix at H[0, 1] and H[0, 2] by a and b, respectively, we can readily see 
that H must take the form
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H =

⎛
⎜⎜⎜⎜⎜⎝

0 a b b8 a16

a 0 a2 b2 b16

b a2 0 a4 b4

b8 b2 a4 0 a8

a16 b16 b4 a8 0

⎞
⎟⎟⎟⎟⎟⎠

.

Thus, knowing the values of only two entries of the matrix completely determines the 
rest. For comparison, without the condition H[u + 1, v + 1] = H[u, v]2, we would have 
to guess 1 + 2 + 3 + 4 = 10 entries of the matrix.

In the case of n = 6, we once again label the entries of a 6 × 6 matrix H at H[0, 1], 
H[0, 2], and H[0, 3] by a, b, and c, respectively. The matrix then takes the form

H =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 a b c b16 a32

a 0 a2 b2 c2 b32

b a2 0 a4 b4 c4

c8 b2 a4 0 a8 b8

b16 c16 b4 a8 0 a16

a32 b32 c32 b8 a16 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

.

Since H must be symmetric, from H[0, 3] = c and H[3, 0] = c8 we get an additional 
condition on the value of c, namely c8 = c, i.e. c ∈ F23 . In this case, only 3 entries of 
H need to be guessed before the entire matrix can be reconstructed. For comparison, 
omitting the condition H[u +1, v+1] = H[u, v]2 would require us to guess 1 +2 +3 +4 +5 =
15 entries of the matrix.

The above principles can be generalized as follows.

Proposition 1. Let n be a positive integer and H be a symmetric n × n matrix over F2n

with zeros on its main diagonal such that H[u +1, v+1] = H[u, v]2 for all 0 ≤ u, v ≤ n −1, 
with the indices being taken modulo n. Then:

1. H[i, j] = H[0, j − i]2i for any 0 ≤ i, j ≤ n − 1;
2. H[0, j] = H[0, −j]2j for any 0 ≤ j ≤ n − 1;
3. if n is even, then H[0, n/2] ∈ F2n/2 .

Consequently, the entries of H at H[0, j] for 1 ≤ j ≤ 	n/2
 uniquely determine the 
values of all entries of H.

Proof. The first point follows from (2) by induction on i. For the second point, we have

H[0, n− j + 1] = H[n− j + 1, 0] = H[0, j − n− 1]2
n−j+1

= H[0, j − 1]2
n−j+1

using the symmetry of H and the first point. The third point then follows from the 
second one by taking j = n/2. �
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In general (that is, without the condition from Theorem 2), a symmetric n ×n matrix 
with zeros on the main diagonal is determined by 1 + 2 + · · · + (n − 1) = n(n − 1)/2
entries. By restricting ourselves to matrices satisfying (2), the number of entries drops 
to 	n/2
 as pointed out in Proposition 1, which decreases the number of guesses from 
quadratic to linear in the dimension n.

The following proposition allows us to further reduce the search complexity by dis-
carding QAM’s which a priori correspond to equivalent functions. Proposition 2 follows 
from Theorem 3 of [31], which asserts that if H ∈ Fn×n

2n is a symmetric matrix, and 
H ′ ∈ Fn×n

2n is defined by applying a linear permutation L : F2n → F2n to all elements of 
H, then the quadratic functions defined by H and H ′ are EA-equivalent. As the mapping 
x �→ x2 is a linear permutation on account of gcd(2, 2n − 1) = 1, the proposition is an 
immediate consequence of this theorem. The restriction to linear permutations of the 
form x �→ x2k comes from the fact that the property (2) remains invariant under such 
permutations.

Proposition 2. Suppose F1 ∈ F2n [x] is a homogeneous quadratic APN function with 
coefficients in F2, and H is its corresponding QAM. Let H ′ be the matrix defined by 
H ′[i, j] = H[i, j]2 for 0 ≤ i, j < n. Then H ′ is also a QAM, and its corresponding 
function F2 ∈ F2[x] is EA-equivalent to F1.

Following the statement of Proposition 2, recall that we will two elements a, b ∈
F2n conjugates if there is a non-negative integer k such that a = b2

k . The relation 
“conjugate to” is an equivalence relation which induces a partition of F2n into conjugacy 
classes.

To summarize, by Proposition 2, only a single representative from each conjugacy 
class has to be considered for the first entry that we guess, which further reduces the 
number of possibilities that have to be considered. Furthermore, in the case of even n, 
the set of possible values for the last entry that we guess can be restricted to the subfield 
F2n/2 .

The results from Theorems 1, 2 and Proposition 2 are combined into an efficient 
procedure for searching for quadratic APN functions over F2n with coefficients in F2n in 
Algorithm 1.

3.3. The algorithm

The algorithm is essentially an exhaustive search which traverses all possible n × n

QAM’s by starting with the n × n zero matrix and iteratively assigning concrete values 
to its entries. Condition (2) greatly reduces the search space.

The Search(j, H) procedure implements the basic logic of the exhaustive search. An 
invocation of Search(j, H) attempts to assign a value to the entry of the matrix in 
the first row and j-th column, i.e. H[0, j]. In order to achieve this, it first invokes the 
GetPossibleValues(j, H) function which returns a list W of all possible values that H[0, j]



10 Y. Yu et al. / Finite Fields and Their Applications 68 (2020) 101733
Input: An integer n = 2m + 1
Output: A list of APN functions over F2n represented by univariate polynomials with coefficients in 

F2
1 procedure Search(n);
2 H ← an n × n zero matrix;
3 Search(1, H);
4 end procedure;
5
6 procedure Search(j, H);
7 W ← GetPossibleValues(j, H);
8 for w ∈ W do
9 Assign(j, H, w);

10 if j = m then
11 if H is a QAM then
12 output the polynomial corresponding to H;
13 end
14 else
15 Search(j + 1, H);
16 end
17 end
18 end procedure;
19
20 procedure Assign(j, H, w);
21 H[0, j] ← w;
22 H[j, 0] ← w;
23 for t ∈ 1, · · · , n − 1 do
24 //Note that all indices are modulo n
25 H[t, j + t] ← H[t − 1, j + t − 1]2;
26 H[j + t, t] ← H[t, j + t];
27 end
28 end procedure;
29
30 function GetPossibleValues(j, H);
31 if j = 1 then
32 return GetConjugacyClassRepresentatives(n);
33 else
34 S ← Span({H[0, i], H[0, n − i] : i ∈ 1, 2, · · · , j − 1});
35 if #S < 22j−2 then
36 return ∅;
37 end
38 E ← F�

2n \ S;
39 for e ∈ E do
40 H[0, j] ← e;
41 A ← Submatrix(H, 0, 0, j, j + 1);
42 if A is not proper then
43 E ← E \ {e};
44 end
45 end
46 return E;
47 end
48 end function;

Algorithm 1: A procedure for searching for QAM’s corresponding to APN functions 
with coefficients in F2.

can take; using Proposition 2, a number of impossible values are filtered out by GetPos-
sibleValues, which further reduces the complexity of the search. For all possible values 
w ∈ W , the Search procedure attempts to assign w to H[0, j]. This is performed by 
calling the Assign(j, H, w) procedure, which assigns w to H[0, j] and derives the values 
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of all other entries of the matrix that follow from H[0, j] by symmetry and by (2). If 
j = 	n/2
 and a value w is assigned to H[0, j], then all entries in the matrix are already 

known, and it remains to check whether the obtained matrix is a QAM. If j < m, then 

Search(j + 1, H) is called recursively to assign a value to the next variable.
The GetPossibleValues(j, H) function distinguishes between two cases. Since a QAM 

must contain zeros on the main diagonal, H[0, 1] is the first variable to be assigned 

a value. By Proposition 2, it suffices to consider a single representative from every 

conjugacy class in F2n ; this is precisely what the function GetConjugacyClassRepresenta-
tives(n) returns.

When j > 2, we can no longer restrict ourselves to a single representative from each 

conjugacy class, but can reduce the range of possible values for H[0, j] in other ways. 
Recall that by the definition of a QAM, every nonzero linear combination of rows must 
have rank n − 1. Since every row contains a zero element on the main diagonal, this is 
equivalent to saying that the elements of each row that do not lie on the main diagonal 
must be linearly independent. For this reason, the subspace S spanned by the entries in 

the first row that have already been assigned is removed from the list E of possible values. 
After S is computed, its size is used to test whether the known elements on the first row 

are linearly independent; note that while the element at H[0, j] is always selected so that 
it is linearly independent on the previously assigned elements, the same is not necessarily 

true for the value of H[0, −j] derived by Proposition 1, and this necessitates the test 
for linear independence. If the test fails, GetPossibleValues returns an empty set for the 

possible values of H[0, j], which immediately forces the search procedure to backtrack 

to H[0, j − 1]. By Corollary 2 of [31], every submatrix of a QAM must be proper. This 
condition is also exploited by GetPossibleValues in order to reduce the set E of possible 

values; once all entries H[0, j] for 1 ≤ j ≤ j−1 are known, the submatrix of H consisting 

of the first j rows and j + 1 columns is fully determined. All values of H[0, j] for which 

this submatrix is not proper are removed from E.
The entire search procedure begins by initializing H to an n × n zero matrix and 

invoking Search(1, H) to assign a value to the first variable.
As observed in Subsection 3.2, the cases for an even and for an odd dimension n are 

slightly different. The only major difference is that the values of one of the entires of 
the matrix can be restricted to the subfield F2n/2 when n is even. When implementing 

the search in practice, the distinction between the odd and even case manifests in the 

indexing of the variables. Algorithm 1 provides an explicit description of the search 

procedure in the case of odd n; this is motivated by the fact that our experiments for 
n = 9 constitute the main point of interest in our experimental output, as, to the best 
of our knowledge, no search of this type has been performed for dimensions greater than 

8. The algorithm in the case of an even n is principally the same, keeping in mind that 
the value of H[0, n/2] can be restricted to F2n/2 .
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Table 1
List of representatives from all CCZ-equivalence classes of quadratic APN functions over F2n represented 
by polynomials with coefficients in F2, for 4 ≤ n ≤ 9.

n ID Functions Γ-rank Δ-rank |M(GF )|
4 4.1 x3 100 20 5760

5 5.1 x3 330 42 4960
5.2 x5 330 42 4960

6 6.1 x3 1102 94 24192

7 7.1 x3 3610 198 113792
7.2 x5 3708 198 113792
7.3 x9 3610 198 113792
7.4 x3 + x5 + x6 + x12 + x33 + x34 4050 210 896
7.5 x3 + x5 + x10 + x33 + x34 4040 212 896
7.6 x3 + x6 + x20 4038 212 896
7.7 x3 + x6 + x34 + x40 + x72 4048 212 896
7.8 x3 + x9 + x10 + x66 + x80 4026 212 896
7.9 x3 + x9 + x18 + x66 4044 212 896
7.10 x3 + x12 + x17 + x33 4048 210 896
7.11 x3 + x12 + x40 + x72 4048 210 896
7.12 x3 + x17 + x20 + x34 + x66 4040 210 896
7.13 x3 + x17 + x33 + x34 4040 212 896
7.14 x3 + x20 + x34 + x66 4048 210 896
7.15 x5 + x18 + x34 4034 210 896

8 8.1 x3 11818 420 522240
8.2 x9 12370 420 522240
8.3 x3 + x5 + x18 + x40 + x66 14044 446 2048
8.4 x3 + x6 + x72 13800 432 6144
8.5 x3 + x6 + x68 + x80 + x132 + x160 14040 454 2048
8.6 x3 + x6 + x144 13804 434 6144
8.7 x3 + x12 + x40 + x66 + x130 14046 438 2048

9 9.1 x3 38470 872 2354688
9.2 x5 41494 872 2354688
9.3 x17 38470 872 2354688
9.4 x136 + x132 + x96 + x80 + x36 + x34 + x18 + x17 + x12 48856 940 4608
9.5 x144 + x130 + x72 + x65 + x18 + x9 + x3 48428 930 4608
9.6 x257 + x144 + x130 + x72 + x65 + x18 + x9 48460 944 4608
9.7 x264 + x160 + x144 + x132 + x80 + x72 + x66 + x40 + x17 47890 920 4608
9.8 x288 + x272 + x264 + x160 + x144 + x130 + x48 + x34 48858 940 4608

3.4. Summary of experimental results

Running the search for n = 9 on a server operating with an Intel Xeon E5 CPU at 
3.5G GHz took approximately 33 days and produced a list of 21504 functions. Partition-
ing them into CCZ-equivalence classes by the code isomorphism test was performed by 
running several parallel processes on a server with an Intel Xeon E5 CPU at 2.60 GHz, 
and around 15-16 months. As a result, we obtain the 8 CCZ-inequivalent representatives 
given in Table 1. Computing the Γ-rank of one representative on the same server takes 
around an hour, while computing the Δ-rank takes approximately 3 days.

The running times for lower dimensions are negligible, and the computations were 
performed on a personal computer running an Intel m5-6Y54 CPU at 1.5 GHz. For n = 8, 
performing the exhaustive search took around 3 hours and produced 7616 functions, 
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which were partitioned into CCZ-classes in 8 hours. For n = 7, 4410 functions were 
found in 2 minutes, and partitioned into CCZ-classes within 12 hours. For 4 ≤ n ≤ 6, 
both performing the search and partitioning the resulting functions into CCZ-equivalence 
classes takes less than a second; the number of functions found was 4 for n = 4, 72 for 
n = 5, and 32 for n = 6.

Table 1 lists representatives from all CCZ-equivalence classes found by our method. 
Note that the search is complete, i.e. the CCZ-equivalence classes containing these rep-
resentatives cover all possible homogeneous quadratic APN functions with coefficients in 
F2 over F2n with 4 ≤ n ≤ 9. For each representative, we have also computed its Γ-rank, 
Δ-rank, and the order |M(GF )| of its multiplier group [23].

In dimensions n ≤ 6, we only find power functions as expected. In dimension n = 7, 
besides three power functions, we find 12 polynomials, among which are two trinomials, 
five quadrinomials, four pentanomials, and one hexanomial. In dimension n = 8, we find 
two power functions and 5 polynomials, which consist of two trinomials, two pentanomi-
als, and one hexanomial. In dimension n = 9, we find three power functions, along with 
5 polynomials: two of them have 7 terms, one has 8 terms, and two have 9 terms. All 
the representatives given in the tables are in shortest possible presentation.

In the case of dimension n ≤ 8, all of the representatives that we have discovered 
are identical or equivalent to switching class representatives from [23]. Despite this, in 
dimension n = 8, we discover very “short” and previously undocumented representatives 
(namely, trinomials) for two of the switching classes from [23]: x3 + x6 + x72 is CCZ-
equivalent to x3 + Tr(x9), and x3 + x6 + x144 is CCZ-equivalent to x9 + Tr(x3). Both 
of these trinomials consist of monomials from the cyclotomic cosets of x3 and x9, and 
despite their nearly identical structure, they belong to distinct CCZ-equivalence classes. 
Note that the x3 + Tr(x9) belongs to the infinite family of APN functions from [14], 
while the second has not be generalized into any infinite family so far.

Furthermore, in dimension n = 9, we discover two representatives, viz.

s1(x) = x136 + x132 + x96 + x80 + x36 + x34 + x18 + x17 + x12

and

s2(x) = x288 + x272 + x264 + x160 + x144 + x130 + x48 + x34

which are CCZ-inequivalent to any currently known APN function over F29 . We have 
verified this inequivalence in two ways: by means of the code isomorphism test, and, in 
addition, by computing their Γ-ranks, which turn out to be 48856 AND 48858, respec-
tively.

We have computationally checked that these newly found functions are not CCZ-
equivalent to a permutation, which took us about 40 hours computation. Thus, no 
quadratic APN function with coefficients in F2 can be CCZ-equivalent to a permuta-
tion over F2n with n ≤ 9, except for the Gold APN monomials in the case of odd n.
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Based on the computational results for dimensions n ≤ 9, we can observe that any 
quadratic APN function F1 with coefficients in F2 appears to be CCZ-equivalent to 
a quadratic APN function F2 with at most n non-zero coefficients in F2n . It would be 
interesting to establish whether this is true in general; if so, it would indicate the existence 
of a simple polynomial form for functions of this type, which would significantly simplify 
the complexity of searching for them.

This is closely related to the problem of finding the “simplest” possible polynomial 
representation for a given (n, n)-function F . A simple representation not only results 
in a polynomial representation that can be evaluated more efficiently in practice, but 
facilitates the mathematical analysis of the function in question and its properties.

Problem 1. Given an (n, n)-function F , find a function G, such that G is CCZ-equivalent 
to F and its univariate representation has the least possible number of non-zero coeffi-
cients.

4. Conclusion

We have described a procedure for searching for quadratic APN functions with co-
efficients in F2 over F2n by constructing matrices of a particular type, and have used 
this procedure to classify all such functions over the finite fields F2n with n ≤ 9. We 
have discovered two previously unknown APN functions over F29, and a representation 
of two of the switching class representatives over F28 in the form of trinomials, which is 
simpler than their currently known representations. In the case of 6 ≤ n ≤ 8, we have 
experimentally verified that there are no quadratic APN functions with coefficients in 
F2 other than the previously known ones.
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