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ABSTRACT

The convoluted role of surface sensible and latent heat fluxes on moist baroclinic development

demands a better understanding to disentangle their local and remote effects. Including diabatic effects

in the Eady model, the direct effects of surface fluxes on the diabatic generation of eddy available po-

tential energy as well as their indirect effects through modifications of the circulation and latent heating

are investigated. It is shown that surface sensible heat fluxes have a minor impact, irrespective of their

position and parameterization, while latent heating in the region equivalent to the warm conveyor belt is

the dominant diabatic source for development. Downward surface sensible heat fluxes in proximity of

the warm conveyor belt results in structural modifications that increase the conversion from basic-state

available potential energy to eddy available potential energy, while concomitantly weakening the ascent

and hence latent heating. The detrimental effects are easily compensated through provision of additional

moisture into the warm conveyor belt. Upward surface heat fluxes in the cold sector, on the other hand,

are detrimental to growth. When downward (upward) surface sensible heat fluxes are located below

the equivalent of the warm conveyor belt, the diabatically induced PV anomaly at the bottom of the

latent heating layer becomes dominant (less dominant). Shifting the downward surface sensible heat fluxes

away from the warm conveyor belt results in substantial changes in the growth rate, latent heat release, low-

level structure, and energetics, where the effect of surface sensible heat fluxes might even be beneficial.

1. Introduction

The influence of surface sensible and latent heat fluxes

on midlatitude cyclone development is uncertain and

varies with environmental conditions in the atmosphere

and ocean (e.g., Nuss and Anthes 1987; Kuo and Reed

1988; Mullen and Baumhefner 1988). Nuss and Anthes

(1987) found that the effect of surface fluxes varies from

reducing the growth rate of extratropical cyclones by

25% to enhancing it by 15%. Moreover, when cyclones

move over regions with different air–sea temperature

contrasts, the role of surface fluxes often changes sub-

stantially during the development (Kuo et al. 1991a) and

may even reverse or partially cancel (Langland et al. 1995).

With state-of-the-art numericalweather predictionmodels

still struggling to correctly represent the amount and

location of diabatic processes in cyclone development

(e.g., Schäfler et al. 2018) as well as climate models fea-

turing significant biases in sea surface temperatures re-

sulting in a misrepresentation of storm tracks (e.g., Keeley

et al. 2012; Lee et al. 2018), improving our understanding

of the influence of surface fluxes on cyclone development

will allow us to identify associated sources of model biases

and forecast uncertainties.

While surface latent heat fluxes are usually upward in

most parts of the cyclone (e.g., Carrera et al. 1999;

Zhang et al. 1999), surface sensible heat fluxes often

feature a dipole with upward fluxes in the cold sector

and downward fluxes in the warm sector of the cyclone

(e.g., Danard and Ellenton 1980; Fleagle and Nuss 1985;

Neiman and Shapiro 1993; Sinclair et al. 2010; Booth

et al. 2012). Such a distribution of surface sensible heat

fluxes can reduce low-level baroclinicity (Branscome

et al. 1989; Zhang and Stone 2011) and ascent in the
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warm sector of the cyclone (Kuo et al. 1991a), poten-

tially weakening cyclone growth (Haltiner 1967; Kuo

and Low-Nam 1990).

Under different environmental conditions, how-

ever, surface sensible heat fluxes can also be upward in

the warm sector. For example, during the early phase

of an explosive midlatitude cyclone studied by Kuo

et al. (1991a), polar air from a previous cold-air out-

break resulted in upward surface sensible heat fluxes

in the warm sector. When excluding these fluxes

in numerical simulations of the storm, the cyclone

development was considerably weaker. This impact

from surface fluxes is supported by the climatological

study by Gyakum and Danielson (2000), where the

strongest cyclogenesis was associated with cold air

downstream of the developing cyclone in conjunction

with higher sea surface temperatures and thereby

larger surface fluxes. Furthermore, strong upward

oceanic surface fluxes warmed, moistened, and de-

stabilized the cold boundary layer of the vigorous

Presidents’ Day snowstorm, resulting in a strong low-

level baroclinic zone that aided cyclone development

at an early stage (Bosart 1981). Thus, under certain

conditions, surface sensible heat fluxes can enhance,

rather than weaken, low-level baroclinicity while re-

ducing static stability (Reed and Albright 1986; Atlas

1987; Carrera et al. 1999), yielding favorable condi-

tions for cyclone intensification.

Another contribution to cyclone growth is associ-

ated with surface latent heat fluxes that moisten the

air in the boundary layer (Mailhot and Chouinard

1989). Combining this effect with a reduced static

stability can lead to substantially enhanced latent

heating and cyclone growth (Uccellini et al. 1987;

Nuss and Anthes 1987; Carrera et al. 1999; Hirata

et al. 2019). Zhang et al. (1999) stressed the impor-

tance of this moist effect on midlatitude cyclone

development and found the impact of surface heat

fluxes only to be significant when latent heating was

included in the numerical experiments. As latent

heating strongly intensifies and alters cyclone devel-

opment (e.g., Craig and Cho 1988; Kuo et al. 1991b;

Balasubramanian and Yau 1996), the influence of

surface fluxes should be studied in conjunction with

latent heating.

Investigating both of these diabatic effects in baro-

clinic life cycle experiments using a primitive equation

global spectral model, Gutowski and Jiang (1998) found

that surface heat fluxes destabilize the cold sector and

stabilize the warm sector, resulting in a shift of convec-

tive heating to the cold sector. Consequently, in a

follow-up study including constant surface sensible heat

fluxes, Jiang andGutowski (2000) examined the effect of

convective heating only above the cold sector. While

surface fluxes can indeed modify the convective heat-

ing in the cold sector, the impact on the warm conveyor

belt, wheremost of the latent heating occurs (Browning

1990), is probably more crucial for the development of

the storm.

To investigate the role of surface fluxes in a frame-

work that includes latent heating in the warm conveyor

belt, we use the numerical extension of Mak’s (1994)

2D quasigeostrophic (QG) linear model that was in-

troduced by Haualand and Spengler (2019, hereafter

HS19). This model is based on the Eady (1949) model

and includes latent heating proportional to low-level

vertical motion. Here, we further extend the model with

different parameterizations of surface sensible heat

fluxes based on either air–sea temperature differences

(similar to Mak 1998), warm-air advection, or the loca-

tion and intensity of the warm conveyor belt and in-

vestigate the impact of varying their intensity and

location on the growth rate, structure, and energetics of

the baroclinic wave in the presence of latent heating.We

focus on the incipient stage of midlatitude cyclones, as

later stages are typically highly nonlinear (e.g., Kuo et al.

1991b) and therefore inadequately represented by our

linear model.

While surface sensible heat fluxes directly affect baro-

clinic development by altering the diabatic generation of

eddy available potential energy, surface sensible and

latent heat fluxes can also indirectly influence baroclinic

development through changes in the circulation and

moisture supply. For example, Boutle et al. (2010), Pfahl

et al. (2014), and Dacre et al. (2019) found that surface

latent heat fluxes remote from the cyclone area strongly

control the input of moisture into the warm conveyor

belt and hence the latent heat release. To examine and

quantify this indirect effect of surface latent heat fluxes,

we vary the latent heating intensity to evaluate the

sustained surface latent heat fluxes needed to provide

the additional moisture supply to the warm conveyor

belt to overcome the detrimental effects from local sur-

face sensible heat fluxes.

2. Model

a. Basic equations and model setup

We extend the linear 2D QG model formulated by

Mak (1994) and HS19, which includes different dia-

batic forcings in the Eady (1949) model, by imple-

menting various formulations of surface sensible

heat fluxes. Following Mak (1994), we use pressure as

the vertical coordinate and assume wavelike solutions in

the x direction for the QG streamfunction c and vertical

motion v:
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[c,v]5Ref[ĉ(p), v̂(p)]exp[i(kx2st)]g, (1)

where the hat denotes Fourier transformed variables, k

is the zonal wavenumber, and s is the wave frequency.

The nondimensionalized v and potential vorticity (PV)

equations can then be expressed as

d2v̂

dp2
2 Sk2v̂5 i2lk3ĉ1k2Q̂ (2)

and

(uk2s)

�
d2ĉ

dp2
2 Sk2ĉ

�
5 i

dQ̂

dp
, (3)

whereQ5Qlh1Qsf is the diabatic heating rate divided by

pressure, representing both latent heatingQlh and heating

associated with surface sensible heat fluxes Qsf, S is the

basic-state static stability as defined inHS19, l is the basic-

state vertical wind shear, and u(p)5l(pb 2 p)1 u0 is the

basic-state zonal wind (arrows in Fig. 1a). The set of

equations is completedwith the boundary conditions v̂5 0

at pt and pb together with the thermodynamic equation

(uk2s)
dĉ

dp
1 iQ̂1 lkĉ5 0 at p5 p

t
, p

b
, (4)

where pt and pb are the pressure at the top and bottom of

the domain, respectively.

For simplicity, we assume constant S and l. Note that

Mak (1998) prescribed S as a step function with a smaller

value in the lowest layer. Our choice of a constant S is

based on the argument that in the presence of latent

heating, the effective static stability not only reduces in

the surface flux layer but also in the latent heating layer

where parcel displacements are nearly moist adiabatic

(HS19). Furthermore, the effect of reduced stratification

related to moist processes and surface fluxes is incor-

porated partially through the diabatic heating (see HS19

for further clarification). Following HS19, we refer to

dc/dp, which is proportional to the negative density

perturbation, as temperature, and choose representable

model parameters for large-scale midlatitude flow (see

Table 1). The only difference from Mak (1994) and

HS19 is a uniform increase of u by u0 5 4m s21, con-

sistent with the surface flux implementation introduced

by Mak (1998), whereas the differences from Mak

(1998) are in S (as noted above), l, and pt.

b. Parameterization of latent heating

Following Mak (1994), latent heating divided by pres-

sure is proportional to upward motion at the bottom of

the latent heating layer and is parameterized as

Q̂
lh
52

«
lh
h
lh
(p)

2
v̂*(k) , (5)

FIG. 1. Schematic of (a) the linearly increasing zonal wind with decreasing pressure (black arrows) and vertical profiles of latent heating

(red) and surface fluxes (gray) and (b) vertical and zonal locations of downward surface sensible heat fluxes relative to the area of latent

heating for the formulations based on Ts [(8), red], ys [(9), blue], and v* [(11), gray]. Black dashed lines in (a) indicate heating boundaries

where internal diabatically produced PV can form. Gray dot–dashed and dashed lines in (b) respectively indicate the location of the

surface fluxes based on a 1908 and 2 908 zonal phase shift relative to v*.

TABLE 1. Nondimensional values ofmodel parameters. Value fromHS19 (Mak 1998) is indicated in parentheses (square brackets) if different

from this study. See Mak (1998) for a detailed description of S.

Parameter S l u0 f pt pb

Nondimensional value 4 [*] 3.5 [5.0] 0.4 (0.0) 1 0.15 [0.0] 1
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where «lh is the latent heating intensity parameter, v* is

the vertical motion at the bottom of the latent heating

layer, and hlh is the vertical profile of latent heating di-

vided by pressure. Consistent with Mak (1994) we let

h
lh
(p)5H(p2 0:4)2H(p2 0:9)

5

(
0 for p, 0:4 and p. 0:9

1 for 0:4, p, 0:9
, (6)

where plht 5 0.4 and plhb 5 p* 5 0.9 are the nondi-

mensional pressure at the top and bottom of the latent

heating layer, corresponding to 400 and 900 hPa, re-

spectively. We have also tested other levels for the

heating boundaries, which yield qualitatively similar

results (not shown).

We use the same latent heating intensity parame-

ter «lh 5 12.5 for all experiments, which corresponds

to a heating rate approaching 40K day21 when v ;
1023 hPa s21. This choice is based on the arguments

about reasonable heating rates by HS19, where similar

heating rates yield qualitatively comparable results. Note

that the heating should be viewed as heating anomalies

rather than total heating.

c. Parameterization of surface sensible heat fluxes

1) FORMULATIONS MOTIVATED BY

TEMPERATURE AND TEMPERATURE

ADVECTION

We apply the linearized version of the bulk relation for

surface sensible heat fluxes fromMonin–Obukhov theory

Q
sf } jv

s
j(SST2T

s
) , (7)

where jvsj is the surface wind speed, SST is the sea sur-

face temperature, and Ts is the temperature of the

overlying air. Following Mak (1998), we assume a con-

stant sea surface temperature and define the surface

fluxes divided by pressure as

Q̂
sf,T

5 «
sf
h
sf
(p)

›ĉ

›p

����
s

, (8)

where the subscript s denotes a surface value and the

impact of horizontal wind speed is incorporated in

the intensity parameter «sf. This formulation does not,

however, take into account that surface sensible heat fluxes

are typically located where the meridional temperature

advection ys(›T/›y)}2ikcsl is anomalously strong

(Boutle et al. 2010). Thus, we introduce an alternative

formulation based on meridional wind anomalies:

Q̂
sf,y

52«
sf
h
sf
(p)ikĉ

s
, (9)

where the basic-state meridional temperature gradient

is incorporated in the intensity parameter «sf. Note

that the dimensional form of the surface flux intensity

parameter «sf has different units in (8) and (9) (see

Table 2).

The heating profile for surface fluxes hsf is indepen-

dent of the flux formulation and given by

h
sf
(p)5H(p2 0:9)5

�
0 for p, 0:9

1 for p. 0:9
. (10)

Note that interior PV anomalies for the given profiles of

surface fluxes and latent heating in conjunction with

constant S and l can only exist at the two heating

boundaries where dQ/dp 6¼ 0 (see dashed lines relative

to the heating profiles in Fig. 1a).

2) FORMULATION MOTIVATED BY SENSITIVITY TO

HORIZONTAL LOCATION

In addition to the surface flux formulations above, we

introduce a third formulation based on v*

Q̂
sf,v

5 «
sf
h
sf
(p)v̂*. (11)

While this choice is not necessarily based on physical or

observational arguments, it has the advantage that we

can directly control the relative position between the

surface fluxes and the latent heating, independent of po-

tential alterations in the wave structure related to diabatic

effects. As low-level upwardmotion is located near warm-

air advection, the surface fluxes based on this formula-

tion are similar to the formulations based on temperature

[see (8)] and meridional wind [see (9)] anomalies.

By including an imaginary part in the intensity param-

eter «sf, we phase shift Qsf 5RefQ̂sf(p)exp[i(kx2st)]g
such that downward surface sensible heat fluxes are lo-

cated upstream (Im{«sf}. 0) or downstream (Im{«sf}, 0)

of the region of latent heating (see schematic in Fig. 1b for

the relative location of the surface fluxes and Table 2 for

the numerical value of «sf for the respective locations).

TABLE 2. Values of nondimensional surface flux intensity parameter («sf) and respective units for different surface flux parameterizations.

Surface flux parameterization Ts ys v*,08 v*,2908 v*,1908 v*,1808

«sf (nondimensional) 1.5 1.4 3.12 3.12 23.12 23.12

Units of dimensional «sf K Pam22 Km21 K Pa21 K Pa21 K Pa21 K Pa21
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This allows us to investigate how the relative positioning

of surface sensible heat fluxes and latent heating changes

the growth rate and the structure of the solution.

Although we are shifting the surface fluxes from their

typical location relative to the latent heating, such a

sensitivity analysis helps us to better understand how

alterations in the location of surface fluxes change the

relative role of PV anomalies at different vertical levels

and hence affect cyclone structure and development.

3) SURFACE FLUX INTENSITY

To ensure a fixed ratio between the maximum in-

tensity of latent heating and surface sensible heat

fluxes, i.e., max(Qlh)/max(Qsf), across all experiments,

we adjust the surface flux intensity parameter «sf be-

tween experiments accordingly. This is necessary, be-

cause changes in the surface flux intensity can cause

modifications in the structure that modify the relative

strength of the surface fluxes compared to the amount

of latent heating. A fixed ratio ensures that the relative

intensity of surface fluxes is similar in the different

experiments. The ratio is maintained across experi-

ments by varying «sf in a trial-and-error approach for

each of the surface flux formulations.

We tested surface flux intensities that range from zero

to intensities 3 times larger than the latent heating rate.

As the surface flux intensity is highly dependent on

various factors, e.g., the type of cyclone and differences

in the sea surface temperature underneath a cyclone, it is

difficult to define a universal intensity for the incipient

stage of the cyclone. For example, surface sensible heat

fluxes from composites along the frontal passage of 10

midlatitude cyclones ranged from about 230Wm22 in

the warm sector to about 100Wm22 in the cold sector

(Persson et al. 2005), while the surface fluxes in a Met

Office Unified Model analysis of a mature midlatitude

cyclone were significantly stronger and ranged from

2100Wm22 in the warm sector to 250Wm22 in the cold

sector (Sinclair et al. 2010).

Nevertheless, as our results are qualitatively similar

for all investigated intensities, we restrict our presenta-

tion to heating rates associated with surface fluxes that

reach 50% of the latent heating intensity, which corre-

sponds to about 150Wm22 when the surface fluxes affect

the air column between 1000 and 900hPa. The corre-

sponding values of «sf are shown in Table 2 for all surface

flux formulations used in this study.Choosing lower/higher

intensities would result in a weaker/stronger effect by

surface fluxes, but yield qualitatively similar results.

d. Numerical method

We apply a numerical solution technique, where (2)–

(4) form an eigenvalue problem that can be solved for

the eigenvalue s and the eigenvectors ĉ(p) and v̂(p)

for a given wavenumber k. We use a resolution of 171

vertical levels and calculate solutions for 122 different

wavenumbers. Further details can be found in HS19.

e. Normalization of solution

As the nontrivial solution of the eigenvalue problem

formed by (2)–(4) contains at least 1 degree of freedom,

we cannot compare c and v quantitatively for different

experiments and wavelengths (see HS19 for further

clarification). Consistent with HS19, we therefore nor-

malize all variables with respect to the domain averaged

total eddy energy and argue that such a scaling yields a

sound basis for a robust and reliable intercomparison.

We assessed the validity of the QG approximation

by comparing the scale of the QG terms in the mo-

mentum equations to the ageostrophic advection term.

Consistent with HS19, we find that the ageostrophic

term is less than 50% of the dominant QG terms when

using a dimensional surface velocity of 5m s21 (not

shown). We therefore argue that our linear QG frame-

work is suitable to investigate the impact of different

types of diabatic heating as long as we stay clear of the

intensity threshold discussed byHS19, beyondwhich the

diabatic component of v dominates over the dynamic

component.

3. Impact of surface sensible heat fluxes on cyclone
development

We first focus on the surface flux formulations based

on Ts in (8) and ys in (9), followed by the formulation

based on v* in (11), which includes the sensitivity ex-

periments where we zonally shift the surface fluxes

relative to the location of the latent heating. Given

the limitations of the linear QG framework, this

study mainly focuses on the incipient stage of cyclone

development.

a. Parameterizations using Ts and ys

1) GROWTH RATE

The main modification of the dry Eady growth rate is

due to the inclusion of latent heating, with the surface

sensible heat fluxes only playing a minor role (Fig. 2).

Including only surface sensible heat fluxes based on Ts

and ys, without latent heating, introduces an additional

mode with weakly positive growth rates (up to one-third

of the maximum Eady growth rate) at shorter wave-

lengths, while growth rates at long wavelengths are al-

most unchanged compared to the dry Eady mode (not

shown). As in Mak (1998), the growth rates at short

wavelengths become similar to the Eady growth rates
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when using Mak’s (1998) discontinuous static stability

profile (see section 2a). Surface fluxes in conjunction

with latent heating reduce baroclinic growth (red and

blue lines in Fig. 2), which is consistent with the de-

struction of eddy available potential energy and low-

level baroclinicity by surface sensible heat fluxes.

2) GENERAL STRUCTURE OF THE MOST

UNSTABLE MODE

Comparing the structure of temperature (shading),

meridional wind (yellow contours), and latent heating

(black contours) for the most unstable modes, the so-

lutions with surface fluxes (Figs. 3c,d) bear great re-

semblance compared to the solution including latent

heating only (Fig. 3b). The overall structure of these

diabatically influenced solutions even remains qualita-

tively similar to the dry Eady solution (Fig. 3a). All ex-

periments feature a baroclinically unstable structure,

with themeridional wind, and hence the streamfunction,

as well as the PV anomalies (position of extremamarked

by gray dots), and vertical motion (not shown) tilting

westward with height, while the temperature tilts east-

ward with height. Thus, all solutions are energetically

consistent, with warm air ascending poleward.

The cooling from surface sensible heat fluxes (dashed

gray contours in Figs. 3c,d) formulated with respect to

temperature (meridional wind) is slightly upstream

(downstream) of the area of upward motion and is

hence located more or less directly below the area of

latent heating.

3) AMPLITUDE AND LOCATION OF POTENTIAL

VORTICITY ANOMALIES

Evaluating the terms in the PV equation, (3), we find

that the maximum tendency from meridional advection

of basic-state PV (rotated plus symbols in Fig. 3) is lo-

cated less than 908 upstream (downstream) of the upper

(lower) positive boundary PV anomaly for all experi-

ments. The positive tendencies contribute to both the

exponential growth of the PV anomalies associated

with the unstable wave solution as well as to the up-

stream (downstream) advection of the upper (lower) PV

anomaly. This setup counteracts the advection by the

basic-state zonal wind and ensures that the boundary

PV anomalies are phase locked. Similarly, the maximum

diabatic tendency (nonrotated plus symbols) at the heating

boundaries is located less than 908 upstream (downstream)

of the upper (lower) diabatically induced positive PV

anomaly, resulting in net amplification and propaga-

tion that ensures phase locking.

The cooling associated with the surface fluxes below

the layer of latent heating increases the vertical heating

gradient and hence, according to the PV equation, (3),

the dominance of the diabatic PV anomaly at the bottom

of the latent heating layer. At the surface, however,

the downward surface fluxes induce a negative diabatic

FIG. 2. Growth rate vs wavelength without diabatic heating (Eady, black dotted), with latent heating only (lh, black dot–dashed), as in

HS19, and with latent heating and surface sensible heat fluxes, where the surface fluxes are formulated with respect to Ts [(8), red], ys [(9),

blue], or v* [(11), gray]. The big box at the upper right shows a zoom-in of the area in the small box. The results for the surface fluxes

formulated with respect to v* are shown for four different phase shifts. See text for further explanation.
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PV anomaly that suppresses the existing surface PV

anomaly. The contribution from the diabatic tendency

associated with surface fluxes is therefore decreasing

the dominance of the surface PV anomaly relative

to the other PV anomalies.

The increasing dominance of the PV anomaly at the

bottom of the latent heating layer relative to the sur-

face PV anomaly is depicted in Fig. 4a, where the

vertical integral of maximum PV across the bottom of

the latent heating layer (red dots) becomes larger than

the integral of maximum PV around the surface (black

dots) when surface fluxes based on Ts and ys are in-

cluded. As a positive PV anomaly is associated with

warm air above and cold air below (Hoskins et al.

1985), the decreased dominance of the surface PV

anomaly relative to the PV anomaly at the bottom of

the latent heating layer is consistent with a weakening

of the positive temperature anomalies below 900 hPa

(Figs. 3c,d).

Although the diabatic PV tendency suppresses the

surface PV anomaly, the positive contribution from

meridional advection of basic-state PV dominates

over the diabatic contribution (not shown), resulting

in net amplification of the surface PV anomaly. The

dominance of meridional advection also ensures that

the surface PV anomaly remains phase locked and is

advected downstream. This is even the case when the

negative diabatic tendency is located downstream of

the surface PV, opposing its downstream propagation,

as in the formulation based on ys (Fig. 3d).

4) COMPONENTS OF VERTICAL MOTION

To study the impact of surface fluxes on vertical mo-

tion, we split v into components due to the dynamic and

FIG. 3. Temperature (shading), meridional wind (yellow contours), latent heating (black contours), and heating from surface sensible

heat fluxes (gray contours) for the most unstable solution (a) without diabatic heating (Eady), (b) with latent heating only (lh), and with

latent heating and surface fluxes, where the surface fluxes are either formulated with respect to (c) Ts or (d) ys. Dark (light) gray dots show

position of maximum (minimum) PV anomalies at the four interfaces. Plus and minus symbols showmaxima and minima of PV tendency

due to either diabatic forcing (nonrotated 1 and 2 symbols) or meridional advection of basic-state PV (rotated 1 and 2 symbols),

respectively, which overlap at the surface in (d).
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diabatic forcings on the right-hand side of thev equation,

(2) [see Mak (1994) and HS19 for further details].

Consistent with the low-level cooling by surface sen-

sible heat fluxes around the area of upward motion and

below the area of latent heating, the vertical velocity

component due to the forcing by surface fluxes reduces

the total vertical velocity (cf. blue dots with red dots

enclosed by gray circles in Fig. 4b). Even though one has

to be careful when comparing absolute vertical velocity

magnitudes across experiments (see the normalization

issue in section 2e), the weakening of the vertical velocity

also causes a reduction in the latent heating component of

the vertical velocity (red dots), as the latent heating is

parameterized withv*. As the dynamic component (gray

circles) is enhanced in the presence of latent heating, it

also diminishes when surface fluxes are included.

5) ENERGETICS

The effect of surface sensible heat fluxes on the

energetics is investigated using the energy framework

introduced by Lorenz (1955), where the tendency of

domain-averaged eddy available potential energy Ae

is defined as

›A
e

›t
5C

a
1G

e
2C

e
, (12)

with

C
a
52

l

S
c
x
c
p
, G

e
52

1

S
Qc

p
, and C

e
5vc

p
(13)

representing the conversion from basic-state available

potential energy to eddy available potential energy

(Ca), the generation of eddy available potential energy

through diabatic heating (Ge), and the conversion from

eddy available potential energy to eddy kinetic energy

(Ce), respectively. The bar denotes zonal and vertical

averages. We further split the diabatic term into com-

ponents due to latent heating Glh
e and surface fluxes Gsf

e

using the respective heating ratesQlh andQsf. We define

changes in Gsf
e as direct effects of surface fluxes, while

changes in Ca, Ce, and Glh
e due to surface fluxes are re-

ferred to as indirect effects.

Comparing the different terms in the energy equation,

(12), relative to the net source of eddy available poten-

tial energyAe, we find a weak and negative contribution

from Gsf
e when surface fluxes are included (Fig. 5). This

negative contribution is largest when the surface fluxes

are based on surface temperature, because the downward

surface fluxes are then more directly collocated with the

low-level positive temperature anomalies (Fig. 3c).

The positive contribution from Glh
e reduces when

surface fluxes are included. This is consistent with the

FIG. 4. (a) Vertical integral of the magnitude of scaled PV

anomalies (proportional to the magnitude of the PV anomalies) at

the model boundaries pt 5 0.15 (gray) and pb 5 1.0 (black) and

the heating interfaces plht 5 0.4 (blue) and plhb 5 0.9 (red).

(b) Amplitude of scaled components of v* at the bottom of the

latent heating layer, where the subscripts d, lh, and sf denote

dynamic, latent heating, and surface flux components, respec-

tively. Results are shown for experiments without diabatic

heating (Eady), latent heating only (lh), and for surface fluxes

based on Ts, ys, and v* (see text for further explanation). All

solutions are scaled with respect to the total energy averaged

over the domain.
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reduced vertical velocity, and hence latent heating,

caused by the downward surface fluxes underneath the

region of ascent discussed above. Furthermore, as latent

heating is associated with enhanced baroclinic growth, a

weakening of latent heating by surface fluxes is in

agreement with the decrease in growth rate when sur-

face fluxes are added (Fig. 2).

The contribution from Ca increases when surface

fluxes are included. This is consistent with a downstream

shift of the temperature field in the surface flux layer

(Figs. 3c,d), which better collocates the positive tem-

perature anomalies with the northward flow, thereby

increasing the meridional heat flux.

The contributions from Ce barely change when surface

fluxes are included. This can be explained by the combi-

nation of a decrease inCe due to the reduction in vertical

velocity associated with surface fluxes and an increase in

Ce due to the downstream shift in the low-level temper-

ature field that better collocates the positive temperature

anomalies with upward motion. The net effect on Ce is

therefore either weakly negative (when fluxes are based

on Ts) or weakly positive (when fluxes are based on ys).

b. Parameterizations using v* including phase shifts

When downward surface sensible heat fluxes are

proportional to upward motion at the bottom of the la-

tent heating layer, the location of the surface fluxes and

the PV anomalies (Fig. 6a) is between the corresponding

locations when surface fluxes are based on temperature

(Fig. 3c) and meridional wind (Fig. 3d). The maximum

growth rate (gray solid line in Fig. 2) and the amplitude

of the PV anomalies as well as the vertical velocity

components (Fig. 4) are comparable to the corre-

sponding growth rates and amplitudes for the surface

flux formulations based on surface temperature and

meridional wind.

1) SURFACE FLUXES SHIFTED 1808

When we shift upward surface fluxes in phase with

upward motion, and hence latent heating (cf. black and

gray contours in Fig. 6d), the growth rate (dotted gray

line in Fig. 2) of the deep mode at long wavelengths

(*2000km) is larger than in all other experiments. The

increased growth rate is consistent with a strengthening

of the vertical velocity by surface fluxes (cf. blue dots

with red dots enclosed by gray circles in Fig. 4b), as well

as an increase in the generation of eddy available potential

energy by latent heating and surface fluxes (lightest gray

bars in Fig. 5).

The zonal collocation of upward surface sensible heat

fluxes and latent heating reduces the vertical heating

gradient at the bottom of the heating layer and hence the

dominance of the PV anomaly at this level relative to

the other PV anomalies (Fig. 4a). On the other hand, the

relative dominance of the surface PV anomaly is en-

hanced with this surface flux configuration, because the

positive diabatic PV tendency (nonrotated plus symbol

in Fig. 6d) at the surface is located near the surface PV

anomaly. This results in a stronger surface PV anomaly

compared to the PV anomaly at the bottom of the latent

heating layer, in contrast to the previous surface flux

formulations.

2) SURFACE FLUXES SHIFTED 6908

When surface fluxes are shifted 908 upstream (down-

stream), upward surface fluxes are located at the leading

(trailing) edge of the warm sector (cf. black and gray

contours in Figs. 6b,c). For both of these formulations,

FIG. 5. Relative contributions from the energy terms for experiments with latent heating only (lh, black) and for surface fluxes based on Ts

(red), ys (blue), and v* (gray). Each term is scaled with respect to the total source of eddy available potential energy, i.e., Ca 1Glh
e 1Gsf

e .
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the maximum growth rate (gray dashed and dot–dashed

lines in Fig. 2) is, at long wavelengths, comparable to

when no surface fluxes are included (black dashed line),

and surface fluxes are neither enhancing nor suppressing

the vertical velocity (cf. blue dots with red dots enclosed

by gray circles in Fig. 4b).

Despite the similar growth rates and vertical veloci-

ties, these surface flux formulations are associated with a

different low-level structure of temperature and PV

(Figs. 6b,c). When the downward surface fluxes are

shifted upstream of the latent heating, the surface fluxes

are less out of phase with temperature compared to

when the downward fluxes are located directly below the

area of latent heating (Figs. 6a,b). The negative contri-

bution from Gsf
e is therefore slightly weaker (Fig. 5).

Concurrently, the low-level temperature anomalies be-

come stronger, in accordance with a slightly larger

contribution from Ca. The increase in Gsf
e and Ca is as-

sociated with a slightly weaker contribution from Glh
e

and Ce relative to the net source of Ae.

In contrast to the upstream shift of surface fluxes, a

downstream shift results in an upstream displacement of

the low-level temperature field, such that warm air col-

locates with heating from the surface fluxes (Fig. 6c).

The contribution from Gsf
e is therefore positive (Fig. 5).

Concurrently, the shift in temperature results in a re-

duced collocation between temperature and meridional

wind at low levels, yielding a decrease in Ca and hence

Ae. Thus, the decrease in Ca is associated with an in-

crease in the contribution fromGlh
e andCe relative to the

net source of Ae.

Consistent with the upstream (downstream) shift in

surface fluxes, there is an upstream (downstream) shift

in themaximum vertical gradient in diabatic heating and

hence the PV anomaly at the bottom of the latent

heating layer (gray dots in Figs. 6a–c). This displacement

results in a less ideal westward tilt between the diabati-

cally induced PV anomalies and a weaker dominance of

the PV anomaly at the bottom of the latent heating layer

relative to the other PV anomalies (Fig. 4a).

FIG. 6. As in Fig. 3, but for surface fluxes formulated with respect to v*. Downward surface fluxes are (a) 08, (b) 2908, (c) 1908, and
(d) 1808 out of phase with upward motion.
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At the surface, the upstream shift in surface fluxes

shifts the negative diabatic PV tendency (nonrotated

symbols in Fig. 6) upstream and further away from the

surface PV anomaly compared to when the downward

surface fluxes are located directly below the area of

latent heating. With the negative impact from the di-

abatic PV tendency being reduced, the surface PV

anomaly becomes more dominant relative to the other

PV anomalies (Fig. 4a).

As mentioned above, the downstream shift of surface

fluxes is associated with an upstream shift in tempera-

ture, which is per definition also shifting the surface PV

anomaly upstream (Hoskins et al. 1985). The surface PV

anomaly is now farther away from the positive PV ten-

dency associated with meridional advection (rotated

symbols in Fig. 6), but almost entirely in phase with the

diabatic PV tendency, which is in contrast to the other

surface flux formulations. The positive contribution

from the diabatic PV tendency strengthens the relative

dominance of the surface PV anomaly compared to

when the downward surface fluxes are located directly

below the area of latent heating (Fig. 4a).

The upstream (downstream) displacement of the PV

anomaly at the surface (bottom of the latent heating

layer) associated with the downstream shift of the sur-

face fluxes results in an eastward tilt with height between

the low-level PV anomalies (Fig. 6c). Although an

eastward tilt is not beneficial for baroclinic instability,

both low-level PV anomalies remain phase locked with

similar magnitudes (cf. red and black dots in Fig. 4a).

This is most likely due to a strong impact of the upper-

level PV anomaly on the surface PV anomaly. These

anomalies feature the typical westward tilt with height

and thereby favor baroclinic development.

3) ADDITIONAL MODES

Additional unstable modes exist for two of the phase-

shifted surface flux formulations at wavelengths shorter

than 2000km (dotted and dot–dashed lines in Fig. 2).

However, we argue that these modes are unphysical,

because the dynamic component of the vertical ve-

locity is much smaller than its diabatic component

(not shown), which indicates that these solutions

are not reasonable for typical midlatitude cyclones

(HS19). With a horizontal scale in the meso-a range,

we also argue that these modes are probably too small

to be reasonably resolved in the QG framework at

hand. Nevertheless, as this is an idealized study that

aims to broaden our understanding of moist baroclinic

modes, we briefly discuss and contextualize these

modes below.

The structure of the unstable mode corresponding to

the v*,1808 experiment at around 1000-km wavelength

is mainly around the top of the latent heating layer

and does not feature any surface cyclone, whereas the

structure corresponding to the v*,1908 experiment at

around 600-km wavelength is shallow and mainly within

the surface flux layer, where it tilts eastward with height

(not shown). Neither of these additional modes bear

resemblance to real cyclones nor to the additional mode

at short wavelengths presented in the related surface

flux study by Mak (1998), where the structure is tilting

westward with height in the surface flux layer.

The absence ofMak’s (1998) low-level mode is related

to the inclusion of latent heating and the lack of a ver-

tically varying static stability. As explained in section 2a,

we argue that the static stability profile presented by

Mak (1998) is not representative for this study when

latent heating is included. Consequently, we do not re-

cover Mak’s (1998) low-level mode.

While Mak (1998) argued that his low-level mode

resembles the structure of polar lows, HS19 questioned

if such a low-level mode is physical, as the interacting

PV anomalies are situated at the bottom and top of

the mixed boundary layer, rendering their interactions

questionable. To further test the model’s capability to

represent polar lows, we conducted additional experi-

ments with a more representative polar low environ-

ment, where the tropopause was lowered from 150

to 500 hPa and the Coriolis parameter f was increased

from 1.0 to 1.4 (corresponding to a latitude of 748N).

Accordingly, the top of the latent heating layer was also

lowered from400 to 600hPa. Themain outcome is that the

growth rates increase and shift to shorter wavelengths

mainly around 1000–2000km (not shown). These modifi-

cations are mainly due to the increase in Coriolis param-

eter and to the shallower latent heating layer, with the

lowering of the tropopause playing a minor role. The

corresponding structures are similar to the original struc-

tures in Figs. 3 and 6, though the lower tropopause con-

sistentlymakes the deepmodes shallower (not shown) and

thereby remarkably similar to the structure of the ideal-

ized polar lows in Terpstra et al. (2015, their Fig. 5b). This

confirms the hypothesis of Terpstra et al. (2015) that the

development of polar lows resembles that of moist mid-

latitude cyclones with a lowered tropopause, alongside

potential modifications by surface fluxes.

4. Impact of surface latent heat fluxes and moisture
supply

While we are able to directly include the role of sur-

face sensible heat fluxes in our model, we investigate the

impact of surface latent heat fluxes indirectly by keeping

«sf the same as in Table 2 while increasing the latent

heating intensity parameter «lh from its default value of
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12.5 to the intensity needed to match the growth rate of

the experiment only including latent heating (Fig. 2).

The resulting change of «lh is then inserted into (5) to

estimate the corresponding average dimensional change

in latent heating DQ for a vertical velocity scaling of

1023 hPa s21 (Table 3). Assuming pseudoadiabatic as-

cent, the corresponding additional water vapor supply

equals the average change in saturation humidity mixing

ratio qs

dq
s

dt
5 2

c
p

L
DQ , (14)

where cp is the heat capacity at constant pressure and L

is the latent heat of condensation. The additional water

supply can then be used to estimate the required sus-

tained surface latent heat flux to alter the air parcels

accordingly:

Q
lf
5L

dq
s

dt

p
lht
2 p

lhb

g
52c

p

p
lht
2 p

lhb

g
DQ , (15)

where (plhb 2 plht)/g represents the mass of the heating

layer, with g being the gravitational constant.

For surface flux formulations based on surface tem-

perature, meridional wind, and vertical motion at the

bottom of the latent heating layer, where the maximum

growth rate reduces compared to when no surface fluxes

are included, the estimated intensity of sustained surface

latent heat fluxes required to overcome the detrimental

effects range from 36 to 43Wm22 (Table 3). These

values are small compared to the passage of midlatitude

cyclones, where surface latent heat fluxes range from 30

to 140Wm22 in the warm sector and even reach up to

200Wm22 further ahead of the warm sector (Persson

et al. 2005). We therefore argue that the moisture input

from surface latent heat fluxes into the warm conveyor

belt increases the latent heat release sufficiently to

compensate for the detrimental effects of surface sen-

sible heat fluxes, such that the net effect of surface

sensible and latent heat fluxes is beneficial for cyclone

development.

5. Concluding remarks

We included surface sensible heat fluxes in conjunc-

tion with moderate latent heating in the linear QGEady

(1949) model to investigate the direct and indirect ef-

fects of surface fluxes on the incipient stage of midlati-

tude cyclone development, where direct and indirect are

defined as either directly influencing the diabatic gen-

eration of eddy available potential energy or related to

indirect changes in the circulation and latent heating

that affect the energetics, respectively. We find that

changes in the growth rate and structure due to surface

sensible heat fluxes are rather small compared to changes

related to latent heating. Growth rates reduce when

downward surface sensible heat fluxes are located around

warm surface air, poleward surface winds, or low-level

ascent. This is expected from the decrease in low-level

baroclinicity, where surface sensible heat fluxes cool

(heat) the warm (cold) sector. The surface fluxes also

yield a weakening of vertical motion and thus latent heat

release, which also leads to a reduction in growth rate.

We tested different parameterizations to represent

surface sensible heat fluxes and found that the results

are more sensitive to the actual location of the surface

sensible heat fluxes than to the type of surface flux

parameterization. When upward surface sensible heat

fluxes are located directly below the layer of latent

heating, the growth rate increases. However, when the

surface sensible heat fluxes are located one-quarter

wavelength up- or downstream from the region of

latent heating, the maximum growth rate is almost

unaffected compared to the experiment with latent

heating only.

The structure of the most unstable mode for all ex-

periments is generally consistent with the energetics of

baroclinic instability, featuring a QG streamfunction,

meridional wind, PV anomalies, and vertical motion

tilting westward with height as well as a temperature

field tilting eastward with height. Surface sensible heat

fluxes modify the relative role of the low-level PV

anomalies by shifting the low-level temperature struc-

ture. When downward surface sensible heat fluxes are

located below the equivalent of the warm conveyor belt,

the diabatically induced PV anomaly at the bottom of the

latent heating layer becomesmore dominant than the PV

anomalies at the model boundaries. This is consistent

with enhanced vertical heating gradients at the interface

between the layers of latent heating and surface fluxes.

In contrast, when upward surface sensible heat fluxes

are located below the area of latent heating, the diabatic

PV anomaly at the interface between the layers of latent

heating and surface fluxes becomes the least dominant

PV anomaly, while the surface PV anomaly becomes

TABLE 3. Estimated changes of the latent heating intensity pa-

rameter («lh) and latent heating (Qlh) as well as sustained surface

latent heat fluxes (SSLH) necessary to overcome the detrimental

effects of surface sensible heat fluxes for the deep modes at long

wavelengths in Fig. 2.

Surface flux parameterization Ts ys v*,08

D«lh (nondimensional) 0.31 0.34 0.37

DQlh (K day21) 0.61 0.67 0.72

SSLH (Wm22) 36 39 43
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more dominant due to a positive diabatic PV tendency

at the surface. Moreover, when downward surface sen-

sible heat fluxes are located upstream or downstream of

the area of latent heating, the diabatically induced PV

anomaly at the bottom of the latent heating layer is

shifted accordingly, resulting in a weaker or stronger

westward tilt with height relative to the diabatic PV

anomaly at the top of the layer of latent heating. Such a

setup is less ideal for baroclinic development.Concurrently,

the diabatic PV tendency around the surface PV anomaly

is less negative—or even positive—compared to when

downward surface sensible heat fluxes are located below

the layer of latent heating.Consequently, the importance of

the surface PV anomaly is similar to the diabatic PV

anomaly at the bottom of the latent heating layer.

When downward surface sensible heat fluxes are lo-

cated near the warm conveyor belt, the collocation of

warm air with northward flow is improved, resulting

in a positive impact on the conversion from basic-state

available potential energy to eddy available potential

energy. In contrast, the direct and indirect effects on the

diabatic generation of eddy available potential energy

are detrimental, where the indirect effect is related to a

reduction in vertical motion and hence latent heating.

Despite the reduction in vertical motion, the conver-

sion from eddy available potential energy to eddy ki-

netic energy is, however, not significantly affected by

surface fluxes.

The impact on the energetics described in the previ-

ous paragraph is qualitatively identical when surface

sensible heat fluxes are shifted a quarter wavelength

upstream. However, when the downward surface sensi-

ble heat fluxes are located one-quarter wavelength

downstream, as well as when they are completely out of

phase with latent heating, the qualitative impact on the

energetics reverses, with a positive impact on the dia-

batic generation of eddy available potential energy

and a negative impact on the conversion from basic-

state available potential energy to eddy available

potential energy. Hence, while the upstream and

downstream shift of surface fluxes may result in similar

growth rates, the low-level structure and energetics are

quite different, which is potentially important for other

aspects of the development, such as nonlinear processes.

In general, our surface flux formulations yield a reduced

strength in vertical motion at the bottom of the latent

heating layer, except when the surface fluxes are re-

versed or shifted downstream, in which case the ver-

tical motion at the bottom of the latent heating layer

strengthens. However, similar to the other formulations,

the modification of vertical motion does not significantly

affect the conversion from eddy available potential en-

ergy to eddy kinetic energy.

When we simultaneously lower the tropopause, in-

crease the Coriolis parameter, and make the latent

heating layer shallower to better represent polar envi-

ronments, our results are qualitative similar, though

growth rates increase and unstable modes shift toward

shorter wavelengths. Furthermore, consistent with a

shallower troposphere, the structure of the unstable

modes becomes shallower and thereby more similar to

polar lows, supporting earlier findings that polar lows

grow through moist baroclinic instability.

While our model framework only allows for a direct

investigation of surface sensible heat fluxes, estimated

modifications in moisture supply related to changes in

latent heating indicate that the detrimental effects of the

surface sensible heat fluxes are easily compensated by

the indirect effect of providing additional moisture into

the warm conveyor belt through surface latent heat

fluxes. This finding further highlights the importance of

previously identified moisture pathways into the warm

conveyor belt (Boutle et al. 2010; Pfahl et al. 2014; Dacre

et al. 2019), whereas local surface fluxes in the cold

sector energetically do not appear to be a viable option.

The moisture pathways into the warm conveyor belt and

their connection to local and remote surface fluxes

should thus be studied further using more complex

models that are able to represent peripheral moisture

sources from preceding cyclones or from moist air

masses originating in the subtropics.
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