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Abstract

When a movie is uploaded to a movie Recommender System (e.g., YouTube), the system
can exploit various forms of descriptive features (e.g., tags and genre) in order to generate
personalized recommendation for users. However, there are situations where the descriptive
features are missing or very limited and the system may fail to include such a movie in the
recommendation list, known as Cold-start problem. This thesis investigates recommendation
based on a novel form of content features, extracted from movies, in order to generate rec-
ommendation for users. Such features represent the visual aspects of movies, based on Deep
Learning models, and hence, do not require any human annotation when extracted. The pro-
posed technique has been evaluated in both offline and online evaluations using a large dataset
of movies. The online evaluation has been carried out in a evaluation framework developed
for this thesis. Results from the offline and online evaluation (N=150) show that automatically
extracted visual features can mitigate the cold-start problem by generating recommendation
with a superior quality compared to different baselines, including recommendation based on
human-annotated features. The results also point to subtitles as a high-quality future source
of automatically extracted features. The visual feature dataset, named DeepCineProp13K and
the subtitle dataset, CineSub3K, as well as the proposed evaluation framework are all made
openly available online in a designated Github repository.
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Chapter 1

Introduction

1.1 Motivation

Over the past decade, a wider range of media content has become increasingly available to
consumers through digital streaming services. In line with this trend, it is becoming progres-
sively more difficult for consumers to make choices. This has led to the challenge of Choice

Overload, where consumers have a high number of options while lacking sufficient personal
experience of the alternatives needed in order to make a good decision [84, 102]. Digital video
streaming services, such as YouTube, are particularly prone to choice overload. With millions
of hours of video content, a human being is only able to browse through a tiny fraction of
the item catalog. Recommender systems can mitigate these types of challenges for users by
providing short, personally tailored lists of options that satisfy user preferences, needs, and
constraints [84].

In recent years, various types of video recommendation algorithms have been proposed
and evaluated, demonstrating excellent performance. These algorithms typically receive dif-
ferent types of input data, e.g., content-associated data, also known as content features, and
build recommendations on top of this data [3, 28, 43, 74, 75, 112]. Such recommendation
techniques, that rely on descriptive data about the content of videos, are called Content-Based

Filtering (CBF). While these approaches can be effective in generating relevant recommenda-
tion for users, they may fall short to recommend videos where descriptive data are missing or
very limited. This type of situation is called the New Item problem and is part of one of the
most prominent and persistent issues for recommender systems, known as Cold Start.

Another limitation of CBF recommendation techniques is the vulnerability to over-
specialization, i.e. the lack of ability to provide diverse recommendations [56]. Collaborative

Filtering (CF) represents another popular approach in recommender systems, utilizing rating
information to generate recommendations. While CF systems generally perform well in pro-
viding diverse recommendations, the new item problem for these systems occurs when an item
has yet to be rated. To mitigate the limitations of each of the CBF and CF methods and achieve
better performance, characteristics of both types can be combined in a Hybrid Recommender
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System [2, 16].

Apart from the new item problem, the process of collecting quality data to represent the
videos is itself another major problem in movie recommendation based on CBF techniques.
Traditionally, this type of data is dependent on manual operations. For some forms of data
(e.g., genre), a group of experts is essentially required to manually annotate, while other forms
(e.g., rating and tag) may need a large community of users willing to provide the data. This
makes the aforementioned data to be very expensive and extremely sparse to collect [21, 23,
35, 83, 124].

Methods for utilizing new technologies for automatic extraction of features to represent
multimedia content offer possibilities to mitigate the new item problem. Additionally, using
such methods makes recommender systems less prone to human biases and errors [30]. Au-
tomatically extracted features from movie trailers have already been demonstrated to provide
promising results in generating movie recommendations [30, 31, 33, 39, 40]. At the same time,
the field of computational image recognition is having a renaissance through the use of Convo-
lutional Neural Networks (CNN) and the tremendous progress in Deep Learning over the past
decade [46]. In other domains, such as recommender systems in fashion, deep learning-based
visual features are already highly utilized [53, 60, 78]. Research on the use of deep learning
to create visual features for the purpose of video recommendation is a growing topic, where
different methods are still being experimented with.

The progress in deep learning has also had a dramatic impact on computational speech
recognition, which has enabled high-quality automatically produced closed-captioning of
videos [46]. Providing automatically generated quality data, this can make subtitles an at-
tractive source of content features for video recommendations. While the use of lyrics have
been explored in music recommender systems [20, 48, 72, 72, 80], there has, to the author’s
knowledge, been little research performed on subtitles for video recommendations.

Research on recommender systems normally focus on the predictive accuracy of prediction
algorithms. A limitation with predictive analysis is that accuracy only constitutes for one
part of the user experience of recommender systems. User experience is also influenced by
other factors, such as objective system aspects (e.g. diversity) and situational or personal
aspects [62]. User-centric approaches that include real users provide a significantly more
robust evaluation of how well a recommender system serves its purpose by taking these other
factors into account.

1.2 Problem

Despite recent advancements in recommender systems, there are still problems that have not
yet been completely resolved. Some of these problems derive from the nature of the data used
by recommendation algorithms, causing issues such as cold start [105]. Other problems come
from the nature of the algorithms themselves, causing issues related to diversity in recommen-
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dations and scalability [105]. The capabilities of image recognition for recommender systems
in other domains have been widely demonstrated, and the use of deep learning-based visual
features for movie recommendations is a growing research topic. While content features tradi-
tionally used in movie recommender systems (e.g. tags and genre) rely on manual operations,
deep learning-based visual features can be extracted automatically. An automatic approach
may alleviate the cold start problem when other content features are missing or sparse, in ad-
dition to being cheaper to collect than manual features. Furthermore, hybrid recommender
systems that combine CBF and CF techniques can be used to achieve higher recommendation
performance [2, 16]. While most research on recommender systems only focus on algorithmic
performance, a user-centric approach is necessary to account for other dimensions of the user
experience of recommender system performance.

This thesis addresses the cold start problem by proposing a novel hybrid movie recom-
mendation technique with the use of deep learning-based visual features. The approach is
evaluated in a predictive analysis by comparing with models receiving manual features, i.e.
tag and genre. Novel content features based on subtitles are also used in the evaluation to rep-
resent a baseline that can be formed of automatically extracted features. In order to account
for factors that go beyond predictive performance, a framework for evaluating movie recom-
mender models with real users is developed. The framework is utilized to investigate how
real users experience the performance of the novel hybrid recommender model implemented
with deep learning-based visual features, compared with hybrid models based on subtitles and
traditional manual features.

The purpose of this thesis is to investigate whether automatically extracted content features
in the form of deep learning-based visual features can mitigate the new item problem for movie
recommendations.

1.3 Research Questions

In order to address the different aspects of the general problem statement, the thesis attempts
to answer the following research questions:

• RQ 1: Can visual features automatically extracted with deep learning provide better

recommendation quality compared to the other types of content features?

– RQ 1.1: Can automatic visual features provide better recommendation qual-

ity compared with traditional features that are collected manually (e.g. tag and

genre)?

– RQ 1.2: Can automatic novel visual features provide better recommendation

quality compared to the subtitles of movies?

• RQ 2: How is the quality of recommendation based on visual features perceived by

users compared to the other types of content features?
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– RQ 2.1: How is the user perception impacted by different recommendation tech-

niques utilizing different recommendation algorithms?

– RQ 2.2: How do the personal characteristics of users (e.g., personality, and de-

mographics) affect their perception of different movie recommendation techniques

using different types of content features?

– RQ 2.3: What is the perceived usability of a recommender system that utilizes

visual features for recommendation?

1.4 Contributions

The main contributions of my thesis include the following items:

• Proposing a novel hybrid recommendation technique based on visual features automati-
cally extracted with deep learning.

• A comprehensive evaluation of proposed recommendation approach in both offline and
online experiments, including consideration of different optimization methods and com-
parisons with different baselines on various evaluation metrics.

• Extracting a large dataset with visual features from 12,875 movie trailers, using an ad-
vanced deep learning model; the dataset, named DeepCineProp13K, is published openly
in the project’s Github repository1.

• Collecting a large dataset of subtitles from 3,405 full length movies and exploiting them
in a baseline recommendation technique; the dataset, named CineSub3K, is made openly
available in the project’s Github repository.

• Developing a framework for evaluating and comparing different movie recommender
models with real users as a modern web application, including an evaluation of the
framework’s usability; source code is made openly available in the project’s Github
repository.

1.5 Thesis Outline

The following items describe the general outline of the thesis:

• Chapter 2: Background. Describes the literature related to the research problems of
this thesis: Section 2.1 gives a background on movie recommender systems; Section
2.2 describes previous work on visual features for recommender systems; Section 2.3
provides a background on video captions in relation to this thesis; Section 2.4 gives an
overview of user-centric evaluation of recommender systems.

1https://github.com/2rd/Thesis

https://github.com/2rd/Thesis
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• Chapter 3: Methodology. Details the methods used in the different stages of the thesis:
Section 3.1 describes how data in DeepCineProp13K and CineProp3K were extracted
from movies; Section 3.2 details the aggregation and refining of the datasets; Section
3.3 provides details about the recommendation algorithms used in the experiments; Sec-
tion 3.4 reports the design process of the recommender system evaluation framework;
Section 3.5 defines the methodology of the experiments utilized in the evaluation of the
work.

• Chapter 4: Results. Contains the results from the experiments performed to eval-
uate the proposed research approach: Section 4.1 describes the results from the ex-
ploratory analysis; Section 4.2 reports the performance of the different recommendation
approaches on algorithmic performance metrics; Section 4.3 provides a comparison of
algorithmic performance for the tested recommendation approaches with different loss
functions; Section 4.4 gives an analysis of the results from the real-user study.

• Chapter 5: Conclusions and Future Work. Discusses and summarizes the findings of
the Results chapter in regards to the formulated research questions, the limitations of the
work, as well as suggestions for further research within the problem areas of this thesis.
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Chapter 2

Background

The background chapter provides an overview over previous works relevant to this thesis and
is divided into 5 sections. Section 2.1 provides a background of recommender systems in the
context of movie recommendation, as well as different recommendation techniques. Section
2.2 details previous works that uses visual features for movie recommendations. Section 2.3
provides a brief introduction to subtitles as a data source for recommender systems. Section
2.4 details the considerations and frameworks for online evaluation of recommender systems.
Section 2.5 provides a summary of the chapter and specifies how this thesis differs from pre-
vious works.
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2.1 Movie Recommender Systems

Through the internet, there is a continually growing availability of different products and an
increase of data associated with products. In line with this trend, consumers are faced with
progressively more difficult choices in their daily life. This has led to the challenge of Choice

Overload, where consumers have a high number of options while lacking sufficient personal
experience of the alternatives needed in order to make a good decision [86, 103]. Online video
streaming services such as YouTube are particularly prone to choice overload. With millions
of hours of video content, a human being is only able to browse through a tiny fraction of
the item catalog. Recommender systems can mitigate this type of challenges for users by
providing short, personally tailored lists of options that satisfy user preferences, needs, and
constraints [86].

There exists a number of approaches to creating personalized video recommendations for
users. One of the most popular types of recommender systems is based on the Content-based
Filtering (CBF) technique. In CBF, items are represented by their content and the users by as-
sociating their preferences with the item content [52, 57, 74, 77, 98]. Other popular types of
recommendation systems include Collaborative Filtering (CF) and Knowledge-based recom-
mender systems. CF systems recommend items based on previous ratings from other users
with similar taste, as well as the active user’s previous ratings [44, 104]. Knowledge-based
recommender systems, on the other hand, take into account the user’s needs and constraints to
predict the utility an item constitutes for them [86, 104].

By combining recommender system techniques in a Hybrid recommender system, one
technique can complement the limitations of the other, and vice versa [17]. For instance, a
pure CF system will not be able to recommend items that, in a new item scenario, have yet to
receive any ratings. However, if there are descriptive features available for the items, content-
based techniques can be used to take advantage of these to make predictions.

In the movie domain, item content is described with a set of representative features char-
acterizing different aspects of the movie content. Traditional examples of content features are
genre and tag, representing some form of semantics within the movies. Figure 2.1 depicts
the high-level architecture of CBF recommender systems. Recommendation is performed in a
three-step process, each handled by a separate component [104]. Content data is first cleaned,
engineered and then used to create a Vector Space Model where the video items are repre-
sented as vectors of attributes. This step is handled by the content analyzer which provides the
input to the profile learner and filtering component. The profile learner constructs user profiles
based on items that the user has liked or disliked in the past. Finally, the filtering component
suggests relevant items to the active user by finding video items that share similar attributes
with other items that match the user profile.

Movie content features can be divided into classes in a three-level hierarchy of low-,
intermediate-, and high-level features with each class illustrating different representations of
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Figure 2.1: High level illustration of a content-based recommender system architecture [104]

the movies [30, 125]:

1. Representing the high-level features are the semantic features of a movie, dealing with
events or concepts. The plot of the movie Lawrence of Arabia, which covers the Allies’
campaign in the Middle East during World War I as seen through the eyes of T. E.
Lawrence, would be an example of semantic feature.

2. Representing the intermediate-level features are the syntactic features of a movie, deal-
ing with objects and their interactions. In the same noted movie, examples of syntactic
features include the actor Peter O’Toole, as well as objects such as camels, horses, and
daggers.

3. Representing the low-level features are the stylistic features of a movie, relating to the
aesthetic and visual design of a movie, known as the mise-en-scéne form [31]. In the
same movie as noted, examples of stylistic features include predominant colors yellow
and brown, as well as long-lasting shots.

2.2 Visual Features in Movie Recommender Systems

In the domain of content-based video recommender systems, most of the prior works have
been based on semantic features. These semantic features include structured data such as
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Figure 2.2: Method for extraction and aggregation of visual features from movie trailers as illustrated
in Moghaddam et al. [84].

genre, cast, and director, or unstructured data, such as tags, textual reviews, and plot. In more
recent works, the promise of computationally extracted low-level visual features as the basis
for recommendations has been demonstrated [29, 33, 41, 84]. These features can either be
used in combination with other content-based techniques or individually [32].

Visual features is a more stylistic approach of representing movies. This type of novel
features, in contrast to the traditional features, does not need any expensive human-annotation
and can be extracted automatically adopting Computer Vision methods. Hence, they could be
a potential solution for movie recommendation in cold start, i.e., when recommending movies
with no descriptive features. Another advantage of the visual features is that they can be more
representative of the production style and can enable movie recommender systems to become
style-aware [19, 68, 128, 129].

Deldjoo et al. [32] propose such a system that automatically analyzes the content of videos
and extract a set of representative stylistic features. The selection of features is grounded
in Applied Media Theory. Features are automatically extracted from identified key frames
that are then analyzed, resulting in both temporal and spatial features such as shot length,
object motion, color, and lighting. Using a conventional k-nearest neighbor algorithm on these
features, the system achieves higher recommendation accuracy compared with conventional
genre-based recommendations. Movie trailers also prove to be as useful in recommendations
as their corresponding full-length movies when using this technique [32].
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Another demonstration of the power of visual features in video recommenders is provided
in Moghaddam et al. [85]. In cold start situations, when a movie recommender system is un-
able to provide personalized recommendations, many systems would suggest popular movies
instead. While popularity is usually based on number of ratings provided by existing users,
this approach may not work well when movies are new. By extracting visual features from key
frames of movie trailers and aggregating these, recommender models were trained to predict
the popularity and rating of movies. Their experimental results show that while there is a cor-
relation between rating and popularity, there is also a correlation between visual features and
popularity. Through the predictive analysis, they confirm that their classification model can be
used to predict the success of a movie in terms of rating and popularity, even before the full
movie is available [85].

Rimaz et al. [106] explore the potential of using low-level visual features in movie recom-
mender systems. The visual features were extracted from 1800 movie trailers and combined
with semantic features from corresponding movie data in the MovieLens 1M dataset. In their
exploratory analysis on the visual features, they examine the evolution of visual features over
time as well as investigate the visually similar clusters that could exist among movies. In their
experimental evaluation where a recommender based on the extracted visual features is com-
pared with models based on other content features such as genre, tags and a combination of
these, the findings show that the model based on visual features outperforms the other models
[106].

While the mentioned papers above consider low-level visual features to address the cold
start problem, Li et al. [71] propose a CBF video recommender that takes advantage of deep
convolutional neural networks(CNN) to extract visual features for videos. In addition to the
visual modality, they also include audio and metadata features in their recommender. When
comparing the performance of the three different modalities, the vision model exceeds the
other models. While demonstrating the possibility of using CNN to address the cold start
problem and its superiority over two other models, the study also has some significant limita-
tions. The models are only trained on trailers for 40 TV shows with an average of 5 trailers for
each TV show. There is also serious incompleteness in their test data, which is addressed by
utilizing synthetic anchor points to bridge the gap between training and test data [71].

Filho, Wehrmann and Barros [42] propose a purely content-based recommender system
named DeepRecVis, built on visual features extracted from keyframes of movie trailers with
CNN. The CNN model is pre-trained on ImageNet and Places-365, with the purpose of let-
ting it recognize both objects and scenery. In addition, the k-means algorithm is employed to
find natural scene categories from the extracted visual features. To evaluate their approach,
the performance of a system built on the extracted visual features is compared with a system
built with low-level features, as well as a hybrid of the two. The aspects considered include
accuracy, decision support, and diversity. This is evaluated using metrics such as MAE, pre-
cision, and recall, in addition to serendipity measuring techniques. Their results show that the
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deep learning-based approach outperformed low-level features on all metrics as well as diver-
sity. This indicates that using CNNs for feature extraction in CBF could perhaps constitute as
an even more suitable approach than low-level features.

Sulthana et al. [118] demonstrate automation of image processing and analysis for recom-
mendations through the use of a VGG16 CNN model that has been pre-trained on ImageNet.
Their approach is, however, not to classify the images and generate recommendations based
on image classifications. Instead, they extract feature vectors by disconnecting the base of the
model from the classification layers, having the base CNN model analyze similarity relation-
ships between images and using dimensionality reduction on the principle variables from the
identified similar images. In order to optimize the performance of recommendations, different
dimensionality reduction techniques are evaluated. The proposed methodology obtained high
quality recommendations without having to treat the CNN model as a “black box” by reducing
the feature-maps. Capturing the notion of similarity, their approach proved to be applicable to
both music and images.

The video recommender system proposed by Deldjoo, Constantin, Eghbal-Zadeh, Ionescu,
Schedl and Cremonesi [34] replaces manually generated metadata with automatically extracted
content descriptions. The content descriptions are extracted from audio and visual channels
of a video. Used audio features include block-level and i-vector features, while the visual fea-
tures include both aesthetic visual features and deep learning features. Genre and tag features
are used as baselines. The automatically extracted content descriptors show improvement over
traditional metadata in both quality and richness. The authors propose a rank aggregation strat-
egy based on Borda count. The rank aggregation strategy outperforms results from traditional
Borda count in fusing recommendations from heterogeneous sources. By utilizing movie trail-
ers as input instead of full movies, the recommendation system achieves better versatility and
effectiveness. Their proposed recommendation system is comprehensively evaluated through
both a system-centric offline evaluation and a user-centric online experiment. The results in-
dicate that multimedia features can serve as a good alternative to metadata, when it comes to
both accuracy and beyond-accuracy measures.

The research gap in combining video classification, search, and personalized recommen-
dation into one unified learning framework is addressed by Lee et al. [67]. Their proposed
model is a deep network that utilizes audio-visual content of videos and outputs embedding
that aids pair-wise video similarity. Visual features are extracted from one frame per second of
a video, using a CNN pre-trained on 100 million labeled images. Frame-level features are ag-
gregated into video-level through average pooling. Audio features are also extracted with deep
learning. The extracted features are then fed into an embedding network in order to predict
the collaborative signals between videos. Results from their experiments indicate improve-
ment over state-of-the-art on all baselines. The approach is verified to generalize well with
various problems, such as video classification and recommendation. Scalability issues are also
addressed, and the proposed model is evaluated on large datasets.
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Elahi et al. [39] demonstrate use of the off-the-shelf SaaS image recognition tool Rekog-
nition to extract visual features for video recommendation. Utilizing key frames from movie
trailers as input, the tool, which is based on deep learning techniques, produces tags or la-
bels of different types of aspects of the key frames, i.e. celebrity name, object label, and
face attributes. These visual features were used to train a pure CBF recommender model, and
compared with models based on manual tags as well as automatic low-level features. The pre-
sented results show that the model trained on automatic visual features from the deep-learning
tool Rekognition outperform both manual tags and low-level visual features in predicting user
preferences.

2.3 Closed captions for video recommendation

Recent developments in speech recognition has enabled high quality automatic captioning of
multimedia content and is in use on streaming platforms such as YouTube [1, 49, 95]. While
this may present a novel source of automatic content features, the research opportunity remains
highly unexplored. At the same tame, existing textual features used in movie recommender
systems are mostly dependent on manually created metadata (i.e. genre, tag).

In music recommender systems, lyrics have been utilizied as a content feature with several
approaches. McFee and Lanckriet [80] use lyrics as a part of their automatic playlist generator
by connecting songs of the same topic derived from latent Dirichlet allocation (LDA). Simi-
larly, Lim, Lanckriet and McFee [72] learn a similarity function on song-level determined by
topic models from bag-of-word representations of song lyrics. Çano and Morisio [20], Lau-
rier, Grivolla and Herrera [66], and Mihalcea and Strapparava [82] explore the use of lyrics in
classifying songs by sentiment and mood. In Gossi and Gunes [48], recommendations based
on lyrics were found to provide higher performance than collaborative filtering for predicting
song categories of musical genres and moods. Similarly to song lyrics, it could be viable to
explore how subtitles can be used to extract mood and sentiment of a movie, which would be
relevant to context-aware movie recommendation systems [114].

Bocanegra et al. [13] use a semantic content-based recommendation technique which em-
beds subtitles to enrich YouTube health videos. The system recognizes medical terms in the
closed captions and recommends relevant health educational websites to the consumer. A to-
tal of 253 recommended links from 53 videos were evaluated by the 253 health professionals
who participated. While this approach is context-specific to health videos, it demonstrates an
approach that is enabled by subtitle-based recommendations.

2.4 Online evaluation of recommender systems

Algorithmic accuracy and precision has traditionally been the main method of evaluation in the
field of recommender systems [61]. However, the sole purpose of recommender systems is to



14 Background

provide users with personalized content that assists them in discovering relevant content [61].
The assumption that high algorithmic performance results in better systems for the user has, in
fact, been found to not necessarily always be correct. The most accurate algorithm in the user
study by McNee et al. [81] was found to provide the least satisfying results by users, while
the most accurate model in Torres et al. [120] provided the least helpful recommendations
according to the study participants. Despite the results of these studies and a general consensus
that there should be a shift toward user-centric studies that go beyond offline evaluation in
recommender systems research [63], few papers test the effect of new recommender system
solutions on user satisfaction.

Since a user’s satisfaction with a recommender system cannot be measured on its ability
to provide accurate recommendations alone, measures that go beyond accuracy are needed for
more robust evaluations [61, 62, 81]. Knijnenburg et al. [62] propose a user-centric evaluation
framework which identifies six interrelated conceptual components that can be used to ex-
plain and predict user behavior in a recommender system (Figure 2.3). The Objective System
Aspects (OSAs) constitute the aspects that are up for evaluation. Subjective System Aspects
(SSAs) include the perceptions users have of the OSAs, and are measured during or after the
interaction with the system through questionnaires. The User Experience factors (EXPs) are
the evaluations of the recommender system’s qualities from the perspective of the user. This
aspect is also measured with questionnaires. The users’ interaction with the system (INT) are
objective measures of user behavior, i.e. logging of clicks, time spent on certain tasks, etc.
Personal Characteristics (PC) and Situational Characteristics (SC) are also factors that may
influence the outcome of the evaluation.

Psychological factors play an important role in how people use a system and what they
are looking for in it. Personality has a large effect on human decision-making, which is why
Tkalcic and Chen [119] argue for its utility for yielding a better picture of a recommender sys-
tem when assessed in a user-centric evaluation. Cold start situations with new users may also
be addressed with the use of personality information. The Five Factor Model of personality,
also referred to as the Big Five model, is a comprehensive and widely used personality model
in recommender systems. The model identifies five dimensions of personality, namely open-
ness to experience, conscientiousness, extraversion, agreeableness, and neuroticism. Table 2.1
displays examples of adjectives related to the Five Factor Model. Several studies show the
strong relation between personality and user preferences. Not only does this include categor-
ical and theme preferences [22, 100, 101], but also the composition of a recommendation list
[97]. Rawlings and Ciancarelli [97] found users with high openness to prefer diverse styles of
music, while the level of extraversion was linked with a user’s preferences to popular music.

As the user’s perception of a recommender system not only includes the recommendations,
but also the design and usability of the interface [62, 96], these aspects must be emphasized
when creating an evaluation framework for recommender systems. One example of how layout
may affect results is demonstrated in Bollen et al. [14], where users are shown to pay more



2.4 Online evaluation of recommender systems 15

Figure 2.3: User-centric evaluation framework proposed by Knijnenburg et al. [62].

Factor Adjectives

Extraversion Active, assertive, energetic, enthusiastic, outgoing, talkative
Agreeableness Appreciative, forgiving, generous, kind, sympathetic, trusting
Conscientiousness Efficient, organized, planful, reliable, responsible, thorough
Neuroticism Anxious, self-pitying, tense, touchy, unstable, worrying
Openness Artistic, curious, imaginative, insightful, original, wide interest

Table 2.1: Examples of adjectives related to the Five Factor Model [79].

attention to the first few of the items in a vertical list, while paying less attention to items that
are lower on the list. While decay is less in a grid layout, users perceive items in the top left
of a grid to be most relevant [59]. In systems where users have to toggle between two pages to
access different lists of items, few of the items on the second page are chosen by users [24].

Kortum and Oswald [64] employ the System Usability Scale and the Mini-IPIP scale to in-
vestigate the impact of Big-five personality traits on the perceived usability of digital products.
The study considers 20 different systems which were assessed by 268 users. Indeed, certain
personality traits did correlate with the provided usability rating of products. Openness and
Agreeableness stood out as the personality traits most tightly linked with perceived usability
of a system.

Deldjoo, Schedl and Elahi [29] demonstrate a content-centric web based framework for
movie recommendations powered by a content-based model that exploits audio and visual
features in addition to metadata. It shares many common functionalities of commercial rec-
ommender systems, such as Netflix, letting users rate, search, and browse movies. A new user



16 Background

in the system will be asked to provide demographics and background information and com-
plete a five factor personality assessment. Furthermore, in order to elicit preferences, the user
will be invited to select a favorite genre and select four movies and rate selected trailers. In
their demo, the implemented model utilizes user preferences and content based features, but
the system is highly extendable to other scenarios. The framework can easily be set up to fa-
cilitate execution of empirical studies, and by embedding questionnaires for a variety of user
characteristics such as demographics and personality, it can also serve as a platform for test-
ing personalized recommendation algorithms. The source code of the framework is freely
available online to use [29].

Ekstrand et al. [38] conduct a real-user study on the MovieLens platform to discover per-
ceived differences between three different recommender models. The study is composed using
within-subject design where users are asked to compare two lists of recommendations pro-
duced by two of the models. In comparing the lists, users answer a 23-item questionnaire in
order to assess the perceived differences between the lists on different quality metrics, includ-
ing accuracy, diversity, satisfaction, and novelty. The study showed that less popular movies
were more often perceived as novel. In addition, diversity was positively correlated with satis-
faction, while novelty affected satisfaction negatively.

2.5 Summary of Previous Works and Key Differences

This chapter has provided an overview of the existing literature related to the research prob-
lems of this thesis. Using visual features to alleviate the cold-start problem has been explored
and evaluated in several research papers [29, 33, 39, 41, 84]. Low-level visual features have
demonstrated good results, but the results of visual features extracted with deep learning in-
dicate that this approach may have advantages in terms of recommendation quality [42]. Key
frames from movie trailers as input to visual feature extraction has been shown to serve well
as visual representations of movies [32]. The textual semantic features traditionally utilized in
movie recommender systems are heavily reliant on manual labor. Subtitles, which can be gen-
erated automatically, represent a novel data source for recommendation that is not explored in
the literature. The standards and design of the recommender system interfaces and evaluation
frameworks described in this chapter serve as a foundation for this thesis’ proposed evaluation
framework.

While existing approaches use visual features in pure CBF systems to evaluate the recom-
mendation capabilities, the recommendation technique proposed in this thesis combines user
interactions and visual features to generate the user profiles in a hybrid recommender system.
To the author’s knowledge, a comprehensive evaluation of a hybrid recommender system uti-
lizing deep learning-based visual features, in both offline and online setups, has not really been
explored before. Additionally, this thesis includes a large dataset of 12,875 movies, which is
a higher number than other previous works that utilize deep learning-based visual features in
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movie recommendation. Moreover, subtitles, as another novel source of data for movie rec-
ommendation, is used as a baseline in the evaluation of the proposed hybrid recommendation
technique together with more traditional features (i.e. tag and genre). The proposed evaluation
framework for online evaluation is mainly serving as a tool for the real-user study. In addition
to this, the effect of user personality on perception of users (e.g., on usability) is addressed in
the context of a hybrid recommender system based on visual features.
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Chapter 3

Methodology

This chapter details the techniques and procedures that were used to address the defined re-
search questions for the thesis. Section 3.1 describes the the feature extraction methods uti-
lized to form the datasets that are used for training the recommendation models. The section
includes a description of how a pre-trained CNN model was utilized to automatically extract
visual features from 12,875 movie trailers to form a novel dataset for movie recommendation.
In addition, the accumulation of subtitles is detailed. Section 3.2 shows the steps involved
in pre-processing and aggregating the extracted item features to form three separate sets of
feature vectors. Section 3.3 provides a description of the recommender system approach and
the algorithms used in training the prediction models used in the evaluation of my research.
The technical details and design of the prototype recommender system interface used in the
real-user evaluation is elaborated in Section 3.4. Finally, the conditions and metrics selected
to evaluate the approach, as well as an overview of the statistical analysis methods are given
in Section 3.5.
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Figure 3.1: Architecture of the utilized VGG-19 convolutional neural network [11, 115]

3.1 Feature Extraction

The feature extraction can be divided into two parts. The first part includes the extraction of
visual features from 12,875 movie trailers using convolutional neural nets (CNN). The second
part encompasses the collection of movie subtitles.

3.1.1 Visual Feature Extraction

Visual features have been extracted by applying the VGG-19 image classification model [115]
to the key frames of every movie trailer in the key-frame dataset. The VGG-19 model is
a state-of-the-art deep CNN for image classification which utilizes its 19 weight layers to
produce class labels from image input. The model was trained on ImageNet and applied to the
key frames to produce class labels of the images, serving as visual features for the purpose of
movie recommendation. Having movie trailers reduced to sets of key frames saves a significant
amount of computational power needed for the feature extraction.

The dataset of key frames serving as the source from which visual features are extracted,
is based on the work of Moghaddam et al. [84] and Elahi et al. [41]. By applying techniques
based on color histogram distance, videos were split into building blocks of shots. A shot is
denoted as a sequence of successive frames captured with no interruption by the film camera.
Within each shot, a frame has been selected as the representative key frame. Since transitions
between shots in movies are typically abrupt, they can be identified by looking at the color
histogram intersection between each frame. If ht and ht+1 are denoted as histograms of con-
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secutive frames and b is the index of the histogram bin, the intersection can be computed as
[84]:

s(ht ,ht+1) = ∑
b

min(ht(b),ht+1(b)) (3.1)

One single frame (key frame) is chosen as a representation of each identified shot. The result-
ing dataset is comprised of a total of 2,446,561 key frames across 12,875 movie trailers. Each
movie is identified with an id corresponding to the same movie in the MovieLens dataset.

The VGG-19 image classification model was implemented in Python, using the Keras API,
which is built on top of the TensorFlow framework [87]. Pre-trained on more than 1.2 million
images from ImageNet [107], the output of the model consists of a label, representing the
predicted classes of the input image, as well as a confidence value representing the certainty of
the prediction being correct. Figure 3.2 shows an example of key frames and the predictions
made by the model. The resulting dataset of labels for 12,875 movies includes 997 unique
feature labels in total. Even though only using key frames significantly reduces the amount of
frames to be analyzed, image recognition with CNNs is still a computationally heavy task. The
feature extraction process was carried out in Google Colaboratory1, which gives free access
to computing resources, including GPUs. The hardware included Nvidia Tesla T4 16GB 2560
GDDR6 GPU, Intel Xeon 2.20GHz CPU, and 13GB RAM.

3.1.2 Subtitle Collection
As a fully automatic feature for video recommendation, subtitles should be extracted from
automatically generated closed captions. Even though speech recognition for movie feature
extraction is beyond the scope of this thesis, subtitles were included as a comparison baseline
to demonstrate the potential capabilities of this type of automatic feature. Accordingly, English
subtitles for 3,405 full movies were collected using a public API [88] 2.

3.2 Feature Aggregation

Features of the different datasets were aggregated to form Vector Space Models, which were
used as input for the recommender models. In vector space models, keywords are represented
by a vector in an n-dimensional space in which each of the dimensions corresponds to a term in
the global vocabulary of a collection of documents. The documents are represented as vectors
of term weights, where weight is an indicator of the degree to which the document and the term
are associated. A vector space model can formally be described with D = {d1,d2, , ...,dN} ,
denoting a set of documents, and the set of words in the overall corpus, i.e. the dictionary,
denoted as T = {t1, t2, , ..., tN}, with d j =

〈
w1 j,w2 j, ...,wn j

〉
denoting the representation of

1colab.research.google.com/
2opensubtitles.org

colab.research.google.com/
opensubtitles.org
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(a) Predicted label: ’liner’, Confidence: 0.56

(b) Predicted label: ’pay-phone’, Confidence: 0.28

(c) Predicted label: ’spotlight’, Confidence: 0.15

Figure 3.2: CNN label predictions of example key frames from three different movie trailers: (a) Titanic,
(b) Fight Club, and (c) Blade Runner
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each document d j in the n-dimensional vector space where wk j represents the weight of the
term tk in document d j [27].

In the vector space models used in this work, a movie is considered a document. The
terms refer to feature labels in the visual feature dataset, words in the subtitle dataset, genre in
the MovieLens genre dataset, and tag in the MovieLens tag datset. Since the genre and tags
are unique, the weights for these are binary, while weights for visual features and subtitles
were aggregated, as labels or words may occur several times for each movie. Visual features
were aggregated using two different methods, producing two separate vector space models,
DeepCineProp-f and DeepCineProp-c.

DeepCineProp-f. Visual features were weighted using Term Frequency–Inverse Document

Frequency (TF-IDF) [58]. TF-IDF can recognize the importance of each word in a document in
the context of a corpus of documents, and is one of the most widely used weighting schemes in
CBF research [9]. If a term has low occurrence across the corpus while having high frequency
in one (or few) documents, it likely plays a key role in that specific document. The TF-IDF
formula can be defined as:

TF-IDF(tk,d j) = TFtk,d j · log(
N
nk
) (3.2)

where TFtk,d j refers to the number of occurencies of term tk in the document d j, nk is the
number of documents that contain tk, and N is the total number of documents. In this case, a
movie is considered a document, and the labels of the movie are considered to be terms of that
document. Furthermore, the collection of all movies and their respective labels correspond to
the corpus of documents.

DeepCineProp-c. Important elements in a movie can be assumed to be emphasized visu-
ally, and thereby more likely to be predicted with a higher confidence, computed by the image
classification model. Based on this assumption, visual features were weighted according to
the mean confidence value of each label occurring in a movie to form the DeepCineProp-c
dataset. Figure 3.2 displays examples of labelled key frames and the confidence which was
used as weight in DeepCineProp-c.

CineSub. Subtitle features were parsed and pre-possessed, resulting in a dataset of English
subtitles from 3,405 different movies. Since the main interest of using subtitles as a source
of content features for a recommender model are the actual words said in the movies, subtitle
specific data, such as timestamps and URLs were removed from the documents. Furthermore,
to transform the raw subtitle data into cleaner information and reduce the size of the dataset, a
number of pre-processing techniques were applied [122]. First, the content of each document
was tokenized, meaning that the text was split into individual words. As stop words are gen-
erally seen as less important in text analysis, these were removed. Lemmatization was used to
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transform words into their inflected forms, i.e. the dictionary form of the meaning of the word.
This step significantly reduces the dimensionality of the dataset. To reduce the dimensional-
ity of the dataset further, part-of-speech filtering was applied, removing from the documents
all words that are not nouns. This final step makes the resulting vector space model include
terms similar to those of the DeepCineProp vector space models, which contain terms refer-
ring to objects. While methods for further refining should be assessed to reduce computational
load for training recommender models based on subtitle features, the steps taken are sufficient
within the scope of this thesis. The resulting vector space model based on subtitle features,
CineProp, includes 62,664 unique features. As with DeepCineProp-f, the CineSub features
were weighted using the popular TF-IDF method.

3.3 Recommendation Algorithm

The recommender model used in the experiments extends the Matrix Factorization model and
is able to learn different types of user and item representations. Hence, the model is capable
of taking advantage of heterogeneous data, including different types of side information (e.g.
visual features, subtitles, genre of movies, tags of users). The implementation of the hybrid
recommender model has been done using a popular open-source library, LightFM [65]. This
library offers a state-of-the-art hybrid latent representation recommender model which can be
implemented with one of several available optimization algorithms.

To formally describe the model, let I represent the set of items, U represent the set of
users, F I represent the set of item features, and Fu represent the set of user features. Users
have interactions with items that are either favourable (positive interactions) or unfavourable
(negative interactions). The union of both positive S+ and negative S− interactions form the set
of every user-item interaction pair (u, i) ∈U × I. An item i is represented by a set of features
fi ⊂ F I . The same is the case for a user u whose features are represented by fu ⊂ Fu. For each
feature f , the model is represented in terms of d-dimensional item and user feature embeddings
eI

f and eU
f . A scalar bias term bI

f for item and bU
f for user features is also included in describing

a feature. The sum of the latent vectors of its features gives the latent representation of item i:

qi = ∑
j∈ fi

eI
j (3.3)

The same is the case for user u:

qu = ∑
j∈ fu

eU
j (3.4)

The sum of biases of its features gives the scalar bias term of item i:

bi = ∑
j∈ fi

bI
j (3.5)
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The same is the case for user u:
bu = ∑

j∈ fu

bU
j (3.6)

The model then makes predictions for user u and item i by taking the dot product of item and
user representations, adjusted by item and user biases:

r̂u,i = f (qu · pi +bu +bi) (3.7)

where f · is given by the sigmoid function:

f (x) =
1

1+ exp(−x)
. (3.8)

Different methods of optimization may result in substantially different outcomes in recom-
mendation. This may be influenced by e.g. the nature of the features available to the model.
Since the vector space models of content features used in the experiments are dissimilar in
terms of dimensionality, sparsity, and type, three different optimization methods with differ-
ent loss functions have been considered: Weighted Approximate-Rank Pairwise (WARP) [126];
Bayesian Personalized Ranking (BPR) [99]; and Logistic.

The WARP loss function is defined as [55, 126]:

ErrWARP(xi,yi) = L [rank( f (yi|xi))] (3.9)

where the function rank( f (yi|xi)) measures the number of negative labelled instances that are
“wrongly” given a higher rank than this positive example xi :

rank( f (yi|xi)) = ∑
(x′,y′)∈C−u

I
[

f (y′|x′)≥ f (y|xi)
]

(3.10)

where I(x) is the indicator function, and L(·) transforms this rank into a loss:

L(r) =
r

∑
j=1

τ j,with τ1 ≥ τ2 ≥ · · · ≥ 0. (3.11)

This class of functions allows one to define different choices of L(·) with different minimizers.
Minimizing L with τ1 = 1 and τi>1 = 0, the precision at 1 is optimized, τ j =

1
Y−1 would

optimize the mean rank, while for τi≤k = 1 and τi>k = 0 the precision at k is optimized. For
τi = 1/i, a smooth weighing is given, where the top position is given more weight, with rapidly
decreasing weights for lower positions. This is useful when optimizing Precision@K for a
range of different values at K is desirable.

BPR [99] is one of the state-of-the-art algorithms exploiting homogeneous implicit feed-
backs. It assumes that a user prefers a consumed item to an unconsumed item, denoted as
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(u, i) � (u, j) or r̂ui j > 0. Mathematically, BPR solves the following minimization problem
[92, 99]:

min
Θ

∑
(u,i, j):(u,i)�(u, j)

fui j(Θ)+Rui j(Θ) (3.12)

where the loss function fui j(Θ) = −ln σ(r̂ui j) is designed to encourage pairwise competition
with σ(x) = 1/(1+exp(−x)) and r̂ui j = r̂ui− r̂u j. Note that Rui j(Θ) = ∝

2 ‖Uu·‖2+ ∝

2 (‖Vi·‖2+∥∥Vj·
∥∥2
)+ ∝

2 (‖Bi‖2 +
∥∥B j

∥∥2
) is the regularization term used to prevent overfitting, and r̂ui =

〈Uu·,Vi·〉+bi is the prediction rule based on user u’s latent feature vector Uu· ∈ R1×d , item i’s
latent feature vector Vi· ∈ R1×d and item bias Bi ∈ R.

Even though logistic regression is not widely spread in the literature of recommender sys-
tems, it is common in the industry, perhaps due to its efficiency and simplicity [6]. The logistic
loss function can be denoted as [93]:

min
U,M,C

n

∑
i

m

∑
j
[wi j(pi j−

〈
Ui∗M j∗

〉
)2 +

λ

n
||Ui∗||2 +

λ

m
||Mi∗||2] (3.13)

where wi j marks the confidence value of user-item interactions.

3.4 Prototype

I have built a demo application for evaluating movie recommender systems, called SAMVISE.
The application is completely web-based and is designed for running on a wide range of de-
vices, such as smartphones, personal computers, and tablets. While serving as a viable hybrid
movie recommender system, the main contribution lies in its utility as a modern framework
for evaluating different recommendation algorithms in the movie domain. Although the frame-
work is developed from scratch for the purpose of this thesis, the proposed framework of Deld-
joo, Schedl and Elahi [29] and the study by Ekstrand et al. [38] served as inspiration. In the
following, a description of the interface in terms of implementation and design is given, suc-
ceeded by an account of the use of the system.

3.4.1 Technical details

The framework was implemented as a completely web-based application using the popular
JavaScript libraries React and NodeJS, with MongoDB Atlas as the database system. The
recommender models for the user study were implemented as an external Python Flask API.
The system’s architecture is represented in Figure 3.5, and easily enables querying of other
movie recommender APIs for evaluation purposes. Considering that nearly half of the traffic
from the world’s active internet users comes from mobile devices [25, 116], the framework’s
layout was designed to work well for these devices’ typical screen resolutions.
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3.4.2 Interface
The interface and content are created minimalistic and simple in order to make the user ex-
perience smooth and prevent confusion and distractions from the tasks at hand. Additionally,
technical terms are kept to a minimum to keep users from feeling that they are not knowledge-
able enough to participate [111]. Other functions implemented in order to enhance the user
experience include a progress bar indicating how far the participant has proceeded in the study,
interactive elements, as well as designing for accessibility [18].

In the user interface of the framework, as shown in Figures 3.3 and 3.4, questionnaires
(i.e. demographics, Ten-Item Personality Inventory, recommender evaluation) are presented
as single-item with either likert-scale, drop-down, or numerical input. In the rating elicitation,
movies are displayed in a grid, with options for users to filter by decade and sort by either
popularity or rating in order to find movies they know. The two recommendation lists presented
to users for evaluation are displayed in separate rows. Both the grid view for browsing videos
and the row structure for displaying separate lists of movies are similar to what is standard in
many popular video recommender interfaces these days (e.g. YouTube and Netflix) [5, 45].

3.4.3 Steps
The user study is divided into five steps, namely instruction, demographics & personality,
movie selection & rating, recommender evaluation, and usability evaluation. The different
steps are described in the following:

Instruction. In this step, participants are given information about what tasks they will be
given. For transparency, participants are also informed of what types of data are collected and
how the data are handled. Based on the information, participants may proceed to enter the
study.

Demographics & personality. Participants are asked general demographic questions, as
well as the Ten Item Personality Inventory (TIPI). Within the limitations of this thesis, demo-
graphic and personality data are gathered for data analysis purposes only. However, these data
could be utilized as user features for recommendation purposes [12, 86].

Rating elicitation. In this step, participants are asked to select at least five movies they
know, and subsequently rate the movies on a scale from 1-5 [26]. Participants can find movies
they have enough knowledge about to rate by using the functions of filtering movies by decade
and sorting after popularity or rating. The participants have the option to watch the trailer
and read information (e.g. plot and credits) about the movies (if needed) before providing
a rating. The design of this step is displayed in Figures 3.3c, 3.3d, and 3.4a. The models
in the recommender component each produces one list of top-N recommendations, based on
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(a) Step: demographics & personality. Demographic
questions.

(b) Step: demographics & personality. The Ten Item
Personality Inventory(TIPI).

(c) Step: rating elicitation. Genre selection to find
movies the user is interested in.

(d) Step: rating elicitation. Selection of the movies to
rate.

Figure 3.3: Screenshots from the interface of the movie recommendation evaluation framework
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(a) Step: rating elicitation. The user provides their
rating of selected movies.

(b) Step: Recommender model evaluation. The user is
asked questions comparing the two presented lists of
recommendation.

Figure 3.4: Screenshots of the interface in different steps and procedures of the movie recommendation
evaluation framework.

ratings provided by the active participant. The configurations of the recommender model in
the recommender component of the real user study were similar to the settings described in
Section 3.5.1. The models included were based on DeepCineProps-f, CineSub, and tags, where
CineSub and tags served as baseline models.

Recommender model evaluation. A/B testing, more specifically a within-subjects study
design, is used in the recommender model evaluation [50, 62]. In this study design, each par-
ticipant is tasked with comparing two randomly picked recommendation lists out of the three
lists generated by the recommender component (Figure 3.5), i.e. recommendations based on
DeepCineProps-f, CineSub, and tags. The randomization contributes to a likelihood of even
distribution recommendation models presented to users. In order to avoid possible biases
[111], each selected recommender list is randomly assigned one of the titles “List A” or “List
B” every time they are loaded. In addition, the order of which they are presented in the inter-
face is randomized. The choices made in this step in regards to questions asked and comparison
of different recommendation lists are based mainly upon the study in Ekstrand et al. [38] and
Knijnenburg et al. [62] which was executed on the MovieLens platform. The section includes
a total of 21 questions to measure the user’s perception of the recommendation lists. These
questions are related to five different aspects of the lists further explained in Section 3.5.2, i.e.
accuracy, satisfaction, perceived personalization, novelty, and diversity [38].
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Figure 3.5: The overall architecture of the demo for the evaluation framework.

Usability evaluation. In the final step of the user study, participants are tasked with evaluat-
ing the usability of the system by responding to the System Usability Scale(SUS) questionnaire
[15]. The SUS is a simple and reliable 10-item questionnaire for overall subjective assessment
of a system’s usability, further described in Section 3.5.2.

3.5 Experiment design

The research design for evaluating the research approach in regards to the research questions
is detailed in this section. This includes a description of the methodology of the offline exper-
iments, in addition to an elaboration of the design of the real-user study.

3.5.1 Offline Evaluation
An initial exploratory analysis was performed on the DeepCineProp13K dataset, using the
dimentionality reduction, clustering, and topic modeling. For dimentionality reduction, the
techniques Principal Component Analysis (PCA)[127] and t-distributed stochastic neighbor
embedding (T-SNE)[121] were utilized. Clustering was performed with K-means and topic
modeling with Latent Dirichlet Allocation (LDA)[10]. Included in the exploratory analysis
were 2944 items for DeepCineProp. Dataset sizes in the data exploration were reduced for
performance purposes as well as due to lack of metadata for some movies (i.e. release date,
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popularity, and genre).
The proposed recommendation techniques were evaluated based on (automatic) visual fea-

tures considering different optimization methods, i.e., WARP, BPR, and logistic loss functions
utilizing both item features and user interactions. Each model was trained on one of the two
types of automatic features (i.e., item embeddings), namely DeepCineProp-f, DeepCineProp-

c. Recommendation based on CineSub, tags, or genre have been considered as baselines.
While subtitles can be automatically extracted, both genre and tags require human-annotation.
In addition to item features, MovieLens10M dataset [51] has been utilized. In order to sim-
ulate the cold-start scenario, I have randomly sampled the dataset. The final result contained
4,368,481 ratings for 3,405 items provided by 69,877 users.

The train and test sets have been built by following a hold-out methodology, i.e., randomly
splitting the dataset into 80% (train) and 20% (test) disjoint subsets. The proposed recommen-
dation models have been trained using the train set and evaluated using the test set. Hyperpa-
rameter tuning has been performed using a random search to fit LightFM models with random
hyperparameter values and evaluating the model performance on the validation set. Based on
the hyperparameter tuning result, models were trained over 25 epochs with AdaGrad [37] as
learning rate schedule and a learning rate of 0.06.

In the offline evaluation, the measures of performance utilized to evaluate the system in-
clude AUC, Recall@K, Precision@K, and Reciprocal Rank:

Area Under the ROC Curve (AUC) measures the ability of a recommender system to dis-
tinguish items liked by a user (relevant items) from all the other items (irrelevant items) [76].
[73]. ROC stands for the Receiver Operator Characteristic, and illustrates a plot of recall ver-
sus fallout at different threshold settings [54]. We can calculate AUC by comparing the prob-
ability of relevant items being recommended with the probability that irrelevant items will be
recommended. Through n times of independent comparisons, if there are n′ times when the
relevant item has a higher score than the irrelevant item and nn times when the relevant and the
irrelevant item have the same score, AUC can be defined as [130]:

AUC =
n′+0.5nn

n
(3.14)

A perfect AUC score of 1 is achieved when all relevant items have higher scores than irrel-
evant items, whereas an AUC score of 0.5 would be achieved by a randomly ranked list of
recommendations. Consequently, the amount by which the AUC score exceeds 0.5 indicates
how well the recommendation algorithm performs in identifying relevant items.

Precision at top K recommendations (P@K) measures the proportion of recommended
items in the top-k set that are relevant (true positives + true negatives). The labels of items
should be binarized in order to make relevance judgements. For instance, if items are labeled
on a five-point Likert scale, ratings greater than or equal to 4 should be labeled as relevant. This
measure represents the probability of a recommended item being relevant and is computed as
follows [110]:
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Pu@K =
|Lu∩ L̂u|
|L̂u|

(3.15)

where the set of relevant items for user u in the test set T is denoted as Lu and the K items in
T with the predicted highest ratings for the user u is denoted as L̂u. The overall P@K is found
by averaging Pu@K values for every user u in T .

Recall at top K recommendations (R@K) measures the ratio of top− k recommendations
(true positives) and all other relevant but not retrieved items (true positives + false negatives).
This measure represents the probability of a relevant item being recommended. Ru@K is
computed as [110]:

Ru@K =
|Lu∩ L̂u|
|Lu|

(3.16)

where the set of relevant items for user u in the test set T is denoted as Lu and the set containing
the K recommended items in T for u is denoted as L̂u. The overall R@K is found by averaging
Ru@K values for every user u in T .

Mean Reciprocal Rank (MRR) is a popular metric used to measure the performance of
top-k recommendations. We can arrive at the Reciprocal Rank (RR) for a given list of rec-
ommendations of a user by measuring the position (rank) of the first relevant recommended
item. The MRR is the average RR across every list of recommendations for each individual
user [113]. When the goal is to provide users with few but valuable recommendations, MRR
is a particularly useful measure. Reciprocal Rank of a ranked list for user u can be expressed
as [123]:

RRu =
N

∑
j−1

Yu j

Ru j

N

∏
k=1

(1−YukI(Ruk < Ru j)) (3.17)

where the number of items is denoted as N, the binary relevance score of item j to user u is
denoted as Yu j, i.e. if item j is relevant to user u then Yu j = 1, otherwise 0, and I(x) is an
indicator function that is equal to 1 if x is true, 0 otherwise. The rank of item j in the ranked
list of items for user u is denoted as Ru j.

3.5.2 User Study
The user study involved 166 participants, whereas 48 were voluntary and 118 were engaged
through the crowdsourcing platform Prolific3. The data were collected over a period of one
month, and participants recruited through Prolific were monetarily compensated for their con-
tribution to the study.

Since the user study was implemented in English, pre-screening was applied to the Pro-
lific users, only letting profiles that claim fluent proficiency in English participate. To en-
sure the data quality and prevent potential “cheaters”, two Instructional Manipulation Checks

3prolific.co/

prolific.co/
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(a) Instructional Manipulation Check 1. (b) Instructional Manipulation Check 2.

Figure 3.6: Screenshots of the Instructional Manipulation Checks (IMU)[89] used to screen “cheating”
participants in the user study.

(IMU)[89] were implemented in order to determine whether the participants were paying at-
tention to the study (Figure 3.6). Users who failed the IMUs were discarded from the final
data analysis, resulting in a reduction of 9.6% from 166 to 150 users.

Metrics

The following metrics were assessed in the user-centric evaluation of the proposed recom-
mender technique:

• Accuracy. Perceived accuracy measures the level to which a user feels that the recom-
mended movies are “good” and appealing [38].

• Satisfaction. Overall satisfaction of the user with the list of recommendations and the
degree to which the recommendations fulfill the user’s needs or wants [38].

• Perceived personalization. The user’s perception of the degree to which the recom-
mender model is able to match their personal tastes, interests, and preferences [38, 96].
It is an overall measure of how well a recommender is able to learn and adapt to user
preferences and tastes.

• Novelty. The degree to which the recommender model provides a user with new and
interesting recommendations. Novelty is related to the ability of a recommender to assist
users in discovering new items.

• Diversity. The level of which a recommender model provides diverse lists of items
to choose from. While providing more satisfactory recommendations, a diverse list can
make the decision process an easier and more pleasant experience for users [131].

Personality and demographic influences

Previous studies have shown that demographic and personality factors can be linked to user
preferences [86]. These factors have been included to discover if they are influential to which
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Factor Statement: I see myself as...

1. Extraversion Extraverted, enthusiastic
2 Agreeableness Critical, quarrelsome
3. Conscientiousness Dependable, self-disciplined
4. Neuroticism Anxious, easily upset
5. Openness Open to new experiences, complex
6. Extraversion Reserved, quiet
7. Agreeableness Sympathetic, warm
8. Conscientiousness Disorganized, careless
9. Neuroticism Calm, emotionally stable
10. Openness Conventional, uncreative

Table 3.1: The Ten Item Personality Inventory (TIPI) [47].

recommender model users in this study prefer. The demographic data collected include gen-
der, age, and nationality. The Ten Item Personality Inventory (TIPI) (Table 3.1) is used to
assess a participant’s personality traits within The Big Five [47]. Personality largely affect
human decision-making, and has been found to be strongly correlated with user preferences
and decisions in recommender systems [22, 97, 100, 101]. Personality is therefore an impor-
tant aspect to address in order to yield a more complete picture of a recommender system in a
user-centric evaluation.

System Usability

To measure the usability of the system from a user’s perspective, the System Usability Scale
(SUS) was utilized [15]. The usability evaluation was made optional for the voluntary partici-
pants, resulting in a total of 145 SUS responses. Originially developed as a “quick and dirty”
usability scale, the SUS has become one of the most widely used post-study subjective assess-
ments of usability [70]. Although the questionnaire is reasonably quick, research has shown
that it is not “dirty” [109]. The SUS consists of 10 items, each with a 5-point likert scale.
Questions that are odd-numbered have a positive tone, while the tone of even-numbered ques-
tions is negative. Lewis and Sauro [70] suggest that we can extract additional information by
decomposing the SUS into Usable and Learnable components. However, based on accumu-
lating new evidence, Lewis [69] recommends to treat it as an unidimensional assessment of
perceived usability without computing the Usability and Learnability subscales. To better ex-
plain the overall user experience, a complementary 11th adjective rating scale question was
added as described by Bangor, Kortum and Miller [8].

Statistical analysis

In order to obtain more detailed knowledge about how the different models are perceived by
users, a statistical analysis calculating the variances between associated metrics was carried
out. The student-t test was utilized to find Pearson correlation coefficients and p-values.
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Chapter 4

Results

This chapter describes in detail the analysis performed on the accumulated datasets, recom-
mender models, and user study data. It is organized in line with the different experiments that
were executed. Section 4.1, Experiment A: Data exploration, details the exploratory analy-
sis performed on the DeepCineProp13K dataset. Section 4.2, Experiment B: Recommenda-
tion Quality, details the offline evaluation of recommendation quality of DeepCineProp-f and
DeepCineProp-c compared with different baseline models. Section 4.3, Experiment C: Com-
paring Loss Functions, details the evaluation of how recommender models based on different
feature types perform with different loss functions. Section 4.4, Experiment D: Real-User
Study, details the analysis of data from the real-user study, including both recommendation
quality and usability evaluation.
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(a) Elbow method DeepCineProp (b) Grid search for tuning the LDA model

Figure 4.1: Elbow method and grid search performed on the DeepCineProp13K dataset.

4.1 Experiment A: Data Exploration

The initial set of experiments includes an exploratory analysis of the data in order to better
understand the datasets. The results of the exploration of DeepCineProp13K are detailed in
this section.

In order to visualize the DeepCineProp13K dataset over a 2-dimensional space, the dataset
reduction technique t-distributed stochastic neighbor embedding (t-SNE) was performed on
the data [121]. T-SNE, which is based on non-convex optimization, is a popular technique to
visualize high-dimensional data. Since t-SNE is computationally expensive, and each item in
the dataset has 996 individual features, a principal component analysis (PCA) was applied to
reduce the number of dimensions from 996 to 70 before applying t-SNE. The cumulative ex-
plained variance of 70 principal components is 0.65. Cumulative explained variance specifies
the variance of the dataset explained by each of the principal components [127].

Various methods were tested with the purpose of identifying and explaining clusters in
the t-SNE visualization. Initially, metadata such as release date (decade) and popularity were
experimented with. However, the variances in the dataset were found to not be explainable
by these metadata features alone. In order to make sense of variances and similarities in
the dataset, K-means clustering, as well as topic modeling in the form of Latent Dirichlet
Allocation (LDA), were applied [10]. The number of K-means clusters was determined by
using the “elbow of the curve” in an elbow method as a cutoff point (Figure 4.1a), resulting in
15 clusters. The number of topics and learning decay of the LDA model was based on a grid
search performed over these two parameters (Figure 4.1b). The K-means clustering and LDA
topic modeling are represented in Figures 4.2 and 4.3.

The most important labels in each LDA topic are displayed in Table 4.2. Looking at the top
words for the various topics, some assumptions about the variations in the different clusters
can be made. For instance, topic 0 contains the words related to screens and digital items, such
as “television”, “monitor”, and “digital_clock”. Topic 2 on the other hand contains terms such
as “missile”, “bulletproof_vest”, and “space_shuttle”, indicating that movies within this topic
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Figure 4.2: t-SNE visualization of the K-Means clustering of DeepCineProp13K

Figure 4.3: t-SNE visualization of the LDA topic modeling of DeepCineProp13K
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Cluster Movie title Year IMDB genres IMDB plot keywords

cluster0 Reservoir Dogs 1992 Crime, Thriller robbery, gore, gang
Back to the Future Part II 1989 Adventure, Sci-Fi year 2015, time machine, delorean
Back to the Future Part III 1990 Adventure, Sci-Fi year 1955, time machine, hero

cluster1 Saving Private Ryan 1998 Drama, War rescue mission, d day, soldier
RoboCop 1987 Action, Sci-Fi robot, police, cyborg
Tarzan 1999 Animation, Adventure africa, jungle, wild man

cluster2 Star Wars 1977 Adventure, Fantasy rebellion, jedi, droid
The Phantom Menace 1999 Adventure, Fantasy jedi, slavery, galactic war
Toy Story 2 1999 Animation, Adventure toy, rescue, sequel

cluster3 Return of the Jedi 1983 Adventure, Fantasy death star, villain turns good
Speed 1994 Action, Thriller bus, bomb, police
The Devil’s Advocate 1997 Drama, Thriller lawyer, the devil, rape

cluster4 The Shawshank Redemption 1994 Drama prison, wrongful imprisonment
The Fellowship of the Ring 2001 Adventure, Fantasy ring, quest, hobbit
Titanic 1997 Drama, Romance iceberg, titanic, mass death

cluster5 Pulp Fiction 1994 Crime, Drama overdose, neo noir, black comedy
Mission: Impossible 1996 Action, Thriller train, betrayal, helicopter
Die Hard: With a Vengeance 1995 Action, Thriller good versus evil, cab, helicopter

cluster6 Aliens 1986 Sci-Fi, Thriller alien, rescue mission, soldier
Rocky 1976 Drama, Sport boxer, fistfight, training
Psycho 1960 Horror, Thriller motel, shower, money

cluster7 Back to the Future 1985 Adventure, Sci-Fi time travel, delorean, future
2001: a Space Oddysey 1968 Sci-Fi monolith. star child, future shock
Terminator 2: Judgment Day 1991 Action, Sci-Fi time travel. future, sequel

cluster8 The Green Mile 1999 Drama, Fantasy death row, evil, healing
Total Recall 1990 Action, Sci-Fi false memory, dystopia, torture
Grease 1978 Musical, Romance year 1959, dance contest, singing

cluster9 Raiders of the Lost Ark 1981 Action, Adventure nazi, archeologist, melting face
American Pie 1999 Comedy nudity, prom, sex comedy
10 Things I Hate About You 1999 Comedy dating, shrew, prom

cluster10 The Empire Strikes Back 1980 Adventure, Fantasy famous twist, duel, outer space
Alien 1979 Horror, Sci-Fi alien, spaceship, outer space
Jaws 1975 Adventure, Thriller shark, beach, monster

cluster11 Batman 1989 Action, Aventure criminal, maniac, superhero
Face/off 1997 Action, Sci-Fi face transplant, villain, maniac
Contact 1997 Sci-Fi, Thriller wormhole, religion, nasa

cluster12 Toy Story 1995 Animation, Adventure toy, rivalry, cowboy
Mulan 1998 Animation, Adventure violence, cross dressing
A Bug’s Life 1998 Animation, Adventure ant, circus, grasshopper

cluster13 American History X 1998 Drama neo nazi, prison, hatred
Blade Runner 1982 Sci-Fi, Thriller tech noir, cyberpunk, dystopia
The Rock 1996 Action, Thriller prison, escape, bomb

cluster14 American Beauty 1999 Drama midlife crisis, unfaithful wife
Home Alone 2: Lost in Ne... 1992 Comedy, Family christmas movie, wish fulfillment
Willy Wonka & the Choco... 1971 Fantasy, Family greed, prize, wish fulfillment

Table 4.1: The three most popular movies in each of the K-means clusters.
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Topic 0 Topic 1 Topic 2 Topic 3

television suit window_screen book_jacket
monitor lab_coat prison butcher_shop
web_site barbershop geyser balloon
envelope prison space_shuttle stage
cash_machine abaya missile suit
digital_clock punching_bag bulletproof_vest jellyfish

Table 4.2: Top keywords in the LDA topics.

contain objects related to war and science fiction.

In order to explore the K-means clusters, the most popular movies from each cluster were
checked. Table 4.1 displays all clusters and information linked to the corresponding three
most popular movies. The information include title, year of release, movie genre collected
from IMDB1, as well as plot keywords also collected from IMDB. Looking at the movies in
each cluster, it is noticeable that most clusters contain movies similar either in genre and/or
plot keywords. For instance, the most popular movies in cluster12 are all children’s animation
movies produced by Disney. Examples of clusters showing some degree of thematic and se-
mantic correlation include cluster7 which has Sci-Fi movies that involve time travel of some
sort, while two of the three most popular movies in cluster14 are Familiy movies about wish
fulfillment.

Even though some correlation either in style or semantics is apparent in most clusters,
not all movies in each cluster seem to belong together. In cluster8, neither of the three most
popular movies share genre, nor do they share any plot keywords. The same goes for the
movies in cluster1. Movies belonging to the same franchise, such as Star Wars and Back to

The Future, represents another intuitive relation for grouping movies. Accordingly, Back to

the Future Part II and Back to the Future Part III are both in cluster0. However, the original
movie in the franchise, Back to the Future, is in cluster7. The case for the Star Wars movies is
similar, with two movies in cluster2, one in cluster3, and one in cluster10.

While the results from this exploratory analysis of DeepCineProp13K reveal potential
weakness for grouping certain types of movies and themes, the overall results are promis-
ing. The K-means clustering demonstrates capabilities of separating movies according to both
stylistic and semantic features.

4.2 Experiment B: Recommendation Quality

In the second set of experiments, the quality of the recommendation based on automatic visual
features, extracted by the deep learning model were measured. Figure 4.3 represents the results
obtained in this experiment.

First of all, as it can be seen, both versions of the proposed recommendation technique

1imdb.com/

imdb.com/
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(a) DeepCineProp-f. (b) DeepCineProp-c.

(c) Tag. (d) Genre.

Figure 4.4: AUC over epochs with different loss functions trained with DeepCineProp-f, DeepCineProp-
c, tag, and genre.
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Feature Type Precision@K Recall@K AUC Reciprocal Rank

Genre manual 0.008 0.007 0.661 0.035

Tag manual 0.053 0.068 0.721 0.147

DeepCineProp-c automatic 0.116 0.123 0.885 0.270

DeepCineProp-f automatic 0.122 0.123 0.890 0.282
CineSub automatic 0.177 0.172 0.962 0.381

Table 4.3: Comparison of the recommendation quality based on automatic features and manual fea-
tures.

(DeepCineProp-f and DeepCineProp-c) — based on visual features — outperform both the
genre and tag baselines. However, the CineSub baseline is not beaten in any of the measures.
In terms of Precision@K, DeepCineProp-f and DeepCineProp-c respectively achieve scores of
0.122 and 0.116. The best precision score is obtained by recommendation based on CineSub
with a score of 0.177, whereas recommendation based on manual features, i.e., genre and
tag, received the lowest scores, i.e., 0.008 and 0.053, respectively. In terms of Recall@K,
similarly, both DeepCineProp-f and DeepCineProp-c achieved better results than genre and
tag with the scores of 0.126 and 0.123, respectively. The best performance has been observed
for recommendation based on CineSub with a score of 0.172. The recommendation based on
genre and tag have performed the worst with the scores of 0.007 and 0.068, respectively.

In terms of AUC, recommendation based on DeepCineProp-f has achieved a great score
of 0.890, however, CineSub still has obtained the best score of 0.962. Recommendation based
on DeepCineProp-c has obtained the third best result with a score of 0.885. Recommendation
based on genre and tag have received the lowest scores, i.e., 0.661 and 0.721, respectively.
Finally, in terms of Reciprocal Rank, again, proposed recommendation techniques based on
either DeepCineProp-f and DeepCineProp-c have achieved higher scores than genre and tag.
While the respective observed scores for DeepCineProp-f and DeepCineProp-c were 0.282 and
0.270, CineSub achieved 0.381. The scores observed for recommendation based on manual
features were significantly lower. Both genre and tag have shown the worst performances with
respective scores of 0.035 and 0.147.

4.3 Experiment C: Comparing Loss Functions

In the third set of experiments, I have compared the recommendation based on automatic
features when different types of optimization algorithms are used. The results are illustrated
in Figure 4.5 and 4.6.

First of all, as it can be seen, different loss function (hence optimization algorithm) can
yield different recommendation quality for each type of automatic features. For the visual
features — either DeepCineProp-c or DeepCineProp-f — the best results have been achieved
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(a) Precision (b) Recall

Figure 4.5: Comparison of recommendation based on automatic features using different optimization
methods in terms of (left) Precision and (right) Recall

using warp loss function with consideration to all metrics, i.e., Precision@K, Recall@K, AUC,
and Reciprocal Rank. Surprisingly, bpr loss function does not perform well compared with
warp, and in some cases (e.g., Precision), it yields less than 1/3 of the score. The worst
performance for both DeepCineProp datasets is displayed by the logistic loss function, which
is outperformed by warp and bpr across all metrics.

For the CineSub features, the best results are still achieved by the warp loss function for
all metrics. In contrary to DeepCineProp-f and DeepCineProp-c, bpr nearly performs as well
as warp on metrics such as Reciprocal Rank. The worst results are again obtained by the
logistic loss function. Since the features of the DeepCineProp datasets and CineSub are of
the same categorical type, we could expect that the same loss function would achieve superior
performance across all three datasets. These similarities in results can serve as confirmation
that these datasets share similarities in their nature.

Comparing the loss functions for the manual features tag and genre shows different results
than the automatic features described above. For tag features, bpr achieves the highest results
across all metrics, whereas warp and logistic loss both yield far inferior results on metrics such
as Precision and Recall. The results for genre show that all loss functions display fairly similar
performance.

Overall, these promising results have shown the excellent performance of hybrid recom-
mendation based on visual features, using different optimization methods. The results have
clearly illustrated the substantial potential behind these features that can be exploited when no
other types of content features are provided to a movie recommender system.

4.4 Experiment D: Real-User study

The fourth and final experiment utilizes the developed web application to let real users evalu-
ate recommendation quality for three of the implemented models along the metrics described
in section 3.5.2. Personality and demographic effects on the preferences are considered. Addi-
tionally, the usability of the web application itself is assessed, using the System Usability Scale
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(a) AUC (b) Reciprocal rank

Figure 4.6: Comparison of recommendation based on different automatic features using different opti-
mization methods in terms of (left) AUC and (right) Reciprocal Rank

Figure 4.7: Summary of the results for the user evaluation of DeepCineProp vs. Tag.

(SUS). An overview of the collected recommendation quality evaluation data is provided in
Table 4.4, while 4.14 represents the SUS responses.

Recommendation Quality

The recommendation quality of the recommenders is evaluated as described in Section 3.5.2.
Table 4.4 gives an overview of the responses, while the correlations between the recommenda-
tion quality factors are represented in Figure 4.10. In total, 762 ratings for 278 unique movies
were given by the 150 participants. In 28% of the cases, users would watch the trailer be-
fore rating a movie. The average completion time of the full study was 11.5 minutes. The
DeepCineProp, CineSub, and tag-based recommenders were evaluated by 103, 101, and 96
users respectively. A total of 391 unique movies were recommended, with DeepCineProp and
CineSub providing 195 and 197 unique recommendations respectively. The tag recommender
provided 118 unique recommendations. A detailed explanation of the results is given in the
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Question: Which list... DeepCP v. CSub DeepCP v. tags CSub v. tags

Accuracy

1. has more movies that you find appealing?

2. has more movies that might be among the
best movies you see in the next year?
3. has more obviously bad movie
recommendations for you?
4. does a better job of putting better movies
at the top?

Diversity
5. has more movies that are similar to each
other?

6. has a more varied selection of movies?

7. has movies that match a wider variety
of moods?

8. would suit a broader set of tastes?

Personalization

9. better understands your taste in movies?

10. would you trust more to provide you
with recommendations?
11. seems more personalized to your
movie ratings?
12. more represents mainstream tastes
instead of your own?

Satisfaction
13. would better help you find movies
to watch?
14. would you be more likely to
recommend to your friends?
15. of recommendations do you find
more valuable?
16. would better help to pick satisfactory
movies?

Novelty

17. has more movies you do not expect?

18. has more movies that are familiar to
you?

19. has more pleasantly surprising movies?

20. has more movies you would not have
thought to consider?

Table 4.4: Results from each question of the recommendation quality evaluation with real users
(N=150). Some abbreviations are used to make the dataset names fit in the table, including DeepCP
(DeepCineProp-f) and CSub (CineSub).
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Figure 4.8: Summary of the results for the user evaluation of DeepCineProp vs. CineSub.

Figure 4.9: Summary of the results for the user evaluation of CineSub vs. Tag.
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following:

Accuracy. The results from questions that address the perceived accuracy of the recom-
mender lists show that both the DeepCineProp and CineSub recommenders perform signifi-
cantly better than the tag baseline. The fraction of participants perceiving the personalization
of recommendations given by DeepCineProp as better than tag is 61.2%, while 6.1% thought
they performed equally in this regard. Most notably, only 4.2% of participants think that tag
gives more personalized recommendations than CineSub. While the margin is smaller when
compared with DeepCineProp, CineSub still arise as the model that provides more personal-
ized recommendations for 59.2% of users.

Diversity. The only orthogonal factor in the recommendation quality evaluation (Figure
4.10) is diversity. This result differs from Ekstrand et al. [38], where diversity was found to
have significant positive correlations with both accuracy and satisfaction. In this category, the
performance of both tag and CineSub baselines are lower than DeepCineProp, which emerges
as the more diverse of the recommenders. In the comparison between tag and CineSub, 55.3%
choose tag as more diverse, while 44.7% find CineSub equally or more diverse in its recom-
mendations. DeepCineProp performs better than both baselines, and is considered to give
equally or more diverse recommendations than CineSub and tag among 64.8% and 63% of
participants respectively.

Personalization. Similar to the accuracy factor, DeepCineProp and CineSub both outper-
form the tag-based recommender in perceived personalization. Looking at the Pearson coef-
ficients in Figure 4.10, there is indeed a clear positive correlation between accuracy and per-
ceived personalization (p < 0.001). With tag as baseline, 57.1% of participants perceive the
DeepCineProp recommender as more personalized, whereas CineSub achieves a higher level
of personalization for 93.6% on the same baseline. However, when comparing DeepCineProp
and CineSub directly, there is minimal difference between the two. Head-to-head, CineSub
gets a higher score than DeepCineProp for perceived personalization for 51.9% of the partici-
pants, while 48.1% say DeepCineProp gave equally or more personalized recommendations.

Satisfaction. The positive correlation of the satisfaction factor to both accuracy (coeff. 0.88,
p < 0.001) and personalization (coeff. 0.84, p < 0.001) is apparent in the results, seeing that
DeepCineProp and CineSub are given higher satisfaction ratings compared with the tag base-
line. CineSub is perceived as having the best capabilities in giving satisfying recommendations
by 57.4% of users in comparison with DeepCineProp.
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Figure 4.10: Correlations between the different recommendation quality factors.

Novelty. The perceived capability of recommending novel items to the user is negatively
correlated with the factors accuracy (coeff. −0.51, p < 0.001), personalization (coeff. −0.5,
p < 0.001), and satisfaction (coeff. −0.48, p < 0.001). Being outperformed in each of these
three metrics, the tag model unsurprisingly achieves a higher score for novelty than the two
other recommender models. DeepCineProp is viewed to give more novel recommendations
than CineSub. However, compared with the tag baseline, DeepCineProp and CineSub achieve
higher novelty among 30.6% and 12.8% participants respectively.

Personality and demographic influences.

To get a better understanding of what influences a participant’s choice of preferred recom-
mender model, the demographic and personality responses were assessed.

The demographic and media consumption distribution of the participants is displayed in
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Table 4.5.

K-means clustering was adopted to investigate the preferences of users with different per-
sonality types. The elbow method was adopted to identify the right number of clusters. The
results, displayed in Figure 4.11, indicate that 3 is the best number of clusters to divide users
into based on their personality. In order to visualize the clusters, PCA was applied, resulting
in the plots shown in Figure 4.12. Some general observations about the characteristics of users
in the different clusters (Table 4.13) include that users in Cluster 0 tend to score low on neu-
roticism, meaning they are emotionally stable. Users in Cluster 0 also generally score lower
on conscientiousness than the other clusters. Participants in Cluster 1 tend to have highly con-
scientious and neurotic personalities, while those in Cluster 2 often are introverted as well as
conscientious.

Comparisons between the preferences of users in different personality clusters show some
differences. In particular the preferences of participants from Cluster 0 distinguish themselves
from the two other clusters. When comparing DeepCineProp with the tag baseline, 80% of par-
ticipants in Cluster 0 find CineProp more satisfying, while the same numbers for Cluster 1 and
Cluster 2 are only 50% and 59% respectively. The same pattern is apparent when DeepCine-
Prop is compared with CineSub. Although most users found CineSub to give more satisfying
results overall, 50% of participants in Cluster 0 find DeepCineProp to give higher satisfaction.
Any significant differences between the preferences of users in Cluster 1 and Cluster 2 were
not observed.

Although no particular differences were observed from users of different demographic
groups, a few effects of media consumption on user preferences were observed. Participants
who watched more movies had a higher tendency of choosing tag over DeepCineProp for sat-
isfaction (coe f f .= 0.32, p = 0.026) as well as tag over CineSub for accuracy (coe f f .= 0.34.
p = 0.02). Those who spent more time watching movies also more often saw recommen-
dations produced by CineSub as less diverse than those of DeepCineProp (coe f f . = −0.32.
p = 0.018). Since significant correlations of media consumption and preferences are few and
far between, media consumption patterns in general cannot be concluded to explain prefer-
ences toward either of the evaluated recommender models.

Usability.

To summarize the subjective user experience, the overall SUS score was calculated based
on the collected responses (N=145). The system achieved a mean SUS score of 77.3. A
baseline of 68 is typically used, which is the average SUS score over a large number of usability
studies, reported in Sauro [108]. The achieved score can therefore be said to be above average.
According to the curved grading scale interpretation of SUS scores proposed by Sauro and
Lewis [109], the score is within the range of a B+, or a percentile rank of 80%. The SUS
responses are represented in Figure 4.14 as a raincloud plot, which combines jittered raw data
points, split-half violin plot, mean, and boxplot [4].
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Figure 4.11: Elbow method for identifying participant personality clusters

Figure 4.12: K-means clusters of participants’ personalities.
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(a) Conscientiousness (b) Extraversion (c) Neuroticism

(d) Openness (e) Agreeableness

Figure 4.13: Comparison of personality traits for the different personality clusters.
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Demographics Age 18-24 25-30 31-40 41+
71 39 30 10

Gender Female Male Other
51 97 2

Native English-speaker Yes No
46 104

Media consumption TV series (hrs per week) <1 1-4 5-10 >10
13 38 63 36

Movies (hrs per week) <1 1-2 3-6 >6
5 43 73 29

Cinema (times per year) <1 1-2 3-6 >6
20 41 46 43

Table 4.5: Participant characteristics

10. I needed to learn a lot

9. I felt very confident

8. Awkward to use

7. Most would learn it very quickly

6. Too much inconsistency

5. Functions well integrated

4. I would need support

3. Easy to use

2. Unnecessarily complex

1. I would like to use it

1 2 3 4 5

Score

Q
ue

st
io

n

Figure 4.14: System Usability Scale results (1=“Strongly disagree”, 5=“Strongly agree”). The ques-
tions on the y axis are short versions of the questions originally asked.
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The Sauro [108] general SUS benchmark of 68 does not take into account that perceived
usability differs significantly in different types of products and interfaces. To be able to better
interpret the SUS score, we can compare it to more specific categories related to the system.
According to categorical data collected by Sauro [108], public-facing websites receive an av-
erage score of 67 which would give a C on the curved grading scale. Even though our system
is not a native application, it is designed to work for mobile interfaces. It can therefore be in-
teresting to note that on average, 15 of the most popular mobile applications achieved a total
SUS score of 77.7, which is fairly similar to the result of 77.3 which was achieved in this study
[108].

The adjective rating given by users was positively correlated with the SUS scores, with a
Pearson coefficient of 0.64 (p < 0.01). The mean adjective rating across all users was 5.5 out
of a maximum of 7, which puts the system between “good” and “excellent” in overall user-
friendliness. These results correspond well with the findings in Bangor, Kortum and Miller
[7], which display that the mean SUS score of a system with “good” adjective rating is 71.4,
while the mean SUS score is 85.5 for systems that achieve “Excellent” adjective rating.

Additionally, the effect of demographics and media consumption on the given SUS scores
and adjective ratings by users was investigated. Age group had a slight positive correlation
with SUS score with a coefficient of 0.145 (p = 0.082). Since the p-value is more than 0.05,
this effect is discarded as not statistically significant, and it is therefore not certain that older
participants are more inclined to find the system more usable. When it comes to personality,
participants in cluster 2 (Figure 4.12) give the system an overall higher rating than participants
in cluster0 and cluster1. While the mean SUS scores from users in cluster 0 and cluster 1 are
74.3 and 75.7 respectively, users in cluster 2 gives the system an average score of 82.6. This
indicates that personality traits may affect how a user perceives the usability of a recommender
system interface.

According to the results presented, the system achieves a more than acceptable level of
subjective usability among participants. An achieved score of 77.3, which is well above the
general average and within the percentile rank of 80%, demonstrates that it provides a user-
friendly experience for participants. Considering that it is a prototype framework, these are
promising results for further development.
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Chapter 5

Conclusion and Future Work

5.1 Summary

In this thesis, a hybrid technique to generate recommendation based on visual features auto-
matically extracted from movies is proposed.

The cold start problem for movie recommendation — more specifically the new item prob-
lem — has been addressed by extracting novel features for movie recommendation and com-
paring the recommendation capabilities of these with more traditional content features. The
research was carried out by following a four-step procedure which included:

1. Establishing the research context and state-of-the-art by conducting a literature review
(detailed in Chapter 2).

2. Forming a novel dataset of visual features from 12,875 movie trailers with the use of
deep learning, as well as a subtitle-based dataset from 3,405 movies (explained in Chap-
ter 3).

3. Evaluation of accumulated datasets in offline experiments to investigate and compare
the recommendation capabilities of these (described in Chapter 4).

4. Integration of the best-performing recommender models in a real recommender system
and evaluation of these in online experiments with 150 real users (described in Chapter
4).

5.2 Main contributions

This thesis advances the state-of-the-art of content-based movie recommender systems through
the contributions listed in the following:

• Proposing a novel hybrid recommendation technique based on visual features automat-

ically extracted with deep learning: In Chapter 3, approaches utilizing classification
label output of deep visual features from the key frames of 12,875 movie trailers are
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proposed. One approach includes taking advantage of the confidence output of each la-
bel, while another uses the popular TF-IDF method to aggregate the features. The final
datasets are made openly available online through the project’s Github repository.

• A comprehensive evaluation of proposed recommendation approach in both offline and

online experiments, including consideration of different optimization methods and com-

parisons with different baselines on various evaluation metrics: Chapter 3 describes
the methodology used in the offline experiments, while results of these are presented in
Chapter 4. The offline evaluation experiments include exploratory analysis, recommen-
dation quality, and comparison of different loss functions. In the exploratory analysis,
clusters in the DeepCineProp13K dataset are recognized and explored by the use of
K-means clustering and LDA topic modelling. The dataset is visualized by using the
dimensionality reduction techniques PCA and T-SNE. In the recommendation quality
experiment, DeepCineProp-based recommenders are compared with baselines based on
traditional content features, such as tag and genre, as well as novel features from the
proposed CineSub dataset. The comparison experiment of loss functions investigates
how recommender models trained with different content features perform with different
optimization methods, including bpr, warp, and logistic loss functions.

• Collecting a large dataset of subtitles from 3,405 full length movies and exploiting them

in a baseline recommendation technique: The collection and aggregation of subtitle
features are described in Chapter 3. In Chapter 4, the subtitle dataset, named Cine-
Sub3K, is used as baseline model for the DeepCineProp-based recommenders in both
offline and online experiments. CineSub 3K is made openly available in the project’s
Github repository.

• Developing a framework for evaluating and comparing different movie recommenders

with real users as a modern web application, including an evaluation of the framework’s

usability: The design process, specifications, and properties of the movie recommender
evaluation framework, named Samvise, are described in Chapter 3. In Chapter 4, the
framework is successfully utilized for the online experiment with real users and evalu-
ated for usability by 145 users with the System Usability Scale.

5.3 Conclusion

The results of the offline evaluation of recommendation quality as detailed in Section 4.2 have
shown that models trained on the proposed types of visual features achieve higher scores on
algorithmic metrics compared with more traditional content features. The results from the
online evaluation with 150 participants, as detailed in Section 4.4, substantiate the offline
results. Participants find the DeepCineProp-based recommender to provide more accurate,
personalized, and satisfying results than the tag-based recommender. Additionally, tag, which
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represents more traditional content features, produces recommendations with higher novelty,
DeepCineProp is found to give diverse recommendations to a higher extent. As a conclusion
of RQ 1.1, the findings demonstrate that the proposed recommendation technique with visual
features extracted with deep learning provide better recommendation quality compared with
more traditional recommendation approaches that use manually created metadata.

When comparing the proposed DeepCineProp recommender on algorithmic performance
metrics against CineSub, both of which are based on features that can be extracted automati-
cally, CineSub achieves higher scores. The offline evaluation results are again in line with the
online evaluation in regards to accuracy and satisfaction, as participants find that the CineSub
recommender provides more accurate and satisfactory recommendations than DeepCineProp.
However, DeepCineProp still achieves better results than CineSub in producing diverse and
novel recommendations for users. Moreover, the two recommenders perform fairly evenly
when it comes to perceived personalization of recommendations. According to the presented
findings of this thesis, the response to RQ 1.2 is that the proposed recommendation technique
based on visual features provides less accurate and satisfactory recommendations than subtitle
features, but performs equally good or better in terms of personalization, novelty, and diver-
sity. It should also be noted that the dimentionality of CineSub should be reduced in order to
decrease computing time. Such refining of the dataset may negatively affect the performance
in terms of recommendation quality and potentially even the gap between DeepCineProp and
CineSub.

In terms of RQ 2.1, the presented findings in sections 4.2 and 4.4 show high similarity
between the outcome of algorithmic performance metrics and perceived accuracy, satisfaction,
and personalization of recommendation lists among real users. As expected from previous
studies, the novelty metric had a negative correlation to accuracy and satisfaction. Perceived
diversity, on the other hand, was found to be an orthogonal factor in the online evaluation,
which contradicts results of previous research [38].

With regard to RQ 2.2, some user characteristics were found to affect user preferences.
The results from the online evaluation show that participants with low conscientiousness who
also are emotionally stable tend to have a higher preference towards the recommendations
provided by DeepCineProp. Other factors were also assessed, including media consumption
and demography. However, none of these were found to explain user preferences towards
either of the evaluated recommender models.

In the context of RQ 2.3, the prototype framework achieved usability scores well above
general average in the SUS evaluation (Section 4.4). The findings of the usability assessment
did not show any correlation between media consumption habits or demography to how users
perceived the usability of the system. However, it was found that users who shared certain
personality traits would be more happy with the usability than users with other personalities.
The results of the usability assessment demonstrate that the framework provides a user-friendly
experience for participants of a movie recommender system evaluation with recommendation
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based on visual features.

5.4 Limitations and Future Work

The research problems and the approach of this thesis include limitations as well as possi-
bilities for further research to be carried out. This includes work on feature extraction for
DeepCineProp13K as well as the proposed subtitle-based CineSub3K. It also includes further
development of recommendation output, as well as evaluation with different baselines.

One benefit of utilizing crowdsourcing platforms such as Prolific or Mturk, as opposed
to voluntary users recruited by the use of social media, is that we get “blind” users. These
are users that have no special connection with the researcher, the experiment, or the system
[111]. With “blind” users, we avoid biases such as potentially more predictive behavior due to
familiarity with the experiment or system, or socially desirable answers as a consequence of
friends or colleagues wanting to please the researcher [90, 117]. However, paid workers from
crowdsourcing platforms are more likely to cheat when performing assigned tasks [36]. When
comparing with participants from other crowdsourcing platforms, such as Amazon’s Mturk1,
participants from Prolific have shown to be less dishonest, in addition to being more diverse
and naive [94]. Prolific also benefits from a high grade of transparency for both participants
and researchers [91].

Although quality of responses from crowdsourcing platforms like MTurk and the utilized
Prolific is generally high, the online evaluation was not implemented on a real video streaming
service. This may be a limitation to the evaluation, as the participants’ intentions of partici-
pating are not about finding something to watch, as it would be in a recommender system on a
video streaming site.

The CNN model for visual feature extraction is only trained on recognizing objects from
the ImageNet dataset. A priority for future work would be to complement the data in the
DeepCineProp13K dataset by utlizing a model trained on a different dataset to go beyond the
current implementation and recognize other types of features (i.e. actions, affective dimen-
sions, scenery).

The CineSub3K dataset should be refined further as to increase computing time for training
a recommendation model with it. Being as high-dimentional as it is now, the achieved recom-
mendation performance may not be representative for recommender systems using a refined
version to implement CineSub3K on a larger scale. Testing this recommendation approach on
videos and movies with subtitles in other languages than English also represents an exciting
problem to research in the future.

In addition to general content-based recommendation, subtitles can be utilized to determine
moods and sentiments in a movie. Such approach would be relevant in context-aware recom-
mender systems, which utilize contextual information, i.e. mood, to provide recommendations

1mturk.com/

mturk.com/
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to users.
Since the features of both DeepCineProp13K and CineSub3K are represented by labels, it

is feasible to implement recommender systems that utilizes either of these datasets which pro-
vide explanations to a user. A future research opportunity lies in evaluating explanations based
on these two datasets with existing content-based style explanation techniques as baselines.

In this thesis, the final layer of image classification labels for key-frames generated by the
CNN model is used to train the recommender system. In addition to the dataset of labels,
the project’s Github repository contains a dataset of features for the same movies, but without
the last classification layer. The fully connected layer consists of a 4096-dimensional feature
vector of each input image instead of the 1000-dimensional label feature vector. Both of these
datasets are made openly available for further exploration and research.
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Appendix A: User Study Statistics

Visualizations of statistics from the user study that are not included in the Results chapter are
included in this appendix.
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Figure 1: The p-values between the different recommendation quality factors of the user study.
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Figure 2: The correlations between the each of the questions in the recommendation quality evaluation
of the user study.
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Figure 3: The p-values between the each of the questions in the recommendation quality evaluation of
the user study.
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Figure 4: The correlations between the different recommendation quality factors of the user study and
media consumption habits of the participants.
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Figure 5: The p-values between the different recommendation quality factors of the user study and
media consumption habits of the participants.
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Figure 6: The correlations between the SUS responses and media consumption habits of the partici-
pants.
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Figure 7: The p-values between the SUS responses and media consumption habits of the participants.
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