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2 Abstract

Every year, thousands of Norwegian citizens undergo knee surgery in Norway. Taking a knee operation is not
without risk. From previous studies, some products have shown worse quality than others. A lower lifespan
of prostheses has consequences for patients and for society (pain, missing days of work, additional costs of
re-operations and new prostheses).

The Norwegian Arthroplasty Register (NAR) collects data for 95% of the knee and hip surgeries in Norway,
which for the knee is 6,000 surgeries each year. The purpose of the NAR register is to monitor and detect
inferior prostheses as quickly as possible.

The typical way for detecting inferior prostheses is to use survival analysis whose advantage is that it uses
time as a factor. For instance, the Kaplan Meier method can measure if one prosthesis has a consistently higher
survival time over eight years as compared to another prosthesis. There are additional methods applicable
such as Cox PH regression, which also can take into consideration other factors such as gender and age. These
methods are preferred by clinicians.

In this thesis, we have developed a Web API that makes it possible to perform various methods of data
analysis. An additionally implemented feature was the minimal front-end interface to graphically present
results. Both are the building blocks of a functional prototype for performing various analyses including
among others Kaplan Meier and Cox PH.

The advantage of the functional prototype is that it can be used online at the convenience of users. And,
with minimal modi�cation it could be directly connected to the NAR registry’s database. Such a setup enables
calculating outcomes frequently on regularly updated data.

The prototype was evaluated by biomedical experts as well as IT experts. Respective System Usability
Scores (SUS) were calculated for each expert group, resulting in an average score of 86, which is excellent. The
evaluators also suggested adding additional functionality like PCA analysis and a summary statistics table.
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3 Introduction

This master thesis is part of a collaboration with three other master students Solheim, 2021; Stolt-Nielsen,
2021; T.Hufthammer, 2021. The purpose of the collaboration was to produce a data exploration and data
mining tool for the arthroplasty domain. We wanted to explore and implement methods that could aid in
assessing the survival outcome of prostheses in the arthroplasty domain.

Two students focused on the front-end development - Solheim, 2021 focused on visualisations and Stolt-
Nielsen, 2021 on providing an appealing User Interface (UI) experience. The back-end team focused on data
mining and is split between two focus areas - is Total Hip Arthroplasty (THA) and Total Knee Arthroplasty
(TKA). The focus of this thesis have been on TKA.

The data is coming from the Norwegian Arthroplasty Registry (NAR) that is relying mainly on Kaplan
Meier and Cox PH methods for this purpose. Our goal was to explore possibilities for applying data mining
methods in a user friendly manner. We belived this would allow a greater 
exibility for calculating patient out-
comes. This work was academic, but inspired by the real challenges on one side, and the available technologies
to solve it on the other side.

The �rst objective was to develop a back-end web-based Application Programming Interface (Web API)
(What is an API? 2021) and minimal front-end in Flask which used the Web API to give a better graphical
representation of the analyses and results.

The purpose of the Web API is to serve as a platform for data mining methods for detecting under-
performing total knee prostheses.

This kind of research is on the rise, as can be seen with the Danish National Registry, which published
results of data mining. They have in El-Galaly et al. (2020) shown applications of predictive modeling resulting
in a better understanding of which features (variables) within TKA data may be suitable for building predictive
machine learning models.

In detail, El-Galaly et al. (2020) used among 25 000 patient data records from 2012 to 2015 of primary
TKA surgeries and analyzed them using data mining methods (El-Galaly et al., 2020, pp. 1). The research
aimed to develop a model capable of predicting early TKA revision (El-Galaly et al., 2020, pp. 2). Early TKA
revision happens when a patient needs a new prosthesis implant within two years after the �rst surgery due
to problems with prostheses, which is considered a poor patient outcome (El-Galaly et al., 2020, pp. 1).

The prediction models were created using the four machine learning methods: logistic regression, random
forest, gradient boosting, and neural network (El-Galaly et al., 2020, pp. 4). The ten most important features
for each of the di�erent prediction models were listed. Those features varied, but all the models considered
feature age to be an important predictor of outcome (revision surgery) (El-Galaly et al., 2020, pp. 8).

For a prediction model to be clinically useful, the Area Under the Curve (AUC) score should be 0.7 or
higher. The results of the prediction models were that all had an AUC score that ranged between 0.57 and
0.60. As such, none of the prediction models reached the AUC threshold goal of 0.7, and the models were,
therefore, deemed clinically not useful (El-Galaly et al., 2020, pp. 12). Finally, the study mentions that the
prediction models might be better if more data were available, like if the data contained an anonymous surgeon
identi�er (El-Galaly et al., 2020, pp. 13).
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4 Research questions

The following research questions were formulated for this thesis:

ˆ Is it possible to develop a minimal web-based functional prototype that utilizes data-mining to assist
medical professionals making decisions regarding total knee arthroplasty?

ˆ Which data-mining algorithms have the highest potential for predicting underperforming total knee
prostheses?

ˆ Is survival analysis, as the gold standard, the best predictor of under-performing total knee prostheses?

4.1 Overview of the thesis

This Chapter contains the outline of the research conducted within the master thesis project:

Chapter 5: Background contains the medical theory about knee arthroplasty prostheses, data registries,
and research challenges. Chapter 5.2 covers the literature and related work, which is relevant for this project.

Chapter 6: Method explains the method used in this project and their contribution.

Chapter 7: Technologies explains the technologies used for creating a data-mining tool for knee arthro-
plasty.

Chapter 8: Data explains the test knee data set that were used to generate results in the data-mining
tool.

Chapter 9: Identifying user needs and establishing requirements explains the requirements and
how they were identi�ed.

Chapter 10: Development iterations explains the four development iterations and di�erent �ndings
about development.

Chapter 11: Artifact explains the data-mining tool which consists of a Web API that runs data analysis
and a Web based front-end that displays the results.

Chapter 12: Evaluation explains the evaluation of the data-mining tool.

Chapter 13: Discussion answers the research questions and discusses the limitations of the study.

Chapter 14: Conclusion and future work summarizes the project and provides recommendations for
future work.
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5 Background

5.1 Arthroplasty

5.1.1 Knee arthroplasty

Arthroplasty surgeries are conducted on di�erent parts of the body, such as the hip, knee, shoulder, elbow,
or ankle (Healio, 2012). In this thesis, the focus will be on total knee arthroplasty. This section starts with
general information about knee arthroplasty and ends with more details about total knee replacement surgery.

"Arthroplasty is a surgical procedure performed by an orthopedic surgeon that alters or completely replaces
a joint in the body, usually to restore normal motion and relieve pain in a malformed or diseased joint" (Healio,
2012).

People usually get knee replacement surgery because of pain caused by osteoarthritis (Knee replacement
2017). Osteoarthritis is a degenerative joint disease that 30 million su�er from in the USA. It occurs most
often in hands, feet, spine, hips, and knees. Osteoarthritis occurs typically due to the degeneration of cartilage.
Cartilage is a rubbery tissue at the end of bones that helps bones to connect to each other so that they can
move more smoothly (Holland, 2018).

Knee replacement surgery can �x pain and functionality of diseased knee joints. To �gure out if a knee
replacement surgery is necessary, the doctor checks the knee's range of motion, stability, and strength and
uses x-rays. Factors the doctors can take into consideration can be age, weight, health, activity level, knee
size, and shape. The risks associated with this type of surgery are infection, blood clots, stroke, heart attack,
and nerve damage (Knee replacement2017).

There are advantages of surgical therapy, but the drawbacks of getting a knee replacement is that a knee
replacement can wear out sooner if the user is doing high-impact activities. Therefore, it is recommended
to avoid high impact activities such as jogging and sports that involve jumping and instead do low impact
activities such as walking or swimming. Another type of problem that can occur are infections in the knee
replacement. If that happens, the patient will need to get a new knee replacement surgery. The lifespan of
a knee replacement varies, but it is usually over 15 years (Knee replacement2017). Similar results were also
found by Evans et al. (2019), who investigated how long a knee replacement lasted. The �ndings were that
for primary total knee replacement, 82% lasted 25 years, and for unicondylar knee replacement, 72% lasted
25 years (Evans et al., 2019, pp. 655). As with many health issues, older individuals are also more prone to a
need for a knee replacement than younger individuals (Knee replacement2017).
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Figure 1: Total Knee Replacement (Shiel, 2019)

Total knee replacement is a surgical procedure that usually takes under 2 hours (Total Knee Replacement
n.d.). The �rst thing the surgeon does in the surgery is to remove damaged cartilage and bones. Afterward,
the surgeon places implants into the knee. These implants can be made of metal or plastics (Total Knee
Replacementn.d.).

Di�erent parts of the knee are replaced in total knee replacement surgery. The parts that are always
replaced with arti�cial components are the femur bone and the lower leg bone (tibia). A part of the knee that
is only replaced if the condition is bad enough is the kneecap portion of the knee joint. All these arti�cial
components combined are called a prosthesis (Shiel, 2019).

In total knee replacement surgery, the surgeon can use cemented, uncemented, or hybrid (cemented tibia
and cementless femur) between the bone and the implants. However, there is no conclusion of which type
works best (Brown, Harper, and Bjorgul, 2013).

5.1.2 Arthroplasty registries

Arthroplasty registries exist to improve the treatment of patients that are undergoing joint replacement surgery.
Arthroplasty registries are common in the Nordics, and they exist in Denmark, Sweden, Finland, and Norway.
(Pedersen and Fenstad, 2015, p.5).

However, the countries di�er in statistical methods, data being collected, implant survival, etc. Because of
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these di�erences, results between the countries are not completely comparable (Pedersen and Fenstad, 2015,
p5).

The Nordic Arthroplasty Register Association (NARA) was created in 2007 To improve the quality of
research and understanding of outcomes in joint replacement surgery (Pedersen and Fenstad, 2015, p5).
The NARA association members are arthroplasty registers from Denmark, Finland, Norway (The Norwegian
Arthroplasty Register), and Sweden (Pedersen and Fenstad, 2015, p6-7).

One of the NARA association`s goals is to create one minimal Nordic dataset that contains results for
total joint replacement surgery. This dataset should make it possible to study smaller subgroups of patients
that are too small to investigate only in a single country (Pedersen and Fenstad, 2015, p6). The current
NARA association dataset contains 20 variables for knee data that are collected from all member countries
from the year 1997 (Pedersen and Fenstad, 2015, p8). The NARA knee dataset contains 390 000 primary knee
arthroplasty surgeries from 1997-2012, where most surgeries are from Sweden (150 000) and only 49 000 or
12.5% are from Norway (Pedersen and Fenstad, 2015, p9).

The Norwegian arthroplasty registry was founded in the 1980s and was from 2009 a nationwide register
in Norway (norwegian arthroplasty register n.d.). Every year the register gathers over 95% of the knee and
hip arthroplasties conducted in Norway. For the knee arthroplasties, that is a total of 6000 each year. The
register gathers information from when the �rst time the prosthesis is inserted and also for later revisions
for failed prostheses. For the patient to be included in the register, the patient must write a written consent
(norwegian arthroplasty register n.d.). From 1994 to 2018, 97022 knee replacements have been registered in the
Norwegian Arthroplasty Register (NAR). The most common reasons for reoperations of knee arthroplasty are
infection, instability, loose tibial component, and pain (Norwegian national advisory unit on arthroplasty and
hip fractures: annual report 2019, pp. 65). Reoperations can be caused by poor surgery outcomes (Norwegian
national advisory unit on arthroplasty and hip fractures: annual report 2019, pp. 65) . Nevertheless, for total
knee arthroplasty survival curves have been improved from 1994 to 2018 (Norwegian national advisory unit
on arthroplasty and hip fractures: annual report 2019, pp. 65) . In other words, the patient's prosthesis lasts
longer today than earlier.

In this thesis, I got access to an experimental dataset from the Norwegian Arthroplasty Registry containing
knee arthroplasty surgery data.

Lastly, the primary purpose for the Norwegian Arthroplasty Register (NAR) registry is:

\The main purpose of the register is to function as a surveillance tool to identify inferior implants as early
as possible\ (The Norwegian Arthroplasty Register 2021).

The NAR registry uses the survival analysis methods Kaplan Meier and Cox PH, which is considered
the standard to identify inferior prostheses. In the next section, inferior prostheses are identi�ed using these
methods.

5.1.3 Baseline prosthesis

Gj�tesen (2013) used survival analysis to investigate the rates and cause of revision of seven di�erent brands
of cemented primary Total Knee Replacement (TKR). The data in the study was NAR register data from
1994 to 2009. For comparing di�erent prostheses, there was a need for a benchmark or a so-called baseline
prosthesis. The Pro�x knee prostheses, the most commonly used total knee prostheses in Norway, were chosen
as the baseline prosthesis. And the rest of the prostheses results were compared relative to this prosthesis
(Gj�tesen, 2013, pp. 636).

For detecting inferior prostheses, there is a need for a so-called standard / baseline that can indicate if a
prosthesis is inferior or not. For instance, if the baseline prosthesis has a mean survival year of 15 years, and
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another prosthesis has a mean survival year of 12 years, this other prosthesis performs below the baseline. It is
therefore, clearly an inferior prosthesis. The previous example is only valid if the poorly performing prosthesis
has a proper sample size. If the sample is too small, there would be no way to draw a reliable conclusion
based on this example. For instance, if there only exists 20 patients for the poor prosthesis while the data
for the baseline is 2000 prosthesis, I would argue that the small sample size of 20 is too limited to draw a
proper conclusion. However, even though the sample size is small, there might be a good idea to investigate
why the prosthesis is performing this badly. It is in the patients interest to address the safety concerns. If the
prosthesis is new, there might be a learning phase for the surgeons (Peltola, Malmivaara, and Paavola, 2013).
Hence the results might improve over time. There also might be certain types of more active patients who
have had this prosthesis so it is their lifestyle that led to a lower survival rate than normal.

The performance of a prosthesis also depends on the surgeon's skill level (Badawy et al., 2017, pp. 1) and
the patients' health (Boyce et al., 2019, pp. 557) and activity (Seyler et al., 2006). Because of all of these
di�erent factors, there is a need for a sample size that is large enough to eliminate the randomness of surgeon
skill and patient health and lifestyle.

Our investigation also needs a baseline prosthesis that will be used as a benchmark for detecting inferior
prostheses. As Gj�tesen (2013) suggested, Pro�x will be used as the baseline prosthesis in this paper for
survival analysis.

5.2 Literature Review

When conducting the literature review, I only included articles within the �eld of healthcare that were created
after the year 2000.

The literature review is primarily oriented around literature in healthcare that has used data mining.
During the review, I examined the workings of previous students that have collaborated with the NAR registry.
Additionally, I was studying research that has used data mining algorithms in the �eld of knee arthroplasty
to �nd algorithms with good potential. However, I also included research from other healthcare �elds to get
a broader knowledge of data mining algorithms' potential.

The literature review starts with previous master theses of students who collaborated with the NAR
register. Next, I cover relevant research employing data mining to arthroplasty and healthcare data. And
�nally I addressed literature from other healthcare �elds.

5.2.1 Similar research

This section includes previous master theses that dealt with di�erent aspects of the NAR registry.

Iden (2020) investigated how data mining could be used to gather insight into total knee arthroplasty using
NAR registry data. For this purpose, he used various machine learning and statistical methods (Iden, 2020, pp.
49). The approach he used was Knowledge discovery in databases (KDD), which is a process of discovering
patterns in data. The KDD method consist of the di�erent steps, such as data selection, preprocessing,
transformation, data mining and interpretation/evaluation (Iden, 2020, pp. 10).

For his research, he explored the variables young age, bilateral surgery, perioperative surgery, implant
product that lies in the NAR registry dataset. Additionally, he made predictions about the cause and type of
revision surgery and the time di�erence between �rst and second bilateral surgery (Iden, 2020, pp. 11).

The NAR registry data used for his research contained among 40 000 patient records from 1994 to 2018.
The NAR dataset consisted of only popular devices with over 500 records, and most of the data was of primary
surgeries and a limited amount of revision surgeries (Iden, 2020, pp. 13).

The technologies used for preprocessing were Pandas (Pandas 2021) and Numpy (Numpy 2021). For
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machine learning and transformation of data, he used Scikit learn (scikit, 2021a) (Iden, 2020, pp. 13). For
normalizing the data, he used Scikits MinMaxScaler (Iden, 2020, pp. 13).

For exploring patterns in the data, he used Linear Discriminant Analysis (LDA), Principal Component
Analysis (PCA), and k-means cluster analysis (Iden, 2020, pp. 16-17). Additionally, he explored the data
using descriptive statistical techniques such as mean values and displayed value distribution in boxplots (Iden,
2020, pp. 18-19).

The �ndings from LDA were mixed. It performed poorly for clustering the time di�erence between bilateral
surgeries and ASA classi�cations. However, for clustering deep infection, the performance was good (Iden,
2020, pp. 38-39).

The �ndings from clustering using PCA were that the results were more stable, as it created explanatory
clusters across the applied variables. Interestingly, he managed to see from PCA that LCS Complete had a
positive correlation to serious ASA classi�cations. However, the best result was found in the time di�erence
between the bilateral surgeries (Iden, 2020, pp. 39).

The �ndings from k-means clustering were that it produced mixed results. Often it produced unevenly
sized clusters, but some cluster results were of interest (Iden, 2020, pp. 39). Interestingly, it is possible to see
that the LCS complete device has a connection to reduced survival rate (Iden, 2020, pp. 44). Another �nding
was that the best k-means algorithm was k-means with cosine distance (Iden, 2020, pp. 40).

For classi�cation and regression, he followed the same approach. The approach consists of �rst making a
feature selection with the help of Scikits SelectKBest method. Second, the algorithms was evaluated using
10-fold cross-validation that splits data into pairs, i.e training and test sets. Third, visualize and compare the
results of algorithms in boxplot graphs. Lastly, the best algorithm was applied for hyperparameter optimization
using Scikit GridSearchCV (Iden, 2020, pp. 19-20). He tested 9 di�erent classi�cation algorithms and 6
regression algorithms (Iden, 2020, pp.19-20).

For classi�cation of revision cause, gradient boosting classi�cation gave the best result with 46.6 percent
accuracy (Iden, 2020, pp. 46). However, a problem with the classi�er is that rare revision causes like bone
fracture are never predicted correctly (Iden, 2020, pp. 47). To improve the classi�er's performance, loosening
of distal and loosening of the proximal component was combined into the value general aseptic loosening.
After these values were combined, the results improved, and there were fewer failed predictions (Iden, 2020,
pp. 47).

For classi�cation of revision type, several algorithms performed similarly. However, gradient boosting was
the best algorithm (Iden, 2020, pp. 49). The classi�cation results using gradient boosting were that it had a
macro average of 41 percent for precision and an F1 macro average of 26 percent (Iden, 2020, pp. 51).

For predicting the time di�erence between bilateral surgeries, the goal was to predict time divided into two
and four time frames (Iden, 2020, pp. 51). The gradient boosting classi�er gave the best result for predicting
two time frames with a median accuracy of 77 percent and four time frames with a median accuracy of 56
percent (Iden, 2020, pp. 53).

For predicting the exact time di�erence between bilateral surgeries, no cases where time was above 4000
days were predicted correctly (Iden, 2020, pp. 56). The best algorithm for predicting time di�erence was
the k-nearest neighbors regressor that had an adjusted r-squared between 0.48 and 0.55 during 10-fold testing
(Iden, 2020, pp. 54-55).

Additionally, he also conducted an online recorded interview with experts that consisted of a biostatistician,
arthroplasty surgeon, and prosthesis engineers. In the interview, he asked them how they consider the results
from the descriptive and the predictive modeling. He also asked how the work can be developed further
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and their thoughts on the KDD method in knee arthroplasty (Iden, 2020, pp.24). The participants in the
interview thought the results were of high interest. However, it was mentioned in the interview that there is
a need for close collaborations between data scientists and physicians in a way that physicians gain a bigger
understanding of the models and the data scientists gain a larger clinical understanding (Iden, 2020, pp.57).

Ertkjern (2015) produced a prototypical artefact with emphasis on HCI as part of his master thesis. He
created a web application that includes a search engine and functionality for surgeons to submit records
(Ertkjern, 2015, pp. 1-2). The intended user groups for this artefact are researchers, surgeons, and public
users (Ertkjern, 2015, p. 84).

The artefacts search engine was developed to promote Open Data and to use Big Data in a useful way
in health research to detect prostheses with higher risk of failure. The search engine pulled data from dif-
ferent sources that are relevant for the di�erent user groups. One of those data sources is The Norwegian
Arthroplasty Register that provides searchable records of hip and knee implants. However, since researchers
at Haukeland University Hospital also use other data sources for research, additional sources were included,
such as MAUDE, Clinical Trials website, and PubMed. Besides search functionalities, the artefact provided
surgeons the opportunity to submit and monitor records and view statistics, which should encourage research
contributions by surgeons (Ertkjern, 2015, pp. 1-2).

Regarding the representation of data, the author highlights the importance of visualizing data in a pleasing
way. For example, by using map, bar and pie charts rather than plain data tables (Ertkjern, 2015, pp. 12-14).
The evaluation was done using heuristic evaluation by expert users and using the system usability scale method
on end-users. Results indicated satisfactory performance (Ertkjern, 2015, p. 88).

5.2.2 Data mining in arthroplasty

The �rst paper is investigating reasons for failures of revision knee arthroplasty.

Leta et al. (2015) investigated reasons for failures of revision knee arthroplasty.To gather more knowledge
on the subject, they investigated survival rate and modes of failures of revision knee arthroplasty. They
examined data collected between 1994 and 2011 from the Norwegian Arthroplasty Register. For analysis,
Kaplan-Meier and Cox regression were used. Results from the study found infection, instability, loose tibial
component, and pain to be the most common reasons for re-revision (Leta et al., 2015, pp. 48). In terms of
survival rate for revision knee arthroplasties, it was 85 percent for �ve years and 71 percent for 15 years (Leta
et al., 2015, pp. 48).

Some factors, such as sex and age, increased the likelihood of re-revision. For instances, more males than
females underwent re-revision. Also, a larger portion of patients under 60 years of age as compared to those
over 60 had re-revision (Leta et al., 2015, pp. 48). For patients under 60, authors suggest higher activity levels
might be the cause. One other likely reason is that surgeons might have an easier time to ask younger patients
for re-revision than older ones. One other factor that increases the risk of re-revision is sex, more speci�cally,
male. Males had twice the prospect of re-revision than females (Leta et al., 2015, pp. 54).

The study had some strengths and weaknesses. An advantage of the study was that it used a nationwide
registry with high external validity. A de�ciency of the study was that factors such as surgeon skills and
lifestyle and additional health issues were not taken into consideration.

Lewis et al. (2013) investigated how to predict 10-year knee replacement. The study used patient data
from Australia that included over 1400 women over 70-year-old. The study found that certain variables led to
increased risk. These variables were body mass index, knee pain, previous knee replacement, analgesia use for
joint pain, and age (Lewis et al., 2013, pp. 1). The model also showed that the inclusion of body mass index
into the prediction model improved the prediction signi�cantly (Lewis et al., 2013, pp. 6).
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To analyze the patient data, the researchers used IBM SPSS, STATA, and SAS (Lewis et al., 2013, pp.
3). In the prediction model, the variables joint pain, age, body mass index, previous knee replacement, and
analgesia use for joint pain were selected. The results showed a C-statistics score of 0.79 for predicting 10-years
knee replacement (Lewis et al., 2013, pp. 5).

The paper did not precisely mention which type of prediction method they used in the study. Still, it is
highly likely that the paper used a type of regression analysis because of the inclusion of regression coe�cients
in the table on page 4 (Lewis et al., 2013, pp. 4). Even though the study did not mention the kind of
prediction method, it gave valuable indications by identifying variables that might have predictive power for
knee arthroplasty.

The limitation of the study is that it only included elderly women. Because of that, the same prediction
model and outcome might not necessarily apply to other parts of the population.

5.2.3 Data mining in healthcare

Lorenzoni et al. (2019) compared di�erent machine learning techniques to predict hospitalization in heart
failure patients from Italy . To make the prediction, they used data from an ongoing project in Italy named the
Gestione Integrata dello Scompenso Cardiaco (GISC) study. The GISC project is a heart failure assistance
program where the heart failure patients are enrolled. The GISC project uses an online platform that also
shares data with healthcare sta� (Lorenzoni et al., 2019, pp. 1). The dataset in the GISC study contained
data from 380 patients that were included in the program between 2011-2015. In the dataset, only 110 patient
records had no missing data (Lorenzoni et al., 2019, pp. 3).

Before running the algorithms on the dataset, they had to �gure out which kind of data to include as
predictors. Consequently, they included hospitalization, numerical variables such as Body Mass Index (BMI),
age, heart rate, etc. The data that were considered for categorical variables were gender, the occurrence of
myocardial infarction, etc. After selecting variables, all the predictors in the dataset were transformed into
numerical variables, and continuous variables were transformed into values between -1 and 1 (Lorenzoni et al.,
2019, pp. 3).

For prediction, the following algorithms were tested and compared: Logistic regression, Generalized Linear
Model Net (GLMN), classi�cation and regression tree, random forest, adaboost, logitboost, support vector
machine, and neural networks (Lorenzoni et al., 2019, pp. 1). The study found that the best prediction
method was GLMN. It had an average accuracy of 81.2%, a positive predictive value of 87.5% and a negative
predictive value of 75% (Lorenzoni et al., 2019, pp. 9). As for prediction, the best performance was achieved
when patients with one or more missing values were removed from the dataset (Lorenzoni et al., 2019, pp. 6).

A drawback of the study is that it contains a very limited dataset. Nevertheless, it does give some advice
on how data cleaning can improve performance and which type of algorithms could be useful for prediction.

Endo, Shibata, and Tanaka (2007) tried to predict the �ve-year survival rate of breast cancer using di�erent
algorithms. The dataset that they used contained over 87000 records from the US. The dataset should,
according to the paper, be representative of the whole US population. The paper used over 37000 records
from the dataset. In the preprocessing part, male patients were removed, such that the dataset contained
only female patients (Endo, Shibata, and Tanaka, 2007, pp. 11-12). The records contained patients diagnosed
with breast cancer (Endo, Shibata, and Tanaka, 2007, pp. 11). The dataset contained variables such as race,
marital status, age, surgery performed, the reason for no surgery, radiation, etc. Patients with survival over
�ve years were assigned the number 1, while the rest were assigned number 0 (Endo, Shibata, and Tanaka,
2007, pp. 12).

For the prediction of breast cancer survival, seven di�erent algorithms were tested. Those were arti�cial
neural network, naive bayes, bayes net, decision trees with naive bayes, decision trees, decision trees, and
logistic regression model (Endo, Shibata, and Tanaka, 2007, pp. 12). The metrics used for measuring how the
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algorithms performed were sensitivity, speci�city, and accuracy. Speci�city means the probability of predicting
death, sensitivity is the probability of predicting survival, and accuracy is the probability of predicting both
survival and death. The metrics measured survival and death within a time span of 5 years, that is, if
patients are dead or alive within �ve years (Endo, Shibata, and Tanaka, 2007, pp. 14). The result when
comparing the algorithms, were that logistic regression had the highest accuracy (85.8%), decision trees had
the highest sensitivity (97.1%), and the arti�cial neural network had the highest speci�city(50.9%) (Endo,
Shibata, and Tanaka, 2007, pp. 14-15). In the discussion of the paper, the author suggests that the best
algorithm for predicting breast cancer survival might be a combination of decision trees and logistic regression
(Endo, Shibata, and Tanaka, 2007, pp. 16).

An advantage of the paper is that it uses a large dataset for comparing di�erent algorithms in the medical
domain.

Voznuka et al. (2004) Assistme is a decision support system with the purpose to support thoracic surgeons
(Voznuka et al., 2004, pp. 497). The system uses data from previous surgeries where most patients have
implanted a mechanical device like for instance Left Ventricular Assist Device(LVAD), which makes the heart
recover from ventricular failure (Voznuka et al., 2004, pp. 497-498).

The Assistme system is able to generate prede�ned reports about information about mean values of age,
weight and the mortality of di�erent devices, etc. (Voznuka et al., 2004, pp. 503). Additionally the system
can generate reports using Case Based Reasoning (CBR) and Cluster analysis (Voznuka et al., 2004, pp. 498).
For visualizing the reports, bar charts and tables were used since they were preferred by physicians (Voznuka
et al., 2004, pp. 508).

The potential user groups for the system is surgeons or physicians, administrative, and patients. These
groups were identi�ed in meetings with physicians. Each user group has di�erent needs for reports. The more
advanced users like surgeons or physicians need to be able to generate customised reports by choosing their
own parameters. Less knowledgeable groups like patient users need more simple reports like prede�ned reports
(Voznuka et al., 2004, pp. 499).

The advantage of the Assistme system is that it can generate reports and summary of registers with
updated information. Compared to today`s systems this could be seen as an advantage as it usually takes
several months before reports are generated (Voznuka et al., 2004, pp. 508).

5.3 Research Challenges

When doing research within the medical �eld, certain research challenges may arise. One of those challenges
concerns surgery practices, which may di�er between countries.

Due to di�erences in legislation and practices across nations, research from one country may not be ap-
plicable in others. For instance, knee arthroplasty practices di�er between Norway, Sweden, and Denmark.
Robertsson et al. (2010) compared the di�erences between knee arthroplasty in Sweden, Norway, and Den-
mark using the Norwegian Arthroplasty Register, the Swedish Knee Arthroplasty Register and the Danish
Knee Arthroplasty Register. They looked into the demographics, methods, and overall results. The study
found that there exist di�erences between the countries across di�erent factors. One of the factors that di�er
was in the use of uncemented or hybrid �xation components. This class of prostheses was used 14% in Norway,
2% in Sweden, and 22% in Denmark (Robertsson et al., 2010, pp. 82). According to the study, there were also
more reoperations after total knee arthroplasty for osteoarthritis in Norway and Denmark compared to Sweden
(Robertsson et al., 2010, pp. 82). This may be due to the higher use of uncemented or hybrid prostheses in
Norway and Denmark compared to Sweden. Additionally, the implant brands also di�ered a lot between the
countries. In the conclusion of the study, the authors state that Sweden has the lowest revision rate and that
further research is needed (Robertsson et al., 2010, pp. 82).

18



As mentioned above, di�erent practices exist in both equipment brands and surgery practices between
countries. Therefore, comparing studies directly can be challenging. In addition to that, implants have
likely improved in quality, and the same goes for surgical procedures and equipment as well. Consequently,
comparing past studies to more recent ones can be challenging. Older studies may use one type of equipment,
while current studies are using newer and more advanced equipment. Due to technological advancements,
previous studies may not be of the same relevance as more recent studies.

Changes in surgery practices and equipment brands are likely to in
uence historical datasets like those from
the Norwegian Arthroplasty Register (NAR). As such, even if the proposed artifact can make high predictions
applied on the NAR dataset, these predictions will be in
uenced by historical changes in the equipment and
implants. These historical changes that lie in the NAR dataset are a limitation of this thesis research, and it
is essential to be aware of it.
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6 Method

6.1 Design Science

Much research in academia is never being used or known in business organizations. One of the reasons for this
is that much research is not relevant to professionals in organizations (Dresch, Lacerda, and Jose, 2015, pp.
1). A type of knowledge that can increase relevance is Mode 2 knowledge. Mode 2 knowledge aims to solve
problems that occur related to an application, and this is also interdisciplinary. Mode 1 knowledge is academic
and occurs in one discipline (Dresch, Lacerda, and Jose, 2015, pp. 3). Mode 2 knowledge is similar to the
goals of design science, which is: "The mission of developing knowledge that can be used by professionals to
solve their day-to-day problems"(Dresch, Lacerda, and Jose, 2015, pp. 3).

Mode 2 knowledge uses di�erent people among industries that work together to create the best possible
solution where each person contributes di�erent expertise to the project (Dresch, Lacerda, and Jose, 2015, pp.
63).

Hefner et al. (2004) proposed seven guidelines for Design Science research. These guidelines are design
as an artifact, problem relevance, design evaluation ,research contributions, research rigor, design science as
a search process and communication of the research (Hefner et al., 2004, pp. 86). Listed in Table 1 is an
explanation of how these guidelines relate to this thesis.

Guideline Description

1. Design as an artifact
The artifact is a web-based API that
generates knowledge for knee
arthroplasty using data mining.

2. Problem relevance
The goal of the artifact is guided by
professionals in the healthcare industry.

3. Design evaluation
Feedback from the primary users of
the artifact is needed to assure that
the design is relevant for them.

4. Research contributions
The research contribution is the artifact
itself and how well it performs.

5. Research rigor

The artifact has been developed using
the DSDM methodology, which is a
method that is suitable for small
teams. In addition to that, several
other methods were used to develop the
artifact.

6. Design science
as a search process

Several prototype iterations have been
made before completing the artifact.

7. Communication
of the research

The master thesis has been written in
a way that both management and
technology professionals will understand
it. Also it will be available
at the Open Source portal of the university.

Table 1: Design Science guidelines from (Hefner et al., 2004, pp. 86), with an explanation of how they relate
to this thesis.

6.2 Knowledge Discovery in Databases (KDD)

The directions of turning data into useful knowledge is described by the KDD process. A high level overview
of the KDD process is found in Figure 2.
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"KDD is the organized process of identifying valid, novel, useful, and understandable patterns from large
and complex data sets."(Maimon and Rokach, 2005, pp. 1)

The core step in the KDD process concerns data mining, which concerns the use of algorithms to �nd and
explore patterns in data (Maimon and Rokach, 2005, pp. 1).

Figure 2: The Process of Knowledge Discovery in Databases. The �gure has been adopted from (KDD Process
in Data Mining 2021)

The KDD process consists of nine steps that are listed in Figure 2 (Maimon and Rokach, 2005, pp. 2). The
�rst step is developing an understanding of the domain and de�ning goals (Maimon and Rokach, 2005, pp.
3). Step 2 is about identifying the data that should be included in the dataset and integrate all the selected
data into one data set. Step 3 is the cleaning of the dataset that consists of the handling of missing values,
noise, and outliers. Missing data can be handled in di�erent ways, where one way is to predict missing values.
Step 4 is about preparing and generating good data for data mining using, for instance, feature extraction
(Maimon and Rokach, 2005, pp. 4). Step 5 is the selection of the data mining algorithm based on the goal of
the project. The algorithm can be, for instance, regression, classi�cation, or clustering. Step 6 is about �nding
the exact data mining algorithm to use for the project. Step 7 is a step at which algorithms are running several
times before �nding acceptable results. This step can demand adjusting parameters in order to �nd optimal
results. Step 8 is the evaluation part, where the mined patterns are interpreted and evaluated based on the
goals(Maimon and Rokach, 2005, pp. 5). Step 9 is where the knowledge is used in another system (Maimon
and Rokach, 2005, pp. 6).

The steps in the KDD process have been used as a guide in this research.

6.2.1 Domain understanding and KDD goals

I have been in multiple meetings with professionals working at the Norwegian Arthroplasty Register. In these
meetings, I have learned that one of the most important tasks for the register is to detect underperforming
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prostheses. I have also learned from these meetings that Kaplan Meier analysis and Cox proportional hazard
analysis are commonly used for detecting underperforming prostheses.

Besides having meetings with professionals, I have also viewed existing web applications that generate
knowledge using arthroplasty registry data. One typical example of these web applications is the prototype
from the Finnish Arthroplasty Register ( FAR Finnish Arthroplasty Register 2021). This prototype has func-
tionality that is limited to only basic statistics. The prototype we are building goes beyond basic statistical
methods since it includes survival analysis methods and clustering.

6.2.2 Preprocessing

Before running algorithms on a dataset, it is useful to gain more knowledge about the current dataset.

One way to gain more insight is to run a correlation analysis. Correlation analysis is used to �nd rela-
tionships that exist in the data, and it determines the strength of the relationship between two item sets. A
negative value indicates a negative relationship, and a positive value indicates a positive relationship. The
higher the value, the stronger the relationship is. If a strong relationship exists, the independent variable
can be a strong predictor of the dependent variable. A drawback of correlation analysis is that it does not
guarantee causality (Kumar and Chong, 2018, p. 5).

6.2.3 Data mining

Data mining uses a broad range of various discovery methods for �nding patterns in data. These methods
include prediction and description methods (Maimon and Rokach, 2005, p. 6). Of prediction methods,
supervised and unsupervised methods are the main groups. Unsupervised methods group instances without a
dependent attribute. Supervised methods discover relationships between variables (Maimon and Rokach, 2005,
p. 7). Among supervised methods, there are regression models that can predict values and classi�cation models
that group data into classes (Maimon and Rokach, 2005, p. 8). Another type of method class is veri�cation
methods. These are using statistics to evaluate hypotheses such as a t-test or multivariate variance analysis
called ANOVA (Maimon and Rokach, 2005, p. 7). In the next section, machine learning is explained in more
detail.

6.2.4 Machine learning

The project's development requires powerful algorithms that can use historical data for prediction or classi-
�cation of new cases. Machine learning algorithms are powerful and capable of doing this. As compared to
statistics they can run many times to meet user needs and to allow a broader exploration of data.

Machine learning (ML) is a part of arti�cial intelligence (AI). ML is currently being used to solve problems
in vision, speech recognition, robotics, and many other �elds. The way ML works is that it uses past experience
(data) to make predictions in the future, gain knowledge from the data, or both. In practice, ML uses data
that is called training data to build a model (Ayodele, 2010, p. 2). In simple terms, the ML algorithm gets
input data, and the ML algorithm creates a program by itself by recognizing patterns in the data (Sodhi,
Awasthi, and Sharma, 2019, p. 1357). To test the models accuracy, the model is tested on test data, which is
data that has not been used for building the model (Sodhi, Awasthi, and Sharma, 2019, p. 1359).

Problems like classi�cation, regression, similarity can be solved by ML. In classi�cation, the ML algorithm
puts objects in di�erent categories. In regression, the ML algorithm predicts the probability of something
(Sodhi, Awasthi, and Sharma, 2019, p. 1357). In similarity, the ML algorithm �nds similar objects (Sodhi,
Awasthi, and Sharma, 2019, p. 1358).

In supervised learning, the ML algorithm is provided with labeled input and output data for training. After
the training, the algorithm has created a mapping function that can identify an output for a given input. The
training process continues until the algorithm has reached an acceptable accuracy. An example of a supervised
learning algorithm is linear regression (Sodhi, Awasthi, and Sharma, 2019, p. 1358).
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In unsupervised learning, the ML algorithm gets unlabeled input data, and then identi�es the hidden
patterns in the dataset without former training. It is most often used in clustering and association problems.
An example of this type of algorithm is k-means for clustering (Sodhi, Awasthi, and Sharma, 2019, p. 1358).

The next sections show di�erent measures of how to evaluate the performance of machine learning algo-
rithms.

6.2.5 Evaluating algorithmic performance

Di�erent performance measures like sensitivity (1), speci�city (2), precision (3) and accuracy (4), are used to
evaluate the performance of algorithms. These metrics are important for comparing di�erent algorithms and
for evaluating the overall usefulness of algorithms. This section includes the performance measures that will
be used in the �nal master thesis when conducting data mining on knee arthroplasty.

Sensitivity measures how well the algorithm recognizes positive samples (Maimon and Rokach, 2005, p.
666).

Sensitivity =
true positive

positive
(1)

Speci�city measures how well the algorithm understands negative samples (Maimon and Rokach, 2005, p.
666).

Specif icity =
true negative

negative
(2)

Precision measures how well the algorithm works on positive cases in calculating the percentage of positive
cases that are, in reality, positive (Maimon and Rokach, 2005, p. 666).

P recision =
true positive

true positive + false positive
(3)

Accuracy uses the combination of sensitivity and speci�city to calculate the accuracy of the algorithm
(Maimon and Rokach, 2005, p. 666).

Accuracy = sensitivity + specif icity (4)

The Receiver Operating Characteristic (ROC) Curve

The Receiver Operating Characteristic (ROC) Curve is being used to predict how well diseased patients
are distinguished from healthy individuals. For this calculation, it uses sensitivity and `1 - speci�city` (Hajian-
Tilaki, 2013, pp. 627).

The ROC curve Y-axis shows the true positive fraction, calculated using TP/(TP+FN), also called sensi-
tivity. And on its X-axis, it shows the false-negative fraction calculated using FN/TP+FN, which can also be
calculated using `1 - speci�city` (Hajian-Tilaki, 2013, pp. 628{630).

A ROC curve with a value of 0.5 means that the predictions are completely random. A score of 1 means
that all predictions are correct and all diseased patients are successfully classi�ed. Lastly, A score of 0 means
that all predictions are wrong (Hajian-Tilaki, 2013, pp 631).
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6.3 Survival Analysis

New treatments in healthcare need to be tested in trials to see if they are e�cient. One way to analyze data
from clinical trials is to use statistical models that use the time until an event occurs. Examples of such events
are death, negative reaction to treatment, etc. (R. Singh and Mukhopadhyay, 2011).

The investigators using survival analysis do this to get the probability of surviving x amount of years,
which can be one, two, or more. Additionally, they may use survival analysis to compare di�erent groups'
survival (Jager et al., 2008, pp. 561).

6.3.1 The Kaplan Meier method

The most popular method in survival analysis is the Kaplan Meier method (Jager et al., 2008, pp. 560).
Since survival analysis is popular in medical research, many researchers have used and written about the
Kaplan Meier method. A PubMed search for the term "Kaplan Meier" in April 2021 returned over 77000 hits
(kaplan+meier - Search Results - PubMed2021).

The Kaplan Meier method is usually presented as a plot using cumulative survival (Jager et al., 2008, pp.
563), as seen in Figures 3 and 4, which are actually Kaplan Meier plots. However, some authors prefer to
show Kaplan Meier plots using cumulative mortality (Jager et al., 2008, pp. 564). Cumulative mortality is
calculated using 1 - cumulative survival as seen in Table 2.

When the Kaplan-Meier method is used together with the log-rank test, it can give survival probabilities
and be used to compare survival between groups (Jager et al., 2008, pp. 565). Cumulative survival, the
log-rank test, and P-values are explained below.

6.3.2 Cumulative survival

One way to compare survival between di�erent groups is to use cumulative survival at some particular time
(Jager et al., 2008, pp. 563). The cumulative survival is the proportion surviving on this day multiplied by
the cumulative survival over the previous period (Jager et al., 2008, pp. 562).

An illustrative example with sample data over cumulative survival is presented in Table 2. The column
"Year" contains the values 0 to 6. Year = 0 is at the start of the study, and year=6 is at the end of the study.
The column "Number at risk" is how many people are still in the study. The column "Prosthesis failure"
contains how many prostheses failed. The "cumulative survival" column contains how the cumulative survival
data is calculated.

In the start of the study 50 patients were included. After one year, one prosthesis failed . Therefore the
proportion surviving that year was 49/50 = 0.98, and the cumulative survival was 1 * 0.98 = 0.98. For year
two, one more patient also had a failed prosthesis. In year two, the proportion surviving the year was 48/49
= 0.9796, and the cumulative survival was 0.98*0.9796 = 0.96. Lastly, cumulative mortality is the probability
of not surviving the year. Therefore the calculation for this is 1 - cumulative survival. In year two, cumulative
mortality is therefore 1-0.96 = 0.04.

A plot over the cumulative survival is shown in Figure 3. The X-axis is the number of years, and the Y-axis
is the cumulative survival percentage. From the plot, it is easy to see that the drop in survival probability
is consistent among all the years, except from years 3 and 4, where no subjects had a failed prosthesis. As
mentioned earlier, this plot and data are all sample data for illustrative purposes only.
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Year
At

risk
Prosthesis

failure
Withdrawn
(censored)

Proportion
surviving

Cumulative
survival

Cumulative
mortality

0 50 0 0 1 1 1-1=0
1 50 1 0 49/50=0.98 1*0.98=0.98 1-0.98=0.02
2 49 1 0 48/49=0.9796 0.98*0.9796=0.96 1-0.96=0.04
3 48 1 0 47/48=0.9792 0.96*0.9792=0.94 1-0.94=0.06
4 47 0 1 1 0.94*1=0.94 1-0.94=0.06
5 46 1 0 45/46=0.9783 0.94*0.9783=0.9196 1-0.9196=0.0804
6 45 1 0

Table 2: Sample data for showing how cumulative survival is calculated

Figure 3: Cumulative survival plot which is generated using sample data

For comparing two types of prostheses, it is possible to generate plots from cumulative survival probabilities
and present them in one graph.

Table 3 contains sample data of cumulative survival probabilities of two di�erent prostheses. The table has
three columns. Columns 2 and 3 contain the cumulative survival for each prosthesis, and column 1 contains
the year.

One way to �gure out which prosthesis is better than the other to plot the data presented in Table
3. In Figure 4, the data from Table 3 is turned into a plot. The Y-axis shows the cumulative survival
probability, and the X-axis shows the year. The plot in Figure 4 makes it easy to see that the prosthesis
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named "Cumulative survival 1" is a better prosthesis since it consistently has a higher probability of survival
than the prosthesis called "Cumulative survival 2".

Year Cumulative survival 1 Cumulative survival 2
1 1 1
2 0.98 0.95
3 0.96 0.9
4 0.94 0.83
5 0.94 0.75
6 0.9196 0.6

Table 3: Sample data over cumulative survival of two prostheses

Figure 4: Cumulative survival plot of two prostheses which is generated using sample data from Table 3

6.3.3 The log-rank test

The log-rank test tests the hypothesis that there is no di�erence in probability between two populations in
relation to an event such as survival at any time period (Bland and Altman, 2004, pp. 1073). The statistical
signi�cance (P-value) of the log-rank test score is calculated using Table 6 which contains chi-square values.
The chi-square table's degrees of freedom are calculated using the number of groups - 1 (Bland and Altman,
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2004, pp. 1073). If the log-rank test value is 7 when comparing two groups, it is possible to see from Table
6 that the P-value is less than 0.01 and larger than 0.005. The end result is that the P-value isP < 0.01,
meaning that the di�erence between the groups is statistically signi�cant.

6.3.4 P-values

P-value as a measure of statistical signi�cance is commonly used in medical articles. Normally a P-value of
less or equal to 0.05 is considered signi�cant, while a P-value larger than 0.05 is of no statistical signi�cance
(Nahm, 2017, pp. 241).

A P-value larger than 0.05 means that there is no evidence of a di�erence between the compared groups
(Nahm, 2017, pp. 242).A P-value less or equal to 0.05 is indicating that the di�erence between the groups is
statistically signi�cant.

6.3.5 The Cox Proportional Hazard Model

The log-rank test can give a score between two groups' survival probabilities that tells if the groups' survival
probabilities are statistically signi�cant. But it only considers the whole groups and does not measure the
e�ect of individual variables. The Cox proportional hazard model can give scores of individual variables and
state if an individual variable positively or negatively a�ects survival time (Goel, Khanna, and Kishore, 2010,
pp. 215).

In other words, if we want to investigate two prostheses types, the cox ph model can calculate if gender
(male or female) positively or negatively a�ects the survival time based on hazard ratios. The cox ph model will
give a hazard ratio associated with male and female in relation to the prosthesis types. For instance, if male
have a hazard ratio of 1.3 and female a hazard ratio of 0.7 for the experimental prosthesis, the experimental
prosthesis with gender female positively impact survival time. For male, the experimental prosthesis negatively
impacts survival time.

Cox regression builds a predictive model that can test the e�ect of variables like men and women compared
to the longevity of a prosthesis (Cox Regression Analysis - IBM Documentation2021). However, since it is a
predictive model, it does not display the absolute truth, like the Kaplan Meier method. Therefore it is always
important to check the accuracy of the predictions. One measure that can be used for this purpose is the
likelihood ratio, which is also implemented into the Web API using the Python library Lifelines ( CoxPHFitter
lifelines 2021).

The Cox proportional hazard model is based on the assumption that the two compared groups' hazard
is constant in time. Consider the example of comparing males vs. females survival over their lifetime. If
the males mortality rate is 1.2 (hazard ratio) compared to females, and the hazard ratio is constant over all
measured survival times, then the proportionality is satis�ed (Miller, 2013, pp. 2).

For measuring the accuracy of a Cox PH model, it is possible to use the concordance index. The concordance
index or c index measures how well a random patient had a higher risk than the patient that experienced the
event. A measure of 0.5 means that the predictions are completely random (C-statistics: De�nition, Examples,
Weighting and Signi�cance 2021). Listed in Table 4, are the concordance values and their rating.

Score Explanation
Below 0.5 Poor model
0.5 Completely random
Over 0.7 Good
Over 0.8 Strong
1 All predictions are correct

Table 4: Concordance index scores (C-statistics: De�nition, Examples, Weighting and Signi�cance 2021).
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6.3.6 Hazard ratio

Hazard ratios are ordinarily calculated using the Cox proportional hazard model (Barraclough, Simms, and
Govindan, 2011, pp. 978). Listed in Table 5, is an example of how to calculate the hazard ratio. GA means
group A which is the control group, and GB means group B, which is a new experimental treatment. In Table
5, there are two time intervals, years 1 and 2. In year 1, the percentage that died in group B was 3/104 =
0.03, and in group A 4/104 = 0.04. To calculate the hazard ratio for year 1, we divide the group A (GA)
percentages that died (0.03) with the percentages that died in the control group B (GB) (0.04). The hazard
ratio for year 1 is therefore 0.03/0.04=0.750. We do the same for year 2, and the hazard ratio for year 2 is
0.06/0.08=0.743. Since the hazard ratios 0.750 and 0.743 are similar, the hazard ratio in this example would
be approximately 0.75 (Barraclough, Simms, and Govindan, 2011, pp. 978). From this example, the hazard
ratio of 0.75 tells us that the experimental treatment (GB) is better than the control group (GA).

A hazard ratio of 1 (HR = 1) means that both groups (treatments) are of the same quality. A hazard ratio
below 1(HR < 1) means that the new treatment is better than the control group. And a hazard ratio above 1
(HR > 1) means that the control group is better than the experimental treatment (Barraclough, Simms, and
Govindan, 2011, pp. 978).

Year
People
(GA)

Dying
(GA)

percentage
dying(GA)

People
(GB)

Dying
(GB)

percentage
dying(GB)

Hazard ratio

1 104 4 4/104 = 0.04 104 3 3/104=0.03 0.03/0.04=0.750
2 104-4 = 100 8 8/100 = 0.08 104-3=101 6 6/101=0.06 0.06/0.08=0.743

Table 5: Hazard ratio calculation example. The example is based on (Barraclough, Simms, and Govindan,
2011, pp. 978).
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df 0.995 0.99 0.975 0.95 0.90 0.10 0.05 0.025 0.01 0.005
1 | | 0.001 0.004 0.016 2.706 3.841 5.024 6.635 7.879
2 0.010 0.020 0.051 0.103 0.211 4.605 5.991 7.378 9.210 10.597
3 0.072 0.115 0.216 0.352 0.584 6.251 7.815 9.348 11.345 12.838
4 0.207 0.297 0.484 0.711 1.064 7.779 9.488 11.143 13.277 14.860
5 0.412 0.554 0.831 1.145 1.610 9.236 11.070 12.833 15.086 16.750
6 0.676 0.872 1.237 1.635 2.204 10.645 12.592 14.449 16.812 18.548
7 0.989 1.239 1.690 2.167 2.833 12.017 14.067 16.013 18.475 20.278
8 1.344 1.646 2.180 2.733 3.490 13.362 15.507 17.535 20.090 21.955
9 1.735 2.088 2.700 3.325 4.168 14.684 16.919 19.023 21.666 23.589

10 2.156 2.558 3.247 3.940 4.865 15.987 18.307 20.483 23.209 25.188
11 2.603 3.053 3.816 4.575 5.578 17.275 19.675 21.920 24.725 26.757
12 3.074 3.571 4.404 5.226 6.304 18.549 21.026 23.337 26.217 28.300
13 3.565 4.107 5.009 5.892 7.042 19.812 22.362 24.736 27.688 29.819
14 4.075 4.660 5.629 6.571 7.790 21.064 23.685 26.119 29.141 31.319
15 4.601 5.229 6.262 7.261 8.547 22.307 24.996 27.488 30.578 32.801
16 5.142 5.812 6.908 7.962 9.312 23.542 26.296 28.845 32.000 34.267
17 5.697 6.408 7.564 8.672 10.085 24.769 27.587 30.191 33.409 35.718
18 6.265 7.015 8.231 9.390 10.865 25.989 28.869 31.526 34.805 37.156
19 6.844 7.633 8.907 10.117 11.651 27.204 30.144 32.852 36.191 38.582
20 7.434 8.260 9.591 10.851 12.443 28.412 31.410 34.170 37.566 39.997
21 8.034 8.897 10.283 11.591 13.240 29.615 32.671 35.479 38.932 41.401
22 8.643 9.542 10.982 12.338 14.041 30.813 33.924 36.781 40.289 42.796
23 9.260 10.196 11.689 13.091 14.848 32.007 35.172 38.076 41.638 44.181
24 9.886 10.856 12.401 13.848 15.659 33.196 36.415 39.364 42.980 45.559
25 10.520 11.524 13.120 14.611 16.473 34.382 37.652 40.646 44.314 46.928
26 11.160 12.198 13.844 15.379 17.292 35.563 38.885 41.923 45.642 48.290
27 11.808 12.879 14.573 16.151 18.114 36.741 40.113 43.195 46.963 49.645
28 12.461 13.565 15.308 16.928 18.939 37.916 41.337 44.461 48.278 50.993
29 13.121 14.256 16.047 17.708 19.768 39.087 42.557 45.722 49.588 52.336
30 13.787 14.953 16.791 18.493 20.599 40.256 43.773 46.979 50.892 53.672
40 20.707 22.164 24.433 26.509 29.051 51.805 55.758 59.342 63.691 66.766
50 27.991 29.707 32.357 34.764 37.689 63.167 67.505 71.420 76.154 79.490
60 35.534 37.485 40.482 43.188 46.459 74.397 79.082 83.298 88.379 91.952
70 43.275 45.442 48.758 51.739 55.329 85.527 90.531 95.023 100.425 104.215
80 51.172 53.540 57.153 60.391 64.278 96.578 101.879 106.629 112.329 116.321
90 59.196 61.754 65.647 69.126 73.291 107.565 113.145 118.136 124.116 128.299

100 67.328 70.065 74.222 77.929 82.358 118.498 124.342 129.561 135.807 140.169

Table 6: Chi-Squared probability table (Chi-Square probabilities table2021)

6.3.7 Censoring

One commonly used term in survival analysis is censoring. Censoring in survival analysis is when the survival
time to an event that occurs is missing (Prinja, N. Gupta, and Verma, 2010).

An example of censoring is if a clinical trial measures prosthesis longevity and a patient is dying before the
end of that trial. Since a patient died, there is no way to know exactly how long the prosthesis could survive
in that patient. The only information that existed was that the prosthesis lasted until the patient's time of
death.

There are two types of censoring, right censoring and left censoring.
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Point censoring / right censoring happens when the event does not occur or the patient is lost from the
study (Prinja, N. Gupta, and Verma, 2010). Left censoring is if a patient has a risk for disease prior to the
study. Left censoring is not considered a problem for clinical trials (Prinja, N. Gupta, and Verma, 2010).

"Removal of censored subjects from the data would lead to an unbiased outcome of survival time (Prinja,
N. Gupta, and Verma, 2010)."

There exists no censored subjects in the experimental knee data used in this thesis. However, the original
NAR data contains right-censored data. Examples of such data are patients who died and patients that moved
out of the country before the study ended.

6.3.8 Why survival analysis?

Using survival analysis on knee arthroplasty can gain useful insight when comparing di�erent prostheses. For
instance, survival analysis can help answer how prosthesis A compares to prosthesis B before the �rst revision.

When doing survival analysis on the NAR data, comparing prostheses brands using survival analysis was
of interest.

6.4 Clustering

Clustering is a part of unsupervised learning, where similar data are grouped together (Saxena et al., 2017, pp.
1). Clustering has been used for 3d object recognition, the grouping of DNA or protein sequences, handwriting
recognition and automatic storage of documents like books. Here books were classi�ed into, for instance, a
class like computer-science (Saxena et al., 2017, pp. 22). Clustering has also been used in data mining for
gathering knowledge from databases (Saxena et al., 2017, pp. 23).

Clustering algorithms group similar data into groups. The distance between the di�erent groups centers
should be greater than distances within the group. The algorithms do this based on a similarity measure like,
for instance, Euclidean distance(Omran, Engelbrecht, and Salman, 2007, pp. 1).

6.4.1 Euclidean distance

Euclidean distance is the distance between two data points (Gartneer, 2020). In three-dimensional space, with
three data points, the Euclidean distance is calculated as shown in Table 7, which is based on an example
from Gartneer (2020). In Table 7, there are two data points, a and b. Data point a has the values 3,6 and 5,
and data point b has the values 7,-5, and 1. The �rst step is to take 7-3 = 4 for the x value and do the same
for the y and z values. The next step is to multiply the newly calculated values by themselves. The third step
is to sum these newly multiplied calculated values (16+121+16 = 153). The last step is to take the square
root of 153, which is 12,3693. The Euclidean distance between data point a and b in this example is therefore
12,3693.

Table 8 shows an extended example of Table 7. Here we calculate the Euclidean distance between the data
points a and b, a and c, and a and d. The lower the Euclidean distance is, the more similarity the data points
share. An Euclidean distance value of 0 means that the data points' values are a hundred percent similar,
which is the case for a and d with an Euclidean distance of 0. The data point a and c have an Euclidean
distance of 2, and data points a and b have an Euclidean distance of 12.3693. This means that a and c (2)
are more similar than a and b (12.3693). Hence, the lower the Euclidean distance, the more similar the data
points.

6.4.2 The K-Means clustering algorithm

K-Means clustering's objective is to generate a �xed amount of clusters that minimize the sum of squared
Euclidean distances between objects (data points) and cluster centroids (S. Singh and Gill, 2013, pp. 2546).
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data-
point

x y z x(dist) y(dist) z(dist) x(dist)^2 y(dist)^2 z(dist)^2 sum
squareroot

(sum)
a 3 6 5

b 7 -5 1 7-3=4 -5-6=-11 1-5=4 4*4=16 -11*-11=121 4*4=16
16+121

+16=153
sqrt(153)=

12.3693

Table 7: Euclidean distance calculation example based on Gartneer (2020).The example shows the distance
between the two components a and b.

data-
point

x y z x(dist) y(dist) z(dist) x(dist)^2 y(dist)^2 z(dist)^2 sum
squareroot

(sum)
a 3 6 5

b 7 -5 1 7-3=4 -5-6=-11 1-5=4 4*4=16 -11*-11=121 4*4=16
16+121

+16=153
sqrt(153)=

12.3693
c 3 6 3 0 0 -2 0 0 4 4 2
d 3 6 5 0 0 0 0 0 0 0 0

Table 8: Euclidean distance calculation example based on Gartneer (2020).The table shows the Euclidean
distance between a and b, a and c, and a and d.

The k-means clustering algorithm starts with a �xed amount of cluster centers, and each object (data
point) is added to its closest cluster center. After an object is added to a cluster center, the cluster center
position is updated to �t in the middle/center of all its objects. This process is repeated until it reaches
convergence (S. Singh and Gill, 2013, pp. 2546).

6.4.3 DBSCAN clustering

Density Based Spatial Clustering of Applications with Noise (DBSCAN) can detect randomly shaped clusters
within databases that contain noise (Suthar, Rajput, and V. k. Gupta, 2013, pp. 1775). For detecting clusters,
DBSCAN usually uses Euclidean distance. An advantage of DBSCAN compared to K-Means clustering is that
DBSCAN automatically detects how many clusters exist. This is not the case for K-Means that requires the
users to specify the number of clusters (Suthar, Rajput, and V. k. Gupta, 2013, pp. 1777).

The DBSCAN clustering algorithm has the two parameters EPS, and the minimum required data points
to form a cluster (minPts). If minPts is set to 1, only 1 data point is required to form a cluster. If minPts is
set to 4, 4 data points are needed to form a cluster. The EPS parameter decides the boundary for the clusters.
The data points that are within the EPS neighborhoods parameter are added to the cluster. Additionally, the
data points' own EPS neighborhood is added to the cluster if it is dense. If the neighborhood of a point's EPS
does not contain enough data points, it is added as noise (Suthar, Rajput, and V. k. Gupta, 2013, pp. 1777).

6.5 Logistic Regression

Logistic regression is an algorithm that has the potential to be an e�ective predictor. In Endo, Shibata, and
Tanaka (2007), it had the highest accuracy of 85.8% of predicting breast cancer survival (Endo, Shibata, and
Tanaka, 2007, pp. 12).

Logistic regression works well when the outcome variable Y (predicted value) is categorical, and the X
values are either categorical or continuous (Peng, Lee, and Ingersoll, 2002, pp. 4).

A central mathematical part of logistic regression is the natural logarithm of an odds ratio (Peng, Lee, and
Ingersoll, 2002, pp3). The example of calculation is given in Table 9

"An Odds Ratio (OR) is a measure of association between an exposure and an outcome. The OR represents
the odds that an outcome will occur given a particular exposure, compared to the odds of the outcome occurring
in the absence of that exposure." (Szumilas, 2010, pp. 227)
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Survival
year

Men
(M)

Female
(F)

Total Men > 5 Females > 5
Likelihood

(M vs F) > 5
ln(likelihood
(M vs F) > 5)

Above 5 73 15 73+15=88 73/24=3.17 15/11=1.36 3.17/1.36=2.33 LN(2.33)=0.845
Below 5 23 11 23+11=34
Total 96 26

Table 9: An example of how to calculate the odds ratio and the regression coe�cient of logistic regression.
The example is in
uenced by Peng, Lee, and Ingersoll (2002)

OR give a score of how well an exposed variable a�ects the event of interest. If the OR is equal to 1, the
variable has no e�ect on the outcome. If the OR is higher than 1, the variable has a higher e�ect on the
outcome. Lastly, if the OR is below 1, the variable has a lower e�ect on the outcome (Szumilas, 2010, pp.
227).

In Table 9 is an example in
uenced by Peng, Lee, and Ingersoll (2002) of how to calculate the natural
logarithm of an odds ratio. Here the natural logarithm of the odds ratio of men having a prosthesis surviving
above �ve years compared to females are calculated. In the example, 73 men had a prosthesis that survived
above �ve years and 23 men below �ve years. For females, there were 15 above �ve years and 11 below.
For men, there were73/24 = 3.17 times more likely for a prosthesis to survive above �ve years than below.
The equivalent for females was 1.36. When comparing men surviving above �ve years relative to females, the
probability is 3.17/1.36 = 2.33 . This means that men are 2.33 times more likely to survive above �ve years
than females, and this number is also called the odds ratio. Lastly, to get the logistic regression coe�cient for
the gender predictor, there is a need to take the natural logarithm of the odds ratio of 2.33, which is in this
example 0.845. The value of 0.845 is the regression coe�cient� for a logistic regression model that can be
used to model survival year above or below �ve years in relation to gender.

6.6 Making Data Analysis More Accessible

There exist many methods and programming languages for making data analysis available on the Internet.
Our team chose to separate the programming code for the front-end team and the back-end team using the
client-server model shown in Figure 5. For making the back-end APIs, we chose to use the FastAPI web
framework for Python.

6.6.1 The client-server model and Web API

In this thesis, all the data mining tasks are run in a Web API that returns data analysis results as JSON.

A Web API is a type of API that uses a communication network. A Web API most often uses HTTP
requests for communication and typically returns JSON or XML as output data (What is an API? 2021).
This thesis Web API runs on the server and is, therefore, part of the server process in the client-server model.

Figure 5: Client-server architecture (Sulyman, 2014, pp. 3)
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According to Sulyman (2014), the client-server model works by using the client to request information
while the server provides a service. Normally the server handles the data processing and sends the results
to the clients. The server and the clients communicate with web protocols such as the Hypertext Transfer
Protocol(HTTP), where clients send HTTP requests to the server, and the server acts on these requests
(Kopeck�y, Fremantle, and Boakes, 2014, pp. 5).

The GET method has the variables inside the URI, and the POST method has the variables in the body.
The GET method represents form information in a URL where only ASCII characters are accepted. The POST
method accepts binary and ASCII characters and allows larger variable sizes than GET methods. The POST
method also is more suitable than the GET method if a large amount of information should be retrieved from
the server (Di�erence Between GET and POST Method in HTML (with Comparison Chart and Examples)
2021).

The mobile-�rst or API-�rst approach is an approach where websites are built on top of web APIs. In this
approach, the team �rst builds a bunch of APIs and then creates a website as a client for the APIs (Kopeck�y,
Fremantle, and Boakes, 2014, pp. 6).

In the development of the arthroplasty prototype, we chose the API-�rst approach. Using this approach,
the back-end team created APIs �rst using the HTTP protocols GET and POST.

There are several advantages to building the APIs �rst for our project. The main advantage is that the back-
end (server) team and the front end (client) team can have completely separate code. This is possible because
there is no shared dependence among the back-end and front-end team code. Because of that separation, the
front-end team has 100 percent freedom in choosing technologies. The front-end team can choose to create
the client website in HTML and JavaScript or choose to create the front-end in a JavaScript framework like
React. This is possible because all the data analysis jobs, like machine-learning, survival analysis, etc., are
accessible through the back-end team APIs. All these APIs can be made available on the front-end using GET
and POST requests inside various programming languages, such as, for instance, JavaScript.

Another advantage of using APIs is that it is easy to add additional functionality to the system. Should
such additional functionality be needed, it is possible to create a new GET or POST request inside the back-
end project folder where HTTP requests are located. Similarly, to use the newly added HTTP request on the
client seems to be easy and e�cient task to implement.

The architecture of the API is shown in Figure 6. In simple terms, the server works in the way that when
the server receives POST or GET requests, it handles those requests in the FastAPI framework. When the
FastAPI framework receives a speci�c GET request, the received GET request runs the code assigned to that
GET request, and the same is the case for other HTTP requests.

An example is the GET request:

"http://localhost:8000/statistics/info/?feature name=SURVYRS".

This GET request gives statistics about a feature or column name that lies in the arthroplasty database.
When the FastAPI framework receives a speci�c GET request, it runs the code assigned to that GET request.
All GET requests returns results that are sent back to the server. The result can be easily retrieved by the
client using a front-end language like JavaScript.

Imagine that the Web API receives a GET request of the URL:

"http://localhost:8000/statistics/info/?feature name=SURVYRS".

The �rst thing the Web API does is that it �rst reads all the row data for SURVYRS in the arthroplasty
database, translates it into statistics, and lastly sends the statistical results back to the URL. The results
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which are sent back are in a JSON format.

Figure 6: Client-server architecture for the master thesis prototype

6.7 The Dynamic Systems Development Method (DSDM)
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The research within this thesis requires a development method that was suitable for small teams and could
work in a limited timeframe. The Dynamic Systems Development Method (DSDM) �ts these criteria. This
method was mostly used by the back-end team.

DSDM focuses on satisfying business requirements within a dedicated short timeframe (Beynon-Davies
et al., 1999, p. 211-212).

The DSDM method has nine principles. The �rst principle is "active user involvement"(Beynon-Davies
et al., 1999, p. 213). Here it states that it is crucial that the users are actively involved in the development.
The second principle is "teams must be empowered to make decisions"(Beynon-Davies et al., 1999, p. 213).
Here it is important that both developers and users can make decisions in the project, where the user makes
the requirements for the application, and the developers make the technical decisions. The third principle is
"the focus is on frequent delivery of products"(Beynon-Davies et al., 1999, p. 213). This principle stresses the
importance of holding an agreed timeline for deliveries. The fourth principle is "�tness for business purpose
is the essential criterion for acceptance of deliverables"(Beynon-Davies et al., 1999, p. 213). This principle
stresses that satisfying the business requirements within the timeframe is more important than satisfying the
technical quality of the system (Beynon-Davies et al., 1999, p. 213). The �fth principle is "iterative and
incremental development is necessary to converge on an accurate business solution"(Beynon-Davies et al.,
1999, p. 214). This principle stresses the importance of delivering several partial solutions were all receive
user feedback. Here, the user feedback in each iteration is used to improve the system (Beynon-Davies et al.,
1999, p. 214). The sixth principle is, "all changes during development are reversible"(Beynon-Davies et al.,
1999, p. 214). Meaning, the developer can go back and use previous versions of the system as needed. The
seventh principle is "requirements are baselined at a high level"(Beynon-Davies et al., 1999, p. 214). Meaning,
requirements, purpose, and scope should be frozen and be decided on a high level without going into much
detail (Beynon-Davies et al., 1999, p. 214). The eight principle states that "testing is integrated throughout
the life cycle" (Beynon-Davies et al., 1999, p. 214). Meaning, the testing of the system should be done
incrementally to make sure that it meets business requirements and technical requirements (Beynon-Davies
et al., 1999, p. 214). The nine principle states that "a collaborative and co-operative approach between all
stakeholders is essential"(Beynon-Davies et al., 1999, p. 214). This principle states that it is important for
the stakeholder to cooperate, and that cooperation is extra important if low-level requirements are not �xed
(Beynon-Davies et al., 1999, p. 214).

Listed in Table 10 are the DSDM principles and how they have been used.
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Principle Description

1. Active user involvement
The arthroplasty register has
in
uenced the requirements.

2.
Teams must be empowered

to make decisions

The team of programmers has
made the technical decisions,
while the arthroplasty register

has in
uenced the requirements.

3.
The focus is on frequent

delivery of products

Di�erent data mining methods
have been made at di�erent

times throughout the project and
shared with the front-end developers.

4.
Fitness for business purpose is the
essential criterion for acceptance

of delivery

Implementing methods that could
be of interest to the

arthroplasty register has been a top priority.
In addition to the requirements,

all relevant literature was
reviewed to identify suitable methods

5.
Iterative and incremental development

is necessary to converge on an
accurate business solution

We have followed
all feedback we could receive

under this year`s special circumstances.

6.
All changes during the development

are reversible
The team has made various

changes throughout the project.

7.
Requirements are baselined on a high

level
The business requirements focused

on detecting underperforming prostheses.

8.
Testing is integrated throughout the

life cycle
Testing of the system has

been done throughout the development.

9.
A collaborative approach between all

stakeholders

The arthroplasty register
has been involved
in in
uencing the

requirements. There has also
been close collaboration

within the group (front-end and back-end).

Table 10: The DSDM principles from (Beynon-Davies et al., 1999, p. 213-214), as applied to the research in
this thesis.
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7 Technologies

The project's development requires technologies that are suitable for data mining and in this case that can
be utilized to make procedures available on the Internet. This Chapter, mentions the main programming
languages used in the development. In addition there were a few tools used such as GitHub (GitHub: Build
like the best teams on the planet2021) and GitHub Desktop (GitHub Desktop: Simple collaboration from your
desktop2021) for source control.

7.1 Python 3

Early in the project, the back-end team decided to use Python 3 to build the back-end API. We chose Python
3 because we had previous experience with the language and many machine learning libraries are available in
the language. An advantage of Python 3 is that it is a popular programming language. According to a survey
among 24000 data professionals in 2018, Python was the most used and recommended language for new data
scientists (Hayes, 2021).

Since the Python 3 standard library does not o�er machine learning, survival analysis, and web API
functionality out of the box, extra Python libraries were included to support this functionality. These libraries
are listed below.

7.2 Scikit-learn

Scikit-learn is an Open Source Python module for machine learning available for both academic and commercial
applications (Pedregosa et al., 2012, pp. 2826). Some of the machine learning methods available in Scikit are
classi�cation, regression, clustering, preprocessing, and more (scikit, 2021a). Various big corporations are
using Scikit learn for multiple tasks. For instance, DataRobot is using it for predictive analytics, J.P.Morgan
uses it for classi�cation and predictive analytics, and Spotify is using it for music recommendations (scikit,
2021b).

7.3 Lifelines

The Python library Lifelines enables the use of survival analysis in the Python programming language (Davidson-
Pilon, 2019, pp. 1). Lifelines was included because it o�ers survival analysis methods, which are not part of
Scikit learn.

7.4 FastAPI Web Framework

There was a need to include a web framework for making the data mining methods available on the Internet.
The back-end team chose the web framework FastAPI. We chose FastAPI because this web framework has
the right amount of functionality for the project. Additionally, FastAPI is a web framework for making APIs
(FastAPI 2021), which makes it perfect for the client-server architecture. Another advantage is that it has
automatic interactive documentation (FastAPI 2021). An example of this type of automatic documentation
can be seen in Figure 7.

37



Figure 7: FastAPI documenatation example for retrieving correlation values. In this example, we retrieve
correlations for the variables: SURVYRS, ALDER and PAS FAAR

7.5 Flask

Flask is a Python web framework that has built-in Jinja templating support ( jinja documentation 2021) (Flask
Documentation 2021). Flask has been used in this thesis for building a minimal front-end to show o� the APIs
capabilities.

7.6 Postman

Postman (2021) has been used in this thesis for creating and doing testing on the APIs. The advantage of
Postman is that it supports testing of HTTP requests which our API uses.

7.7 Miscellaneous Technologies

7.7.1 GitHub

Over 65 million developers use GitHub (GitHub: Build like the best teams on the planet2021). GitHub has
built-in access control, allowing only certain people to access a code repository, which makes the code more
secure. Additionally, GitHub makes it easier to collaborate on code development.
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In this project, GitHub has been used to store the API code and the Flask code. Once the code is stored
on GitHub, it is easy for others in the group to retrieve the latest code, as all who subscribe are noti�ed when
updates occur.

7.7.2 Pandas

Pandas is an Open Source Python library for data analysis and manipulation (Pandas - Python Data Analysis
Library 2021).

Pandas have been widely used in the project to read and manipulate data. It has been used for turning
text data into numbers, for exploring the data by displaying statistics, selecting and deleting columns before
doing data mining, and more.

7.7.3 Rpy2 package

Certain plots in this thesis are generated using the R programming language (The R Project for Statistical
Computing 2021) in combination with Python. In other words, we got access to the R library within Python
code thanks to the rpy2 package (rpy2 - R in Python 2021), which enables the use of R code within Python
code.

Like the Python programming language, R also contains various packages, which extend the functionality
of the programming language.

The R package and ggplot2 (ggplot2 2021) has been tested for generating a few plots. One of them can be
seen in Appendix 16.

7.7.4 Django Web framework

At the beginning of the project, the back-end team tested the web framework Django (Getting started with
Django 2021). Django is an Open Source web framework that includes a lot of functionality out of the box. It
has built-in user authentication, security against SQL injection, a template system, and much more (Getting
started with Django 2021).

We found that even though the framework was good,it required more code than we thought was necessary
for creating APIs. This led to development taking longer than expected. Because of this, we later switched to
the web framework FastAPI (FastAPI 2021), which requires less code, but also has less functionality included.
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8 Data

8.1 NSD

Norwegian Center for Research Data (NSD) approved the project prior to working with the experimental knee
data. The approval from NSD is shown in Appendix B 16.

8.2 Variables

The experimental dataset used in this project contains 344 columns and 1000 rows. Each row corresponds
to one patient, and each row includes various information about what has happened to that patient at a
speci�c point in time. A row also contains demographic information about patients, like age (ALDER), gen-
der (PAS KJONN), as well as current health at the time of surgery described here by a ASA physical status
classi�cation value (P ASA).

One patient can be included in the dataset multiple times. For example, this can happen if a patient had
surgery in 2010, but the prosthesis failed in 2015. In such cases, the patient would be registered as a revision
surgery in 2015. That means that this particular patient would be registered twice in the dataset: once in row
for 2010 with variables called primary surgery variables (P variables), and second time in 2015 registered with
variables of revision surgery (R variables). Even though a patient can be included multiple times, the dataset
does not contain a patient identi�er due to the privacy regulation (the registry is not using patient national
ID numbers). The dataset could be larger, depending on the purpose of the study. But in this case, it was
not needed to include more patients, since the main objective was to develop the prototype.

Primary surgery variables (P variables) contain information about a primary surgery on a patient. The
information includes which prosthesis components were used, how large the surgery was(P AKTOP11 SPES),
and the product brand of names of prostheses, etc. R variables contains only revision surgery information.

8.3 Statistics

This section contains various statistics extracted from the knee arthroplasty dataset that consisted of 1000
records and 344 variables.

The dataset is quite evenly distributed with primary surgeries (�rst surgery) and revision surgeries: that
means 51% primary surgeries and 49% revision surgeries. Regarding revision surgeries, the dataset only
contains patients that have only had one revision surgery.

The dataset is also quite evenly distributed regarding di�erent types of prostheses. In Figure 8, those are
shown, ranging in values between 154 and 176.

The gender of the patient in the dataset is indicated with the column namePASKJONN. PASKJONNand
contains 508 Mann (men) and 492 Kvinne (women), which equals 50.8% males and 49.2% females.

The age column is called ALDER (age), and this column has a mean value of 54. The value distribution
of the age column is shown in Figure 9. There it is possible to see that the age in the data ranges from 31
to 78 years old. It is also clear that there are fewer patients in the lower and higher age groups. Additionally,
the genders are quite evenly distributed between age groups.

40



Figure 8: The value distribution of the di�erent types of prostheses. The Y-axis indicates the type, and the
X-axis indicates the number of prostheses

Figure 9: The value distribution of age (ALDER column). The X-axis indicates the age, and the X-axis
indicates the number of values
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The P ASAcolumn indicates the patients' health condition before a primary surgery. The value distribution
of P ASAis shown in Figure 10. It shows that the most common conditions are missing (Mangler) and
symptomatic disease (Symptomatisk sykdom), and the least common are healthy (Frisk) and dying or near
death (Moribund). However, overall the conditions are quite evenly distributed.

Figure 10: The value distribution of the P ASAcolumn. The Y-axis indicates the health condition, and the
X-axis indicates the frequency

The FYLKE column indicates which county the patient lives in. Figure 11 shows the value distribution
between the di�erent counties. It is possible to see that the most registered counties are S�r-Tr�ndelag, Sogn
og Fjordane and Troms and the least registered counties are Rogaland, Oslo, and Hordaland. The average
value of patients registered per county is 52.6.
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Figure 11: The value distribution of the FYLKE column. The Y-axis indicates the county, and the X-axis
indicates the number of the frequency of patients that underwent surgery

For further investigation, the column SURVYRS is combined with PASKJONNin Figure 12. The column
SURVYRS indicates the number of years from primary surgery until the end of the period or revision. From
Figure 12, where SURVYRS is combined withPASKJONN, it is easy to see that both females (Kvinne) and
males (Mann) are quite close in terms of survival on most of the survival years. Females are somewhat
overrepresented in survival years 7 and 8, but males are surviving longer in survival years 6 and 9.
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Figure 12: The value distribution of the PASKJONNcolumn combined with the SURVYRS column. The Y-
axis indicates the survival years, and the X-axis indicates the frequency of female(Kvinne) and male(Mann)
patients
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9 Identifying user needs and establishing requirements

User needs were identi�ed at the arthroplasty registers o�ces on the 2nd of October 2020 when the team met
with the arthroplasty register. The meeting was attended by two biomedical researchers, a statistician, and a
professor of orthopedic surgery as well as the team of back- and front-end developers.

At the meeting, each team member started with a short presentation that was well received. After the
presentation, the team members at the register explained that it was important for them to detect underper-
forming prostheses early. They used Cox PH analysis and Kaplan Meier analysis to detect underperformers,
which is considered the standard.

It was also understood how important it was for the register to detect underperforming prostheses.

Requirements say what a system should do, and they are established based on what the user needs (Preece,
Rogers, and Sharp, 2002, pp. 204). The requirements are divided between functional requirements that state
what the system should do in practice and non-functional requirements, which are the system and development
constraints (Preece, Rogers, and Sharp, 2002, pp. 205).

Based on the identi�ed user needs, which are methods to detect underperforming prostheses, we have
formulated the following requirements:

Functional Requirements

ˆ Present statistics and results for clinicians and researchers.

ˆ Do predictions of outcomes of TKR.

ˆ Allow the user to perform classi�cation such as Logistic Regression.

ˆ Let the user be able to generate survival curves.

ˆ Allow the user to detect risk factors for TKR analysis.

ˆ Allow the user to perform cluster analysis.

Non-functional requirements

ˆ Let the user choose which input data and parameters to train the model on (
exibility).

ˆ Provide documentation for tasks available in the system.

ˆ The choice of the backend technologies should not limit the choice of technologies that the front-end
team chooses (interoperability).

ˆ The testability of the system should be high (testability).
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10 Development iterations

This project has been carried out as a part of back-end development with another master student T.Hufthammer,
2021. In this collaboration we focused on the development of the Web API for di�erent data mining proce-
dures. As the back-end team, we have also collaborated with two other master students Stolt-Nielsen, 2021
and Solheim, 2021 who worked on the front-end development. We all had weekly meetings throughout the
project.

Ahead of each iteration, we had a small meeting to plan the activities for the upcoming iteration. These
meetings were also held after each iteration as well to summarize the process.

We developed the system using the DSDM approach, but we used Trello boards as a supplementary tool to
visually work
ow and organize tasks. Trello boards allow for a KanBan-styled development work
ow, which
we used to organize the back-end development. Figure 13, shows tasks that were in progress, done or planned,
within the back-end team.

One of the problems we encountered was that we initially received only hip data and no knee data. However,
we were informed that this data is similar in structure, so we started developing the Web API. We programmed
a Web API that was 
exible and as adaptable as possible to accommodate the knee data. One of the strengths
of the Web API is its 
exibility.

10.1 First Iteration

We started the �rst iteration in November 2020 upon receiving hip data. The knee data was delivered late in
April 2021, which was much later than expected. Therefore, we had no choice but to work with the data that
was available at the current time.

In the beginning, we explored the hip dataset to understand the structure of the dataset and �nd values that
were important for analysis. We spent some time generating statistics and plotting visualizations in Jupyter
Notebook which helped us get more acquainted with the data. We consulted the literature, master theses of
former group members and looked into various procedures for data mining. Lastly, we had two meetings with
two other front-end team members to discuss what type of information was interesting to implement in the
API. We agreed that various statistics based on gender, age, and survival year of prostheses information were
interesting. We also instructed the front-end team in how to use the API to extract data. The front-end team
has helped us to understand that we could also bene�t from a HCI perspective within back-end development.
We understood that we had to regularly get together and share intermediary results for them to be informed
and for us to get their feedback. Back-end developers are not usually expected to think about the �nal user
but the functionality. However, front-ends are very important for users that are not programmers and need
help to get into data mining in a more user friendly way.

After consulting with Solheim, 2021 halfway through the iteration, we began to implement methods on the
API to retrieve information regarding prostheses use in the counties of Norway. Solheim, 2021 was interested
in building an interactive map of Norway to display the most frequently used prostheses in the counties. In
close collaboration with Solheim, 2021, we implemented several API endpoints to export such data.

Additionally, various API methods were implemented such as methods for retrieving the average survival
of implants as shown in Appendix C 16. A method for retrieving the percentage and number of missing values
are shown in Appendix F 16.

List of methods that were implemented:

ˆ List of missing values (frequency counts)

ˆ Average survival of duration of implants

ˆ Reasons for revision
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