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PHASE FIELD MODELING OF PRECIPITATION AND
DISSOLUTION PROCESSES IN POROUS MEDIA: UPSCALING

AND NUMERICAL EXPERIMENTS\ast 

CARINA BRINGEDAL\dagger , LARS VON WOLFF\ddagger , AND IULIU SORIN POP\S 

Abstract. We consider a model for precipitation and dissolution in a porous medium, where
ions transported by a fluid through the pores can precipitate at the pore walls and form mineral.
Also, the mineral can dissolve and become part of the fluid as ions. These processes lead to changes in
the flow domain, which are not known a priori but depend on the concentration of the ions dissolved
in the fluid. Such a system can be formulated through conservation equations for mass, momentum,
and solute in a domain that evolves in time. In this case the fluid and mineral phases are separated
by a sharp interface, which also evolves. We consider an alternative approach by introducing a phase
field variable, which has a smooth, diffuse transition of nonzero width between the fluid and mineral
phases. The evolution of the phase field variable is determined through the Allen--Cahn equation. We
show that as the width of the diffuse transition zone approaches zero, the sharp-interface formulation
is recovered. When we consider a periodically perforated domain mimicking a porous medium, the
phase field formulation is upscaled to Darcy scale by homogenization. Then, the average of the phase
field variable represents the porosity. Through cell problems, the effective diffusion and permeability
matrices are dependent on the phase field variable. We consider numerical examples to show the
behavior of the phase field formulation. We show the effect of flow on the mineral dissolution, and
we address the effect of the width of the diffuse interface in the cell problems for both a perforated
porous medium and a thin strip.

Key words. porous media, phase field model, reactive transport, homogenization

AMS subject classifications. 35C20, 35L65, 65M08, 76D05, 76M50, 76R50, 76S05, 76V05,
80A22, 80A32

DOI. 10.1137/19M1239003

1. Introduction. Understanding mineral dissolution and precipitation processes
in porous media is important, as these processes appear in many applications of high-
est societal relevance. Examples in this sense are soil salinization, geological CO2

sequestration, copper leaching, and harnessing geothermal energy. In many of these
situations, experiments are unfeasible or even impossible, and hence creating simula-
tions based on reliable and accurate mathematical modeling is a key strategy. The
most challenging aspect of mathematical modeling appears when the flow domain is
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1077

altered due to dissolution and precipitation. More precisely, the dissolved ions can
form a mineral, and hence they can leave the fluid domain and become part of the
stationary mineral domain. Due to this, the space available for flow (the fluid domain)
is reduced, whereas the mineral domain is increasing. In contrast, the mineral domain
shrinks as minerals dissolve into ions and become part of the fluid. To mathematically
model such processes one needs conservation laws for mass, momentum, and solute
in two time-dependent domains, where the evolution of the interface separating these
domains is not known a priori. Hence, we have a free boundary problem, where the
development of the boundary---and hence also the domains---must be accounted for.

When encountered in a porous medium, mineral precipitation and dissolution can
significantly alter the pore structure and hence affect the porosity and the large-scale
flow through the medium as the permeability evolves. For porous media flow, we
distinguish between two spatial scales. The detailed behavior is found at the pore
scale (the microscale), and the average behavior of the system is considered to be at
the Darcy scale (the macroscale). Mineral precipitation and dissolution at the Darcy
scale have been considered from a theoretical point of view by [25], where consistent
reaction rates are formulated for the dissolution and precipitation processes, and
traveling wave solutions are found. The existence and uniqueness of such solutions
are further analyzed in [44]. At the pore scale, the existence of weak solutions is proved
in [46], while uniqueness is obtained in [51]. Paper [46] also analyzes the occurrence
of dissolution fronts in a thin strip, introducing a free boundary separating regions
where mineral is present from those which are mineral-free. In [26], homogenization
techniques are employed to prove rigorously that the Darcy-scale model in [25, 44] is
the upscaled counterpart of the pore-scale model in [46].

In all of the cases mentioned above, the mineral layer is assumed to have a negli-
gible thickness even when compared to the microscale (the pores), and therefore the
presence of a mineral is accounted for in the form of a concentration. A different ap-
proach is adopted in [50], where the mineral layer is assumed to have a nonnegligible
thickness, and therefore precipitation and dissolution can alter the flow domain at
the microscale. The existence and uniqueness of a weak solution for this free bound-
ary model is proved, however, in the simplified case of a one-dimensional domain.
This situation has extended to the higher dimensional case. In [48] the pore-scale
model is defined in a two-dimensional thin strip, where a free boundary model for
precipitation and dissolution is included. The Darcy-scale model is derived by trans-
versal averaging. Paper [47] extends this by considering a general porous medium
with periodic grains, and a level-set formulation is used to account for the presence
of the free boundary at the pore scale. These models were later extended to include
temperature dependence for a thin strip [10] and for a periodic porous medium [11],
and the effective properties of the latter model were considered further in [13]. Also,
the upscaling in advection-dominated regimes, leading to models that are similar to
Taylor dispersion, is performed in [12, 28]. A similar model is considered in [43] but
restricted to pore-scale diffusion processes in evolving domains. There a Darcy-scale
model is derived, for which the existence of strong solutions is proved up to clogging.

Different approaches are possible when considering free boundary models. One
can formulate an explicit equation for the location of the free boundary through, e.g.,
the width of the mineral phase in a thin strip as in [12, 10, 28, 48, 50]. For more
general geometries, a level-set formulation has been widely used, as in [11, 43, 47].
Upscaling using asymptotic expansions of level-set formulations can be tedious due
to the strong coupling between the level-set equation and the other model equations,
as the asymptotic expansion has to be applied also for the level set and hence for the
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1078 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

location of the interface, as done in [11, 43, 47]. However, the upscaled model still
relies on solving the pore-scale level-set equation, which is quite challenging for the
numerical implementation.

To obtain mathematical models valid at the Darcy scale, asymptotic expansion
and homogenization techniques (see, e.g., [23]) are employed in the above-mentioned
papers. This is the strategy adopted in the current paper as well. Alternatively, one
can consider volume averaging techniques [36, 37, 52, 53, 54]. We refer the reader
to [19] for a comparison between the two methods. We mention that the results are
obtained under the assumption that diffusion is the result of a standard random walk
process at the molecular scale. Alternatively, one can start with a continuous time
random walk (CTRW) approach [29] and end up with other diffuse regimes, expressed,
e.g., through fractional time derivatives. Considering such models, including the
upscaling from the pore to the Darcy scale (see [20]) is certainly interesting but is
beyond the scope of the current work.

Darcy-scale models are derived through assuming a certain relation between the
time scales of the different processes (diffusion, advection, reaction) at the pore scale,
where different relations lead to different upscaled models. These time scales are
assumed either to be in balance or to differ in a certain way. This can be ex-
pressed through the order of magnitude of dimensionless numbers, such as P\'eclet
and Damk\"ohler numbers, in terms of the ratio of the typical length scales of the
pores, respectively, of the porous medium (the Darcy scale). In this work we will
assume these time scales to be in balance. The resulting Darcy-scale model reflects
nonequilibrium chemical kinetics. Certainly, equilibrium kinetics may appear at the
scale of pores, in which case one needs to adapt the mathematical models at the
pore scale, with impact on the upscaled ones (see, e.g., [7]). Homogenization tech-
niques can still be employed in other regimes, including high P\'eclet and Damk\"ohler
numbers, but, in particular, the former needs to remain within a regime that avoids
turbulent flows and allows diffusion to dominate at the scale of pores. We mention
[4, 6, 12, 17, 28, 32, 36, 45, 53, 54] for the derivation of Darcy-scale models by either
homogenization or volume averaging, and under dominating advection or for fast re-
action kinetics. A comprehensive discussion can be found in [7], addressing models
with mixing-controlled heterogeneous reactions at different scales and under various
regimes for the P\'eclet and Damk\"ohler numbers.

To model the evolving fluid-mineral interface, an alternative approach to the
level-set method is through phase fields. A phase field is an approximation of the
characteristic function and hence attains the value 1 in one domain, and 0 in the
other, but has a smooth, diffuse transition zone of nonzero width across the interface
[14, 30]. The evolution of the phase field is through a phase field equation, which can
be derived from a minimization of the free energy. Most commonly used are the Allen--
Cahn [5] and Cahn--Hilliard [15] equations for evolution of the phase field. While the
Cahn--Hilliard equation has the advantage of conserving the phase field parameter,
it introduces fourth-order spatial derivatives which can lead to numerical difficulties.
For the Allen--Cahn formulation, one can prove that the phase field remains bounded
by 0 and 1 and thus in the physical regime, as it involves only second-order derivatives.
On the other hand, it is generally not conservative, although conservative reformula-
tions for two-phase flow [24] and multicomponent systems [35] exist. However, these
formulations are globally rather than locally conservative. The Allen--Cahn equation
allows the interface to evolve due to curvature effects (the Gibbs--Thomson effect),
which may or may not be desirable from a chemical point of view [40]. We will use an
Allen--Cahn equation for our phase field formulation, although curvature effects are
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1079

not our primary point of interest. We mention that [55] formulated an Allen--Cahn
equation for a solid-liquid interface evolving due to solute precipitation and disso-
lution, where surface curvature effects were removed. However, the model does not
include fluid flow.

To introduce a diffuse transition zone, the model equations (i.e., the conservation
of mass, momentum, and solute) need to be reformulated in the combined domain of
fluid and mineral in a consistent manner. The combined domain is then stationary.
This reformulated model has to incorporate the boundary conditions of the original
model at the evolving interface as part of the model equations. An essential property
of a phase field formulation is that the corresponding sharp-interface formulation
(i.e., the original model equations and boundary conditions at the evolving interface)
is recovered when the width of the diffuse interface approaches zero [21, 30]. This
limit can be investigated using matched asymptotic expansions [14].

Considering mineral precipitation and dissolution, [49] proposed a phase field
formulation based on the Allen--Cahn equation for the movement of the solid-liquid
interface but without flow in the fluid phase. Later [38] extended an equivalent for-
mulation of [49] to include two fluid phases---with curvature effects between them---
but still without flow. There, the interfaces are moving due to curvature effects.
An Allen--Cahn formulation for two-phase Stokes flow with curvature effects on the
evolving fluid-fluid interface, but without chemical reactions, was formulated in [1].
A Cahn--Hilliard model for two fluid phases and a solid phase, including mineral pre-
cipitation, is proposed in [39]. Using matched asymptotic expansion techniques, in
each of these four papers it is shown that the phase field models reduce to the corre-
sponding sharp-interface models. The aim in this paper is to formulate a phase field
model for mineral precipitation and dissolution, in which the flow of a fluid phase
transporting the precipitating solute is also taken into account. The model builds
on the ones in [38, 49]. Compared to [1], where the moving interface separates two
mobile fluid phases, the current moving interface separates a mobile phase (the fluid)
and an immobile (mineral) phase. Therefore, the formulation in [1] cannot be applied
here. In this respect, the present situation is more similar to the melt convection
model considered in [8], where the interface between stationary solid and flowing fluid
is evolving due to melting. However, [8] did not consider the sharp-interface limit for
their phase field formulation.

This paper is organized as follows. In section 2 the phase field formulation is
introduced, based on the sharp interface formulation. Next, in section 3 we show
that the phase field formulation reduces to the sharp-interface formulation when the
width of the diffuse interface approaches zero. Two numerical examples showing the
behavior of the phase field formulation are included in section 4. In particular, we
show how the flow affects the dissolution process. Then homogenization techniques
are applied in section 5 to derive a Darcy-scale counterpart for a specific setting of
the phase field model. Finally, section 6 provides some further numerical examples:
First, we study the behavior of the upscaled model parameters in terms of the diffuse
interface parameter, and then the convergence of the homogenization process for a
simplified situation, where the model is defined in a thin strip.

2. Formulation of the reactive transport problem. Before introducing the
phase field formulation, first we formulate the corresponding sharp-interface model
including a free boundary. Both models are restricted to the case where only one
fluid phase is present, which, in the case of a porous medium, can be seen as a
single-phase, fully saturated flow. Moreover, the density and viscosity of the fluid are
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1080 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

assumed constant. Furthermore, we only consider a simplified electrochemical system,
where the precipitate is formed at the boundaries of the flow domain (the pore walls)
and is the product of the reaction between two ions diffusing into and transported
by the flowing fluid. If the diffusion coefficients of the two ions are the same, and if
the system is electroneutral, one can simplify the chemistry by only considering one
equation for the solute concentration, as knowing the concentration of one solute and
using the electroneutrality of the system enables us to obtain the other concentration
straightforwardly (see [25, 46, 50]).

The models below are given in a dimensional framework. The nondimensional-
ization is discussed later in subsection 5.2.

2.1. Sharp-interface formulation. We start with the sharp-interface formu-
lation, which later motivates the phase field model. In this case, we let \Omega denote the
entire domain (the porous medium), which is divided into two disjoint subdomains:
one occupied by the fluid, and the other occupied by the mineral. The mineral layer
is the result of precipitation and dissolution and therefore has a variable thickness
that is not known a priori. Hence, the domains occupied by the fluid and the mineral
are both time dependent. Letting t \geq 0 stand for the time variable and denoting by
\Omega f (t) the (time-dependent) fluid domain, the conservation laws for the fluid and its
momentum and for the solute are

\nabla \cdot q = 0 in \Omega f (t),(2.1a)

\rho f\partial tq+ \rho f\nabla \cdot (q\otimes q) +\nabla p = \mu f\nabla 2q in \Omega f (t),(2.1b)

\partial tu+\nabla \cdot (qu) = D\nabla 2u in \Omega f (t).(2.1c)

Here q is velocity and p is pressure in the fluid, and \rho f and \mu f are the constant density
and viscosity of the fluid. Finally, u is solute concentration and D its diffusivity.

In the mineral domain \Omega m(t), the mineral is immobile and has a constant con-
centration u\ast , which reduces (2.1a)--(2.1c) to

q = 0 in \Omega m(t).

In what follows, we assume that the concentration in the mineral is always larger than
the one in the fluid, namely u\ast > u(x, t) for all t \geq 0 and x \in \Omega f (t).

We let \Gamma (t) stand for the free boundary separating \Omega f (t) and \Omega m(t). Observe
that for any time t, one has

\Omega = \Omega f (t) \cup \Omega m(t) \cup \Gamma (t) and \Omega f (t) \cap \Omega m(t) = \emptyset .

At \Gamma (t), to guarantee the mass balance we adopt the Rankine--Hugoniot boundary
conditions for the fluid and the solute. We assume that the chemistry does not lead
to any volume change, which means that one mineral mole takes exactly the same
volume as the one occupied in the fluid by the ion moles forming the mineral (see
[11, 47]). With this, the conditions at the moving interface are

vn + \gamma \kappa =  - 1

u\ast f(u) on \Gamma (t),(2.2a)

q = 0 on \Gamma (t),(2.2b)

vn(u
\ast  - u) = n \cdot D\nabla u on \Gamma (t),(2.2c)

where vn is the speed of the moving interface in the normal direction n pointing into
the mineral, \gamma is the diffusivity of the interface, and \kappa is the curvature of the moving
interface.
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1081

Observe that (2.2a) is describing the movement of the free boundary due to pre-
cipitation and dissolution. More precisely, the function f is the difference between the
precipitation rate and the dissolution rate. Without being restricted to this choice,
we use a simple reaction rate inspired by the mass action kinetics, namely,

(2.3) f(u) = fp(u) - fd = k

\biggl( 
u2

u2
eq

 - 1

\biggr) 
,

where ueq is the (known) equilibrium concentration for which u\ast > ueq, and k is a
reaction constant of dimension mol

m2 s . This choice of reaction rate corresponds to a pre-
cipitation rate increasing with ion concentration and a constant dissolution rate. Note
that to avoid dissolution whenever no mineral is present, in [25, 46] the dissolution
rate is given as a multivalued rate involving the Heaviside graph.

As follows from (2.2a), next to the precipitation and dissolution, the free boundary
is also moving due to surface curvature. The latter effect is more common for two-
phase flow but can also occur for interfaces separating a fluid from a solid phase. This
assumption is natural when minimizing the free energy of the surface [2, 40]. In our
case, \gamma will be very small.

The last two conditions at \Gamma (t) ensure the mass balance for the fluid and the
solute. Since we assume no volume change in connection with the chemistry, the
normal component of the fluid velocity is zero at the moving boundary. Combined
with the no-slip condition, it follows that the fluid velocity q is zero at the moving
boundary. Finally, (2.2c) is the Rankine--Hugoniot condition for the ions. The flux
on the right-hand side is due to diffusion as the convective flux is zero, following from
(2.2b). Also, the mineral is immobile, so the flux in the mineral subdomain is 0,
whereas the concentration u\ast is fixed.

For completeness we mention that the location of the moving interface \Gamma (t) can
be determined as the 0 level set of a function S : \Omega \times [0,\infty ) \rightarrow \BbbR satisfying

S(x, t) =

\left\{     
< 0 if x \in \Omega f (t),

0 if x \in \Gamma (t),

> 0 if x \in \Omega m(t).

Then, S satisfies the equation

\partial tS + vn| \nabla S| = 0 for x \in \Omega .

The level-set approach is adopted in [11, 13, 43, 47].

2.2. Phase field formulation. An alternative to the sharp-interface formula-
tion given above is to consider a phase field formulation. In this case, one uses a phase
field, which is an approximation of the characteristic function. The nondimensional
phase field \phi is close to and approaches 1 in the fluid phase, is close to and approaches
0 in the mineral, and has a smooth transition of (dimensional) width O(\lambda ) > 0 sep-
arating the phases. In other words, \lambda > 0 is a phase field parameter related to the
thickness of the diffusive transition region. It is to be expected that when passing
\lambda to 0, one obtains in the limit the original sharp-interface model. In consequence,
the phase field approach replaces the interface between the two phases by a smooth
transition region where diffusive effects are included. The advantage is that the model
equations can now be defined on a stationary domain (here \Omega ) instead of on time-
evolving domains. This approach, however, requires the flow and transport equations
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1082 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

to also be defined in the mineral phase. Here we extend the phase field models in
[38, 49] as follows to include flow:

\lambda 2\partial t\phi + \gamma P \prime (\phi ) = \gamma \lambda 2\nabla 2\phi  - 4\lambda \phi (1 - \phi )
1

u\ast f(u),(2.4a)

\nabla \cdot (\phi q) = 0,(2.4b)

\rho f\partial t(\phi q) + \rho f\nabla \cdot (\phi q\otimes q) =  - \phi \nabla p+ \mu f\phi \nabla 2(\phi q) - g(\phi , \lambda )q+
1

2
\rho fq\partial t\phi ,(2.4c)

\partial t
\bigl( 
\phi (u - u\ast )

\bigr) 
+\nabla \cdot (\phi qu) = D\nabla \cdot (\phi \nabla u).(2.4d)

The model is explained in detail below.

2.2.1. Comments on the phase field equation (2.4a). The parameter \lambda > 0
appearing in the phase field equation is assumed small and is related to the width
of the diffuse interface. Further, P (\phi ) = 8\phi 2(1  - \phi )2 is the double-well potential,
which ensures that the phase field mainly attains values (close to) 0 and 1 for small
values of \lambda . Formally, this follows from the observation that if \lambda is small, the term
P \prime (\phi ) dominates in (2.4a), implying that \phi approaches one of the three equilibrium
values 0, 1/2, 1. Later we show that 1/2 is an unstable equilibrium, from which the
conclusion follows.

The reaction rate f(u) and diffusion parameter \gamma are the same as those in the
sharp-interface formulation. Note that due to the 4\phi (1 - \phi ) factor, the reaction term
is nonzero only in the diffuse transition zone between the two phases, and this factor
ensures that \phi stays between 0 and 1. Note that in sharp-interface models, further
dissolution after all mineral is dissolved is usually avoided by using a multivalued
dissolution rate based on a Heaviside graph (see [25, 46]), which complicates the
analysis and the development of numerical schemes (see [3, 27]). This is superfluous
for the phase field formulation proposed here because in the absence of mineral, only
the water phase is present, implying \phi \equiv 1, and therefore no dissolution can take
place.

2.2.2. Comments on the flow equations (2.4b) and (2.4c). The flow equa-
tions are now also defined in the mineral phase. To ensure that flow only occurs in
the fluid and not in the mineral, some modifications have been made. First, the flow
velocity q and pressure gradient \nabla p have become \phi q and \phi \nabla p. This leaves the flow
equations unchanged in the fluid phase when \phi = 1, whereas these quantities are
vanishing in the mineral phase where \phi = 0.

Second, the term g(\phi , \lambda )q is added. Here, g(\phi , \lambda ) is decreasing in the first ar-
gument, surjective, and twice differentiable and fulfills g(1, \lambda ) = 0 and g(0, \lambda ) > 0.
This way, q = 0 is the only possible solution when \phi = 0 (also see assumption A.4 in
[22]). Moreover, this term must also ensure that the velocities in the diffuse transition
zone between \phi = 0 and \phi = 1 are low, and therefore it works as an interpolation
function for velocities in this zone. In [8], dealing with a similar model for melting and
solidification, an artificial friction term is introduced to ensure the desired behavior
for \phi q inside the diffuse interface. Using the current notation, their friction term

would correspond to g(\phi , \lambda ) = K(1 - \phi )2\phi 
\lambda 2 for some constant K [8]. However, as will be

explained in Remark 3.1, a term of O(\lambda  - 2) would restrict the phase field model from
approaching the sharp-interface model when \lambda \searrow 0, and therefore it is not adopted
here.

A similar idea is adopted in [22], focusing on shape optimization, where the term

g(\phi , \lambda ) = K\surd 
\lambda 

(1 - \phi )n
\phi +n is applied. The constant n > 0 determines the shape of the
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function g. More precisely, a larger value of n leads to a function that is close to an
affine one, behaving as (1  - \phi ). In [22], n = 10 was found to work better regarding

numerical results. Inspired by [22], here we let g(\phi , \lambda ) = K
\lambda 

(1 - \phi )n
\phi +n with n = 10. Later

we will see that this gives good numerical results for the present model too. However,
any function g fulfilling the requirements listed previously can be adopted, the specific
choice being based on the impact on the numerical behavior.

Finally, the term 1
2\rho fq\partial t\phi added to (2.4c) accounts for the combined flow with

accumulation of the phase field variable to ensure conservation of kinetic energy when
there is precipitation. Note that the two time derivatives can be combined and rewrit-
ten as \rho f

\surd 
\phi \partial t(

\surd 
\phi q), a formulation used in, e.g., [9].

2.2.3. Comments on the ion transport equation (2.4d). Compared to [38],
the only difference appearing in the ion transport equation (2.4d) is in the presence
of the convective term. Note that the time derivative can be rewritten as \partial t(\phi u +
(1  - \phi )u\ast ). This is nothing but the derivative of the phase field weighted convex
combination of ion concentrations u (in the fluid phase) and the mineral concentration
u\ast (in the mineral phase). Recalling that in the mineral phase there is no diffusive
or convective transport, we see that (2.4d) represents the total mass balance of the
species.

2.2.4. Decreasing energy of the phase field formulation. The energy as-
sociated with the model (2.4) is given by

E =
1

2
\rho f\phi q

2 + \gamma \lambda  - 1P (\phi ) +
1

2
\gamma \lambda | \nabla \phi | 2 + \phi F (u)

and is the sum of the kinetic energy, the free energy of the phase field, and the energy
of the ions. The function F (u) is defined implicitly as a solution to the equation

1

u\ast f(u) = F (u) - F \prime (u)u+ F \prime (u)u\ast .

As f(u) is increasing with u, F (u) is convex for u < u\ast . Differentiating the above, we
get that

\partial t(\phi F (u)) = F \prime (u)\partial t
\bigl( 
\phi (u - u\ast )

\bigr) 
+

1

u\ast f(u)\partial t\phi .

When considering (2.4) on a bounded domain \Omega with no-slip boundary conditions for
q and zero Neumann boundary conditions for \phi and u at the boundary \partial \Omega , one gets

d

dt

\int 
\Omega 

Edx =

\int 
\Omega 

\Bigl[ 
 - \mu f\nabla (\phi q) : \nabla (\phi q) - g(\phi , \lambda )q2  - D\phi F \prime \prime (u)| \nabla u| 2

 - \lambda  - 1
\Bigl( 
\nu  - 1

u\ast f(u)
\Bigr) \Bigl( 

\nu  - 4\phi (1 - \phi )
1

u\ast f(u)
\Bigr) \Bigr] 

dx,

where \nu = \gamma \lambda \nabla 2\phi  - \gamma \lambda  - 1P \prime (\phi ). The first three terms on the right-hand side describe
energy dissipation due to viscosity, friction close to the mineral, and diffusion of ions.
The fourth term might be positive and thus lead to an increasing energy. This will
be the case if curvature effects (see (2.2a)) counteract the ion reaction. However,
for fixed \lambda , we get a bounded energy growth as in [38]. Note that the increasing
energy is possible due to the factor 4\phi (1 - \phi ) in the reactive term in (2.4a). Using a
multivalued Heaviside graph for the dissolution rate instead of the 4\phi (1  - \phi ) factor,
as commented on in subsection 2.2.1, would result in a model with decreasing energy,
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1084 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

while a regularized Heaviside graph would not. To limit the values of \phi between 0
and 1 and to ease the following analysis and numerical implementation, we choose to
keep the 4\phi (1 - \phi ) factor and not use a Heaviside graph.

2.3. Regularized phase field formulation. The model (2.4) is formulated in
the full domain \Omega . In doing so, we include the term g(\phi , \lambda )q to ensure that q = 0 in
the mineral phase. Observe that the ion concentration u and the fluid pressure p are
also defined in the region occupied by the mineral in the sharp-interface formulation.
For u, a possible extension in the mineral domain is u\ast , but this may lead to difficulties
related to the regularity of u in the transition from the phase field model to the sharp-
interface one, when \lambda \rightarrow 0. Moreover, there is no indication about how to extend p
in the mineral domain. At the same time, the model in (2.4) does not provide any
information about what values u and p should attain in the mineral domain. Although
the structure of the phase field equation (2.4a) ensures that \phi will never reach 0 (or 1),
unless initialized or if appearing on the boundary \partial \Omega , \phi can become arbitrarily close
to 0 (and 1). From a numerical point of view, this can lead to a badly conditioned
discretization, as the last two equations in (2.4) are close to degenerate whenever
\phi \searrow 0 and cannot be used to determine u and p in the mineral. To avoid this, we
regularize the model by adding a small, nondimensional \delta > 0 to the phase field \phi 
in the mass, momentum, and solute conservation equations. The regularized model
becomes

\lambda 2\partial t\phi + \gamma P \prime (\phi ) = \gamma \lambda 2\nabla 2\phi  - 4\lambda \phi (1 - \phi )
1

u\ast f(u),(2.5a)

\nabla \cdot 
\bigl( 
(\phi + \delta )q

\bigr) 
= 0,(2.5b)

\rho f\partial t
\bigl( 
(\phi + \delta )q

\bigr) 
+ \rho f\nabla \cdot 

\bigl( 
(\phi + \delta )q\otimes q

\bigr) 
=  - (\phi + \delta )\nabla p

+\mu f (\phi + \delta )\nabla 2
\bigl( 
(\phi + \delta )q

\bigr) 
 - g(\phi , \lambda )q+

1

2
\rho fq\partial t\phi ,(2.5c)

\partial t
\bigl( 
(\phi + \delta )(u - u\ast )

\bigr) 
+\nabla \cdot 

\bigl( 
(\phi + \delta )qu

\bigr) 
= D\nabla \cdot 

\bigl( 
(\phi + \delta )\nabla u

\bigr) 
.(2.5d)

Note that this regularization is only needed to facilitate the numerical discretization.
For completeness, we use it also in the analysis given below.

Remark 2.1. The results for decreasing and limited growth of the free energy
discussed in subsection 2.2.4 are also valid for the regularized formulation. To see
this, one only needs to replace \phi by \phi + \delta in the terms associated with the kinetic
energy and the energy of the ions.

3. The sharp-interface limit of the phase field formulation. As stated
before, the phase field model can be seen as an approximation of the sharp-interface
model, defined in the entire domain and where the free boundary is replaced by a
diffuse interface region. To justify this, we investigate the limit of the phase field
model in (2.5) as \lambda , the width of the diffuse transition zone, approaches zero and
show that this limit is exactly the model in subsection 2.1. We follow the ideas
of [14] and distinguish between the behaviors of the solution close to the interface
and far away from it. To this aim we first let L be a typical length in the model and
introduce the new, dimensionless parameter \xi = \lambda /L related to thickness of the diffuse
interface region. We investigate the behavior of the solution as \xi \searrow 0 by expanding
the unknowns in terms of \xi and equating terms of similar order. This is done in two
different ways, close to the diffuse interface (the inner expansions) and away from it
(the outer expansions), which are connected by applying matching conditions in the
transition region where both expansions are valid.
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1085

Before proceeding we mention that for the phase field equation, the steps are
the same as in [38] and therefore are only shown briefly. Throughout this matched
asymptotic analysis we take the regularization parameter as \delta = \xi . This choice is
made for convenience as \delta is not needed in the sharp-interface model. In subsequent
sections, \delta and \xi (or \lambda ) can be chosen independently.

3.1. The two expansions and matching conditions. Away from the inter-
face, we consider the outer expansion of \phi , u, p, and q. For \phi this reads as

(3.1) \phi out(t,x) = \phi out
0 (t,x) + \xi \phi out

1 (t,x) + \xi 2\phi out
2 (t,x) + \cdot \cdot \cdot 

and similarly for the other unknowns.
For the inner expansion, valid near the diffuse interface, we switch to local co-

ordinates. More precisely, we let \Gamma (t) denote the set of points y\xi \in \Omega along which
\phi (y\xi , t) = 1/2. Observe that these points depend on t, and on \xi as the model depends
on \lambda = L\xi . With s being the parameterization along \Gamma \xi (t) (s being a scalar in the
two-dimensional case) and n\xi the normal vector at \Gamma \xi (t) pointing into the mineral,
one can define r, the signed distance from a point x near \Gamma \xi (t) to this interface.
Clearly, r depends on x and t and is positive in the mineral region. One gets

(3.2) x = y\xi (t, s) + rn\xi (t, s),

as presented in Figure 1. It can be shown (see [14]) that

| \nabla r| = 1, \nabla r \cdot \nabla si = 0, \partial tr =  - vn, \nabla 2r =
\kappa + 2\Pi r

1 + \kappa r +\Pi r2
,

where \kappa and \Pi are the mean and Gaussian curvatures of the interface. Further, the
point y\xi has the expansion y\xi = y0 + \xi y1 + \cdot \cdot \cdot , where y0 is a point on the interface
\Gamma out
0 (t) defined through \phi out

0 = 1/2, and similarly n\xi = n0 + \xi \gamma 1n1 +O(\xi 2), where n0

is the normal vector of \Gamma out
0 (t).

With z = r/\xi and in terms of z and s, we consider the inner expansions

(3.3) \phi in(t,x) = \phi in
0 (t, z, s) + \xi \phi in

1 (t, z, s) + \xi 2\phi in
2 (t, z, s) + \cdot \cdot \cdot 

and similarly for the other unknowns. In the curvilinear coordinates (3.2), by the
scaling of the z variable, the derivatives are rewritten as follows. For a generic variable
v or v, we obtain [14]

\partial tv =  - \xi  - 1vn,0\partial zv
in + (\partial t + \partial ts \cdot \nabla \bfs )v

in +O(\xi ),

\nabla xv = \xi  - 1\partial zv
inn0 +\nabla \Gamma v

in +O(\xi ),

\nabla x \cdot v = \xi  - 1\partial zv
in \cdot n0 +\nabla \Gamma \cdot vin +O(\xi ),

\nabla 2
xv = \xi  - 2\partial zzv + \xi  - 1\kappa 0\partial zv +O(1),

where we have used \nabla 2
xr = \kappa 0 + O(\xi ) as the lowest order mean curvature and vn =

vn,0 +O(\xi ). Here, \kappa 0 and vn,0 are the curvature and normal velocity of the interface
\Gamma out
0 (t). Further, in the last equality the properties | \nabla r| = 1 and \nabla r \cdot \nabla si = 0 have

been used.
For the outer expansion and a fixed t and s, we let y1/2\pm denote the limit r \searrow 0

(i.e., from the mineral side), respectively r \nearrow 0 (from the fluid side), of x rewritten in
terms of the local coordinates in (3.2). We associate the corresponding limit values of
the outer expansion with the ones for the inner expansion, obtained when z \rightarrow \pm \infty .
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1086 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

y\xi (t, s)

y\xi + rn\xi (t, s)n\xi 

Fig. 1. Local coordinates near the interface.

More precisely, we assume that the two expansions of the phase field \phi fulfill the
following matching conditions [14]:

lim
z\rightarrow \pm \infty 

\phi in
0 (t, z, s) = \phi out

0 (t,y1/2\pm ),(3.4a)

lim
z\rightarrow \pm \infty 

\partial z\phi 
in
0 (t, z, s) = 0,(3.4b)

lim
z\rightarrow \pm \infty 

\bigl( 
\phi in
1 (t, z, s) - (z + y1)\nabla \phi out

0 (t,y1/2\pm ) \cdot n0

\bigr) 
= \phi out

1 (t,y1/2\pm ),(3.4c)

lim
z\rightarrow \pm \infty 

\partial z\phi 
in
1 (t, z, s) = \nabla \phi out

0 (t,y1/2\pm ) \cdot n0,(3.4d)

and similarly for the other unknowns.

3.2. Outer expansions. Following the steps in [38], we substitute the outer
expansion (3.1) for \phi into the phase field equation (2.5a). For the O(1) term, which
is the leading order, one obtains

P \prime (\phi out
0 ) = 0.

This equation has three solutions: \phi out
0 = 0, 1/2, and 1. Using the formal argument in

[49], the first and last solutions are stable since P \prime \prime (0) and P \prime \prime (1) are positive, whereas
\phi out
0 = 1/2 is unstable since P \prime \prime (1/2) < 0. In view of this, we see that in the limit

\xi \rightarrow 0, one obtains the solutions \phi out
0 = 0 and \phi out

0 = 1, and we let \Omega f
0 (t) and \Omega m

0 (t)
be the (time-dependent) subdomains of \Omega where \phi out

0 is 1 and 0, respectively.
Using the outer expansions in the flow equations (2.5b) and (2.5c) and the ion

conservation (2.5d), it is straightforward to show that the original sharp-interface

model equations (2.1) are recovered for the points in \Omega f
0 (t). Moreover, for the flow

equations, one also obtains qout
0 = 0 in \Omega m

0 (t).

3.3. Inner expansions. We now apply the inner expansions and the matching
conditions to the phase field model to recover the boundary conditions at the evolving
interface.

3.3.1. Phase field equation. For the phase field equation (2.5a) we follow the
steps in [38] and obtain that the dominating O(1) terms satisfy

(3.5) P \prime (\phi in
0 ) = L2\partial 2

z\phi 
in
0 .
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1087

Due to (3.4), one has limz\rightarrow  - \infty = \phi in
0 (t, z, s) = 1 and limz\rightarrow \infty \phi in

0 (t, z, s) = 0. Further,
\phi in
0 (t, 0, s) = 0.5, as this should define the moving interface when \xi \rightarrow 0. Hence, mul-

tiplying (3.5) by \partial 2
z\phi 

in
0 , integrating the result in z, and using the matching conditions

fulfilled by \phi in
0 and the specific form of P (\phi ), one gets

(3.6) \partial z\phi 
in
0 =  - 4

L
\phi in
0 (1 - \phi in

0 ).

Since \phi in
0 (t, 0, s) = 1/2, the solution is

(3.7) \phi in
0 (t, z, s) = \phi in

0 (z) =
1

1 + e4z/L
=

1

2

\Bigl( 
1 + tanh

\Bigl( 2z
L

\Bigr) \Bigr) 
.

For the O(\xi ) terms, one obtains\bigl( 
P \prime \prime (\phi in

0 ) - L2\partial 2
z

\bigr) 
\phi in
1 = (L2vn,0 + L2\gamma \kappa 0)\partial z\phi 

in
0  - 4L\phi in

0 (1 - \phi in
0 )

1

u\ast f(u
in
0 ).

We view the left-hand side as an operator \scrL depending on \phi in
0 and applied to \phi in

1 . As
\scrL is a Fredholm operator of index zero, the above equation has a solution if and only
if the right-hand side, denoted by A(\phi in

0 ), is orthogonal to the kernel of \scrL . As follows
from (3.5), \partial z\phi 

in
0 lies in the kernel of \scrL . Since vn,0, \kappa 0, and uin

0 are independent of z
(the latter will be shown in the following section), the solvability condition implies

0 =

\int \infty 

 - \infty 
A(\phi in

0 )\partial z\phi 
in
0 dz

= L2(vn,0 + \gamma \kappa 0)

\int \infty 

 - \infty 
(\partial z\phi 

in
0 )2dz  - 4L

1

u\ast f(u
in
0 )

\int \infty 

 - \infty 
\phi in
0 (1 - \phi in

0 )\partial z\phi 
in
0 dz

=
2

3
L
\Bigl( 
vn,0 + \gamma \kappa 0 +

1

u\ast f(u
in
0 )

\Bigr) 
.

From this, by applying matching conditions for u at the moving interface, we obtain
the condition

vn,0 =  - \gamma \kappa 0  - 
1

u\ast f(u
out
0 (t,y1/2 - )),

which is the first boundary condition (2.2a) at the moving interface.

3.3.2. Mass conservation equation. The dominating O(\xi  - 1) term arising
from inserting the inner expansions into (2.5b) is

(3.8) \partial z(\phi 
in
0 qin

0 ) \cdot n0 = 0.

By integrating with respect to z and using matching conditions, we obtain

qout
0 (t,y1/2 - ) \cdot n0 = 0.

In other words, the normal component of the velocity is zero at the moving inter-
face. To conclude the same for the tangential component, we consider the momentum
conservation equation.

3.3.3. Momentum conservation equation. The dominating O(\xi  - 2) term in
the momentum equation (2.5c) is

\mu f\phi 
in
0 \partial 2

z (\phi 
in
0 qin

0 ) = 0.
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1088 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

Integrating with respect to z and using matching conditions results in

qout
0 (t,y1/2 - ) = 0,

which is the second boundary condition (2.2b) at the moving interface.

Remark 3.1. Note that choosing g(\phi , \lambda ) = K\phi (1 - \phi )2

\lambda 2 as in [8] would lead to the
dominating O(\xi  - 2) terms being

\mu f\phi 
in
0 \partial 2

z (\phi 
in
0 qin

0 ) = K\phi in
0 (1 - \phi in

0 )2qin
0 .

Although \mu f and K are constants, and \phi in
0 is known through (3.7), solving this equa-

tion for qin
0 is not straightforward, and therefore it is unclear whether qout

0 (t,y1/2 - ) =
0 is recovered in this case.

3.3.4. Ion conservation equation. The dominating O(\xi  - 2) term obtained by
inserting the inner expansions into (2.5d) is

\partial z(\phi 
in
0 \partial zu

in
0 ) = 0.

Integrating with respect to z and using matching conditions and the fact that \phi in
0 > 0,

we obtain
\partial zu

in
0 = 0,

and hence uin
0 = uin

0 (t, s) as mentioned in the previous section.
Taking advantage of \partial zu

in
0 = 0 and (3.8), the O(\xi  - 1) terms satisfy

 - vn,0(u
in
0  - u\ast )\partial z\phi 

in
0 = D\partial z(\phi 

in
0 \partial zu

in
1 ).

Integrating with respect to z from  - \infty to +\infty and applying matching conditions lead
to

vn,0(u
out
0 (t,y1/2 - ) - u\ast ) =  - D\nabla uout

0 (t,y1/2 - ) \cdot n0,

which is the third boundary condition (2.2c) at the moving interface.

4. Numerical behavior of the phase field model. We consider two nu-
merical examples showing the applicability and the potential of the model (2.5) by
studying the dissolution of a mineral crystal located in a channel and subject to a
flow field. The first example is from the benchmark study [33], and we assess how
the phase field model (2.5) behaves for a specific case compared to the results in the
benchmark study. In the second example, we make a qualitative assessment of how
the mineral dissolution process is affected by the strength of the flow field, inspired
by the sharp-interface simulations in [34].

4.1. Dissolution of a calcite crystal. We consider the benchmark problem II
from [33]. Here, calcite dissolves through the chemical reaction

CaCO3(s) + H+(l) \rightarrow Ca2+(l) + HCO - 
3 (l).

Since H+ is needed for calcite to dissolve, we model this as a one-way reaction, where
(2.5d) is replaced by

(4.1) \partial t
\bigl( 
(\phi + \delta )(uH+ + u\ast )

\bigr) 
+\nabla \cdot 

\bigl( 
(\phi + \delta )quH+

\bigr) 
= D\nabla \cdot 

\bigl( 
(\phi + \delta )\nabla uH+

\bigr) 
,

and use the simple, linear reaction rate

(4.2) f(uH+) =  - kuH+

D
ow

nl
oa

de
d 

03
/0

9/
21

 to
 1

31
.1

55
.9

2.
84

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.s
ia

m
.o

rg
/p

ag
e/

te
rm

s



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1089

in (2.5a). This means there is no precipitation, and the dissolution rate increases with
larger access to H+. Note the change in sign in the time derivative in (4.1) compared
to (2.5d). This occurs because H+ is consumed, not produced, for calcite to dissolve.
Writing the time derivative as \partial t

\bigl( 
\phi uH+  - (1  - \phi )u\ast \bigr) as in subsection 2.2.3 shows

that we are conserving the difference between H+ and the mineral, reflecting that
as one calcite molecule dissolves, one H+ atom is consumed. We do not model the
concentrations of the solutes Ca2+ and HCO - 

3 as they do not affect the reaction rate.
We follow the same setup as in [33] by considering a two-dimensional channel of

length 1 mm and width 0.5 mm, where a circular calcite crystal of initial radius 0.1
mm is centered in (0.5, 0.25) mm. A uniform flow field of given velocity qin = 0.0012
m/s is applied at x = 0 mm. Initially and at the inlet a concentration of uH+ = 10
mol/m3 is applied. The top and bottom of the channel are no-slip boundaries, while
fluid can leave through the outlet at x = 1 mm. We refer the reader to Table 1 for all
specified parameters for model (2.5a)--(2.5c) and (4.1). All parameters not related to
the phase field are taken from [33].

Table 1
Parameters corresponding to benchmark II in [33] and phase field parameters.

Parameter Symbol Value Units
Fluid density \rho f 103 kg m - 3

Fluid viscosity \mu f 10 - 3 kg m - 1s - 1

Diffusion coefficient D 10 - 9 m2s - 1

Inlet velocity qin 0.0012 m s - 1

Reaction rate constant in (4.2) k 8.9\times 10 - 3 mol m - 2s - 1

Inlet and initial concentration uH+ 10 mol m - 3

Calcite molar density u\ast 27100 mol m - 3

Phase field diffuse interface width \lambda 2.5\times 10 - 5 m
Phase field interface diffusivity \gamma 2.8\times 10 - 14 m2 s - 1

Phase field regularization \delta 10 - 6 -

Phase field flow interpolation; g(\phi , \lambda ) =
10K(1 - \phi )
\lambda (\phi +10)

K 25 kg m - 2 s - 1

The model equations are discretized using a control volume method on a uniform,
rectangular staggered grid of 200\times 200 grid cells. The phase field, pressure, and solute
are defined in the centers of the control volumes, while the velocity is defined at the
center of the edges. Convective fluxes are approximated by an upstream approxima-
tion, and diffusive fluxes are discretized using a two-point approximation. The model
is discretized in time using the backward Euler scheme with a constant time-step size
\Delta t = 1.35 s until the end time t = 2700 s = 45 min. The resulting nonlinear systems
of equations are solved using Newton iterations in each time step, with the previous
time step as an initial guess.

Figure 2 shows the shape of the calcite crystal initially and after 15, 30, and 45
minutes. The shapes are shown by plotting the \phi = 0.5 isolines of the phase field.
The initially circular calcite crystal dissolves unevenly due to the accessibility of H+

varying with the flow around the crystal. Since the flow takes place from left to right,
the dissolution is strongest at the left part of the calcite crystal and reduces while
moving to the right part of the crystal. Comparing this to the corresponding Figure
8 in [33], we see the same qualitative change in shape. The crystal dissolves slightly
faster in our approach compared to [33], which could be due to the nonconservative
property of the Allen--Cahn equation.

4.2. Effect of flow field strength on dissolution. We consider a qualita-
tive comparison with respect to how mineral dissolves when located in flow fields of
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0.4 0.45 0.5 0.55 0.6
0.15

0.2

0.25

0.3

0.35

Fig. 2. The mineral shape while dissolving (zoomed-in view of the channel where the calcite is
present initially). The evolution of the calcite boundary at t = 0, 15 min, 30 min, and 45 min (from
the outermost curve to the innermost one). The axis scales are in mm.

different strengths, inspired by the setup in [34, sect. 3.1]. As in the previous test,
we consider a channel of length 1 mm and width 0.5 mm, with an initially circular
mineral located in (0.5, 0.25) mm having radius 0.1 mm. At x = 0, a uniform flow
field of a given velocity is applied and the fluid can flow out at x = 1, while the top
and bottom are no-slip boundaries. We now use the original model (2.5) and reaction
rate (2.3). To trigger dissolution of the mineral, we apply an equilibrium concen-
tration ueq = 0.5 mol/m3, and for the solute we use an initial concentration of ueq

and a Dirichlet boundary condition at the inlet of ueq/2. The P\'eclet and Damk\"ohler
numbers are defined as

Pe =
Lqin
D

, Da =
k

ueqqin
,

where D = 5 \times 10 - 9 is the diffusivity of the solute, k = 1.9 \times 10 - 5 is the reaction
constant, and L is the length of the channel. By varying qin among (a) 1.2\times 10 - 5 m/s,
(b) 1.2\times 10 - 4 m/s, (c) 1.2\times 10 - 3 m/s, and (d) 0.012 m/s, we consider the four P\'eclet
and Damk\"ohler numbers given in Table 2, which are the same cases applied in [34].
We use a mineral concentration of u\ast = 1 mol/m3. This is an artificially low value of
a mineral density but causes the mineral to change shape faster as it dissolves. For
the phase field, we use the same parameters as in Table 1.

Table 2
Nondimensional numbers in the four simulations.

Simulation (a) (b) (c) (d)
P\'eclet number 2.4 24 240 2400
Damk\"ohler number 3.173 0.317 0.032 0.003
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1091

The model (2.5) is discretized using the same control volume method as before using a
uniform, rectangular staggered grid of 200\times 200 grid cells. The model is time stepped
using backward Euler with a constant time-step size \Delta t = \Delta y/qin, and the nonlinear
systems of equations are solved using Newton iterations in each time step, with the
previous time step as an initial guess.

The four simulations are carried out until the mineral is dissolved completely.
Figure 3 shows the isolines \phi = 0.5 at different time steps to indicate the shape of the
mineral as it dissolves. Although we consider a different chemical system from that
in [34], we see how the later isolines go from being circular for low velocities to more
elongated at larger velocities as in [34, Figure 2]. For low velocities, the reaction rate
is quite similar for the entire mineral surface, although with an increase at the front
where lower solute concentrations are first met. At larger velocity, dissolution is faster
on the sides as dissolved solute is more efficiently transported away, triggering further
dissolution. The mineral generally dissolves faster when the P\'eclet number increases,
although the same reaction rate has been used. This is caused by the dissolving
mineral creating a local increase in the solute concentration, which is transported
away more quickly when the flow velocity is large. We see how the interplay between
velocity and diffusion gives the different shapes of the mineral as it dissolves, and also
different effective reaction rates [20].

5. Upscaling using periodic homogenization. We now consider the phase
field model (2.5) to be defined in a periodic porous medium. The pore scale, where
grain, mineral, and fluid-filled void space are explicitly separated, will be the
microscale, and in the following we will derive a macroscale model describing the
effective behavior of the system. More precisely, we consider a domain \scrD containing
small, periodically distributed grains, as sketched in Figure 4. In a porous medium,
\scrD represents the union of the void space, mineral space, and grain space, where the
grains will be considered as perforations. We will refer to the union of the void space
and mineral space as the pore space. The grains are impermeable to fluid, and no
reactions take place there. Hence, the phase field model (2.5) is not defined in the
grain space but only in the pore space of \scrD . The grains do not change with time,
while the moving boundary between mineral and fluid, located in the pore space of
\scrD , is still handled by the phase field equation as a diffuse interface. We assume that
the mineral precipitates on the boundary of the perforations or at already existing
minerals and not inside the void space. Two important assumptions are that the void
space in \scrD is connected and that the mineral never grows in such a way that the pore
space is clogged.

The porous medium \scrD contains many periodically repeating grains. This means
that the phase field model (2.5) is defined on a domain of high complexity. In such
cases, the averaged behavior of the system is of primary interest. In consequence
we apply periodic homogenization techniques to find effective equations valid at a
larger scale, where the microscale oscillations are no longer visible, but their effect is
still taken into account. This is done by identifying a scale separation and applying
asymptotic expansions on nondimensional versions of the model equations.

When nondimensionalizing the model (2.5), one must address the size of the ap-
pearing nondimensional numbers (e.g., Reynolds, P\'eclet, Cahn, and Damk\"ohler), in
particular, their internal ordering. The size of these nondimensional numbers de-
scribes which regime we consider, and in the following we will consider a regime in
the range of Darcy's law [23] and where time scales for macroscale solute diffusion,
advection, and reaction are approximately the same size [6]. As we will see in the
following, this leads to diffusion dominating at the pore scale. Finally, we want the
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(a)
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0.35
(b)

0.4 0.45 0.5 0.55 0.6
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(c)
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0.35
(d)
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0.35

Fig. 3. The mineral shapes while dissolving (zoomed-in view of the channel where the calcite is
present initially). Black line shows initial shape, while increasingly brighter green shows the shape
at later time steps. Cases (a)--(d) correspond to the cases in Table 2. The last isolines are at times
(a) t = 3.4 s, (b) t = 1.6 s, (c) t = 1.1 s, (d) t = 0.79 s. The axis scales are in mm. (See online
version for color.)

Fig. 4. Structure of porous medium. Fluid-filled void space is marked with white, mineral is
dark grey, and nonreactive grain is light grey. The pore space is the union of the void space and
mineral space.
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1093

phase field to appear as a local, microscale variable, and we will address the choices
necessary to achieve this. Note that other choices for the nondimensional numbers
are possible but will result in different upscaled models.

5.1. The scale separation. In the dimensional setting, we let \ell be a typical
length scale at the microscale (that is, the pore scale), e.g., the width of the rightmost
box in Figure 4, and let L be a typical length scale at the macroscale, e.g., the width
of the domain \scrD or of the Darcy scale, as commonly made for homogenization [19, 23].
With this we define \varepsilon = \ell /L, reflecting the ratio between the micro- and macroscales
and hence giving us the scale separation. We assume that \ell is much smaller than L,
and hence \varepsilon is a small number. We mention that [46, Remark 1.2] discusses a different
definition of the scale separation and shows how this leads to the same nondimensional
model.

In what follows we rewrite the model in nondimensional form. In doing so we
introduce a local unit cell Y = [0, 1]dim, as seen in Figure 5, where dim is 2 or 3,
depending on spatial dimension, and we let the local variable y \in (0, 1)dim describe
points within Y . The local cell consists of the fluid part F and mineral part M , and
the grain part G is as sketched in Figure 5. Hence, locally the phase field model is
defined in the pore space P = F \cup M , while G defines the perforation. The boundary
\Gamma P defines the (stationary) internal boundary between the perforation and the domain
for the phase field model. The boundary \partial Y denotes the outer boundary of the unit
cell Y . At this boundary we will later apply periodic boundary conditions, allowing
us to decouple the unit cells from one another. However, when referring to internal
boundaries, the boundary \Gamma P is meant.

nP

F

M

G

Fig. 5. Local pore Y = [0, 1]d. The fluid part (white) is F , mineral part (dark grey) is M, and
grain part (light grey) is G, along with a normal vector nP at the internal boundary \Gamma P . The outer
boundary of the local pore, \partial Y , is marked with black.

To distinguish between the two scales in the model, we use x as the variable at
the macroscale, which is then connected to the local, microscale variable y through
y = \varepsilon  - 1x. This can be interpreted as x only seeing the macroscale behavior, while
the zoomed-in y sees the microscale rapid changes in a single cell. Hence for each
macroscale point x, we can identify a unit cell, with its own local variable y.

With this we have that the perforated domain of the phase field model is the
union of all local pores P , scaled by \varepsilon . This means that the domain depends on \varepsilon and
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1094 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

can be written as
\Omega \varepsilon = \cup w\in W\scrD \{ \varepsilon (w + P )\} ,

where W\scrD is a subset of \BbbZ dim satisfying \scrD = \cup w\in W\scrD \{ \varepsilon (w+Y )\} , which is the complete
(nonperforated) medium domain seen to the left in Figure 4. We use \varepsilon as a superscript
to indicate dependence on \varepsilon . The union of all internal boundaries \Gamma P is denoted by

\Gamma \varepsilon = \cup w\in W\scrD \{ \varepsilon (w + \Gamma P )\} .

5.2. Nondimensional model equations. To identify which terms are domi-
nating in the model and hence are important for the upscaling, we first nondimen-
sionalize the model equations (2.5). The assumptions made below on the typical flow
rate, viscosity, and pressure difference ensure that we are in the range of Darcy's law,
which means that at the macroscale the conservation of momentum equation (2.5c)
becomes a Darcy-like law. Also, we ensure that the diffuse interface (that is, the tran-
sition between mineral and fluid) stays within a local pore. Nondimensional variables
and quantities are denoted with a hat and are defined as

\^t = t/tref, \^x = x/L, \^y = y/\ell , \^\lambda = \lambda /\lambda ref,

\^q\varepsilon = q/qref, \^u\varepsilon = u/uref, \^p\varepsilon = p/pref, \^u\ast = u\ast /uref,

\^D = D/Dref, \^\mu f = \mu f/\mu ref, \^\rho f = \rho f/\rho ref, \^k = k/kref,

\^\gamma = \gamma /\gamma ref, \^K = K/Kref.

Note the superscript \varepsilon for the variables having a highly oscillatory behavior. The
relations between the reference quantities are given through several nondimensional
numbers. The size of these nondimensional numbers describes which regime we con-
sider. As already mentioned, here we are interested in the regime where Darcy's law
is valid and where solute advection, diffusion, and reaction time scales are about the
same order of magnitude. Darcy's law is valid when fluid flow is laminar and when
the pressure drop dominates the flow behavior. This corresponds to the Reynolds and
Euler numbers being

Re = \rho refqrefL/\mu ref = O(\varepsilon 0), Eu = pref/q
2
ref\rho ref = O(\varepsilon  - 2),

respectively. Different choices can, e.g., lead to the Forchheimer law [16]. Solute
advection, diffusion, and reaction time scales are identified as tadv = L/qref, tdiff =
L2/Dref, and treact = uref\ell /kref, respectively. These time scales are assumed to be
about the same, that is, that advection, diffusion, and reaction are equally important,
which corresponds to the P\'eclet and Damk\"ohler numbers being

Pe = tdiff/tadv = O(\varepsilon 0), Da = tadv/treact = O(\varepsilon 0),

respectively. Upscaled models have also been derived for other regimes with respect
to the P\'eclet and Damk\"ohler numbers by employing either homogenization [4, 12, 17,
28, 32, 45] or volume averaging techniques [53, 54]. The observation time scale tref is
set to be equal to tadv.

For reference quantities and parameters affecting the phase field variable, we
assume that the diffuse interface width is proportional to, but still smaller than, the
pore size \ell . This corresponds to the Cahn number being

Ca = \lambda ref/L = O(\varepsilon ).
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1095

Hence, \^\lambda is a small number but independent of \varepsilon . This way, the interface width is small
relative to the pore size but remains a microscale quantity without approaching its
sharp-interface limit as \varepsilon approaches zero. Similar choices are made in the upscaling
of the phase field models found in [18, 31, 38], while an interface width that is large
compared to the pore size is upscaled in [41, 42]. In the latter two papers, the phase
field appears as a macroscale variable in the upscaled model. The microscale diffusive
time scale of the phase field, that is, tdiff,\gamma = \ell 2/\gamma ref, is chosen to be comparable to
the reactive time scale, but where \^\gamma is still allowed to be small but independent of \varepsilon 
(that is, O(\varepsilon 0)). Hence, the diffusive Damk\"ohler number of the phase field is

Da\phi = tdiff,\gamma /treact = O(\varepsilon 0).

This choice supports the phase field variable as a microscale variable, without affecting
the sharp-interface limit as \varepsilon approaches zero. Finally, the reference value Kref is
chosen in relation to the other flow-related reference values to ensure low velocities in
the diffuse transition zone as \varepsilon approaches zero. Interpreting Kref as viscosity divided
by a slip length, this corresponds to the Navier number being

Na = \ell s/L = O(\varepsilon ),

where \ell s = \mu ref/Kref is the associated slip length.
For readability, in the following we let the nondimensional numbers that are equal

to O(\varepsilon k) be exactly equal to \varepsilon k, but other choices for the proportionality constants are
straightforward. Hence, we now have that Re = 1, Eu = \varepsilon  - 2, etc. This corresponds
to letting \mu ref = \rho refLqref and pref = q2ref\rho refL

2/\ell 2. From the P\'eclet and Damk\"ohler
numbers, we get kref = uref\ell /tref and Dref = L2/tref. With this choice of kref, the

nondimensional reaction rate can be defined as \^f(\^u) = \^k(\^u2/\^u2
eq  - 1). Ca = \varepsilon corre-

sponds to letting \lambda ref = \ell , and Da\phi = 1 corresponds to \gamma ref = \ell 2/tref. Finally, Na = \varepsilon 
means that Kref = \rho refqrefL/\ell .

Table 3 summarizes the choices made in the nondimensionalization.

Table 3
Nondimensional quantities and their relation to the upscaling parameter \varepsilon .

Dimensionless number Definition Size w.r.t. \varepsilon 
Scale separation \varepsilon = \ell /L \varepsilon 
Reynolds number Re = \rho refqrefL/\mu ref \varepsilon 0

Euler number Eu = pref/q
2
ref\rho ref \varepsilon  - 2

P\'eclet number Pe = Lqref/Dref \varepsilon 0

Damk\"ohler number Da = krefL/urefqref\ell \varepsilon 0

Cahn number Ca = \lambda ref/L \varepsilon 
Phase field Damk\"ohler number Da\phi = kref\ell /\gamma refuref \varepsilon 0

Navier number Na = \mu ref/KrefL \varepsilon 

Remark 5.1. The (nondimensional) diffuse interface width \^\lambda , phase field diffu-
sivity \^\gamma , and regularization parameter \delta are all small, positive numbers that are
independent of \varepsilon . That means they remain fixed as \varepsilon \rightarrow 0 in the following section.
These three numbers affect the behavior of the phase field model. In particular, \^\lambda is
the microscale diffuse interface width, and \^\gamma dictates the equilibration speed of the
diffuse interface, while \delta assures the model is not degenerate. These numbers will be
set to small numbers in the numerical examples, but they neither rely on any internal
ordering nor depend on one another.
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1096 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

Since from now on we will only use nondimensional variables, we omit the hat on
all variables. With this, the dimensionless model reads as

\lambda 2\partial t\phi 
\varepsilon + \gamma P \prime (\phi \varepsilon ) = \varepsilon 2\gamma \lambda 2\nabla 2\phi \varepsilon  - 4\lambda \phi \varepsilon (1 - \phi \varepsilon )

1

u\ast f(u
\varepsilon ) in \Omega \varepsilon ,(5.1a)

\nabla \cdot 
\bigl( 
(\phi \varepsilon + \delta )q\varepsilon 

\bigr) 
= 0 in \Omega \varepsilon ,(5.1b)

\varepsilon 2\rho f

\Bigl( 
\partial t
\bigl( 
(\phi \varepsilon + \delta )q\varepsilon 

\bigr) 
 - 1

2
q\varepsilon \partial t\phi 

\varepsilon +\nabla \cdot 
\bigl( 
(\phi \varepsilon + \delta )q\varepsilon \otimes q\varepsilon 

\bigr) \Bigr) 
+ (\phi \varepsilon + \delta )\nabla p\varepsilon 

= \varepsilon 2\mu f (\phi 
\varepsilon + \delta )\nabla 2

\bigl( 
(\phi \varepsilon + \delta )q\varepsilon 

\bigr) 
 - K

\lambda 

(1 - \phi \varepsilon )n

\phi \varepsilon + n
q\varepsilon in \Omega \varepsilon ,(5.1c)

\partial t
\bigl( 
(\phi \varepsilon + \delta )(u\varepsilon  - u\ast )

\bigr) 
+\nabla \cdot 

\bigl( 
(\phi \varepsilon + \delta )q\varepsilon u\varepsilon 

\bigr) 
= D\nabla \cdot 

\bigl( 
(\phi \varepsilon + \delta )\nabla u\varepsilon 

\bigr) 
in \Omega \varepsilon ,(5.1d)

\nabla \phi \varepsilon \cdot n\varepsilon = 0 on \Gamma \varepsilon ,(5.1e)

(\phi \varepsilon + \delta )\nabla u\varepsilon \cdot n\varepsilon = 0 on \Gamma \varepsilon ,(5.1f)

q\varepsilon = 0 on \Gamma \varepsilon .(5.1g)

Remark 5.2. Note that the analysis below remains unchanged if \delta = 0, when
clogging is not considered. In other words, including an \varepsilon -independent regularization
parameter \delta does not affect the upscaling. The presence of \delta > 0 ensures that the
resulting model is not degenerate, which is important for the numerical examples.

5.3. The formal asymptotic expansions. We apply the homogenization ansatz,
namely we assume that the unknowns can be written as a series expansion in terms
of \varepsilon with explicit dependence on the micro- and macroscale variables. For the phase
field \phi \varepsilon this reads as

(5.2) \phi \varepsilon (t,x) = \phi 0(t,x,y) + \varepsilon \phi 1(t,x,y) + \varepsilon 2\phi 2(t,x,y) + \cdot \cdot \cdot ,

where the functions \phi i(t,x,y) are Y -periodic in y. Similar expansions are assumed for
all dependent variables. The introduction of the microscale variable y is an important
aspect: While the \phi \varepsilon needs to resolve both the microscale and macroscale behaviors,
we assume that the functions in the series expansion can distinguish between slow
variability through x and fast variability through y. Further, the series expansion
allows us to capture the dominating behavior in \phi 0, while lower order behavior is
captured through the subsequent terms. Also note that macroscale x is defined in the
entire (nonperforated) domain \scrD , while y is defined locally in a pore P .

As y is a local variable behaving like y = \varepsilon  - 1x, the spatial derivatives need to be
rewritten accordingly. Hence, for a generic variable v, one has

(5.3) \nabla v(x,y) = \nabla \bfx v(x,y) +
1

\varepsilon 
\nabla \bfy v(x,y),

where \nabla \bfx and \nabla \bfy are the gradients with respect to x, respectively, y. We insert
the asymptotic expansions (5.2) and the rescaled derivatives (5.3) into the model
equations (5.1), and equate terms of the same order with respect to \varepsilon to isolate the
behavior of the system on different scales. In the regularized equations, the term
\phi 0 + \delta will appear frequently, and we will use the notation \phi \delta 

0 = \phi 0 + \delta in this case.
Note that \phi \delta 

0 > 0.

5.3.1. Phase field equation. Equating the dominating O(1) terms in the phase
field equation (5.1a) gives

\lambda 2\partial t\phi 0 + \gamma P \prime (\phi 0) = \gamma \lambda 2\nabla 2
\bfy \phi 0  - 4\lambda \phi 0(1 - \phi 0)

1

u\ast f(u0).
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1097

The dominating term of the corresponding boundary condition (5.1e) gives \nabla \bfy \phi 0 \cdot 
nP = 0. Observe that the above equation is similar to the original (5.1a) but involves
only spatial derivatives with respect to y. Although \phi 0 still depends on x, x only
appears as a parameter, as no derivatives with respect to x are involved. Recalling
the Y -periodicity in y, \phi 0 solves the following cell problem for the phase field:

\lambda 2\partial t\phi 0 + \gamma P \prime (\phi 0) = \gamma \lambda 2\nabla 2
\bfy \phi 0  - 4\lambda \phi 0(1 - \phi 0)

1

u\ast f(u0) in P,

\nabla \bfy \phi 0 \cdot nP = 0 on \Gamma P ,(5.4)

periodicity in y across \partial Y.

These cell problems are defined for each macroscale x, which corresponds to each pore
as in Figure 5. However, the cell problems are decoupled locally due to the periodicity
requirement.

5.3.2. Mass conservation equation. The dominating O(\varepsilon  - 1) term in (5.1b)
gives

(5.5) \nabla \bfy \cdot 
\bigl( 
\phi \delta 
0q0

\bigr) 
= 0 in P,

which will be needed in the derivation for the momentum and ion conservation equa-
tions. Next, the O(1) terms provide

\nabla \bfx \cdot 
\bigl( 
\phi \delta 
0q0

\bigr) 
+\nabla \bfy \cdot 

\bigl( 
\phi \delta 
0q1 + \phi 1q0

\bigr) 
= 0.

Integrating with respect to y over P and applying the Gauss theorem and the bound-
ary conditions q0 = q1 = 0 on \Gamma P , together with periodicity, one gets

(5.6) \nabla \bfx \cdot 
\bigl( 
\phi \delta 
0q0

\bigr) 
= 0 in \scrD .

The overline notation indicates a quantity averaged over the microscale. Formally,
one can extend the quantities defined in the pore space P by 0 inside the perforations
G, allowing for an average over the entire cell Y . For a scalar variable v(t,x,y), we
define v(t,x) = 1

| Y | 
\int 
Y
v(t,x,y)dy =

\int 
P
v(t,x,y)dy. Note that | Y | , the volume of Y ,

is 1. In this way, the average of the highest order term of the phase field, \phi 0(t,x),
will correspond to the porosity at time t at the macroscale location x.

5.3.3. Momentum conservation equation. The dominating O(\varepsilon  - 1) term in
(5.1c) yields

\phi \delta 
0\nabla \bfy p0 = 0,

meaning that p0 = p0(t,x) is independent of y. The O(1) terms give

(5.7) \phi \delta 
0(\nabla \bfx p0 +\nabla \bfy p1) = \mu f\phi 

\delta 
0\nabla 2

\bfy 

\bigl( 
\phi \delta 
0q0

\bigr) 
 - K

\lambda 

(1 - \phi 0)n

\phi 0 + n
q0.

We use the linearity of the equation and determine p1 and q0 in terms of (the gradient
of) p0. With \Pi j(t,x,y) and wj(t,x,y) solving the cell problems

\phi \delta 
0(ej +\nabla \bfy \Pi 

j) + \mu f\phi 
\delta 
0\nabla 2

\bfy 

\bigl( 
\phi \delta 
0w

j
\bigr) 
=

K

\lambda 

(1 - \phi 0)n

\phi 0 + n
wj in P,

\nabla \bfy \cdot 
\bigl( 
\phi \delta 
0w

j
\bigr) 
= 0 in P,(5.8)

wj = 0 on \Gamma P ,

periodicity in y across \partial Y, j \in \{ 1, . . . ,dim\} ,
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1098 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

we observe that

p1(t,x,y) =

dim\sum 
j=1

\Pi j(t,x,y)\partial xj
p0(t,x),

q0(t,x,y) =  - 
dim\sum 
j=1

wj(t,x,y)\partial xjp0(t,x)

now fulfill (5.5) and (5.7). The boundary condition for wj on \Gamma P follows from q0 = 0
on \Gamma P . Note that the cell problems are solved in y for a fixed x. Hence, as with the
phase field cell problem, one can solve for single pores independently.

Multiplying by \phi \delta 
0 in the last equality and averaging over Y gives

(5.9) \phi \delta 
0q0 =  - \scrK \nabla \bfx p0 in \scrD ,

where the components of the permeability tensor \scrK (t,x) are given by

kij(t,x) =

\int 
P

\phi \delta 
0w

j
i dy with i, j \in \{ 1, . . . ,dim\} .

Here, wj
i are the components of wj , which are the solutions of the cell problems (5.8)

with the continuous extension wj = 0 inside the grain.

5.3.4. Ion conservation equation. The dominating O(\varepsilon  - 2) term from the ion
conservation equation (5.1d) and dominating O(\varepsilon  - 1) term from the corresponding
boundary condition (5.1f) give

\nabla \bfy \cdot 
\bigl( 
\phi \delta 
0\nabla \bfy u0

\bigr) 
= 0 in P,

\phi \delta 
0\nabla \bfy u0 \cdot nP = 0 on \Gamma P ,

along with periodicity in y. This implies that u0 = u0(t,x) is independent of y.
Further, the O(\varepsilon  - 1) terms from (5.1d) and O(1) terms from (5.1f) give

\nabla \bfy \cdot 
\bigl( 
\phi \delta 
0(\nabla \bfx u0 +\nabla \bfy u1)

\bigr) 
= 0 in P,

\phi \delta 
0(\nabla \bfx u0 +\nabla \bfy u1) \cdot nP = 0 on \Gamma P ,

where we used (5.5) for the convective term. We exploit again the linearity of the
problem and formulate u1(t,x,y) in terms of (the derivatives of) u0(t,x). We let the
weight functions \omega j(t,x,y) solve the cell problems

\nabla \bfy \cdot 
\bigl( 
\phi \delta 
0(\nabla \bfy \omega 

j + ej)
\bigr) 
= 0 in P,

\phi \delta 
0(\nabla \bfy \omega 

j + ej) \cdot nP = 0 on \Gamma P ,(5.10)

periodicity in y across \partial Y, j \in \{ 1, . . . ,dim\} ,

As earlier, the cell problems are solved in y for a fixed x. Then, for an arbitrary
\~u1 = \~u1(t,x), we obtain that

u1(t,x,y) = \~u1(t,x) +

dim\sum 
j=1

\omega j(t,x,y)\partial xju0(t,x).
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PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1099

As will follow from below, only \nabla \bfy u1 will be needed for obtaining the upscaled model;
therefore the function \~u1 plays no role in the upscaling, and it is not necessary to
specify it.

The O(1) terms from (5.1d) and O(\varepsilon ) terms from (5.1f) give

\partial t
\bigl( 
\phi \delta 
0(u0  - u\ast )

\bigr) 
+\nabla \bfx \cdot 

\bigl( 
\phi \delta 
0q0u0

\bigr) 
+\nabla \bfy \cdot A

= D
\bigl( 
\nabla \bfy \cdot B+\nabla \bfx \cdot 

\bigl( 
\phi \delta 
0(\nabla \bfx u0 +\nabla \bfy u1)

\bigr) 
in \scrD \times P,

B \cdot nP = 0 on \Gamma P .

whereA = \phi 1q0u0+\phi \delta 
0q1u0+\phi \delta 

0q0u1 and B = \phi \delta 
0\nabla \bfx u1+\phi \delta 

0\nabla \bfy u2+\phi 1\nabla \bfx u0+\phi 1\nabla \bfy u1.
The above equation contains derivates in both x and y. To find the upscaled model, we
integrate in y over the domain P , apply Gauss's theorem in y, and use the boundary
condition on \Gamma P and the periodicity requirement to remove the\nabla \bfy \cdot A and\nabla \bfy \cdot B terms.
For the velocity terms in A, we also apply the boundary condition (5.1g), which gives
q0 = q1 = 0 on \Gamma P . This leads to the upscaled reaction-advection-diffusion equation

(5.11) \partial t
\bigl( 
\phi \delta 
0(u0  - u\ast )

\bigr) 
+\nabla \bfx \cdot 

\bigl( 
\phi \delta 
0q0u0

\bigr) 
= D\nabla \bfx \cdot (\scrA \nabla \bfx u0) in \scrD .

The components of the matrix \scrA (t,x) are

aij(t,x) =

\int 
P

\phi \delta 
0(\delta ij + \partial yi

\omega j)dy with i, j \in \{ 1, . . . ,dim\} ,

where \omega j is the solution of the cell problem (5.10). Hence, the upscaled ion conserva-
tion equation (5.11) is to be solved for x \in \scrD only but receives information from the
microscale y through the effective diffusion matrix and the effective velocity.

5.4. Summary of upscaled equations. To summarize, the upscaled system
of equations consists of the three equations (5.6), (5.9), and (5.11) on the macroscale
for the unknowns \phi q0(t,x), p0(t,x) and u0(t,x). The upscaled system is completed
by three supplementary cell problems (5.4), (5.8), and (5.10) to be solved locally in
each single pore, providing effective properties for the upscaled system.

The regularization \delta was kept throughout the upscaling procedure for consistency.
We introduced this regularization for avoiding a degeneracy in the system, which
would create difficulties in the numerical implementations. For the upscaled model,
these difficulties are encountered in the cell problems. Hence, we only consider \phi \delta 

0 in
the effective properties and set \delta = 0 in (5.6), (5.9), and (5.11). Then, for macroscale
x \in \scrD and for t > 0,

\nabla \bfx \cdot (\phi 0q0) = 0 in \scrD ,

\phi 0q0 =  - \scrK \nabla \bfx p0 in \scrD ,

\partial t
\bigl( 
\phi 0(u0  - u\ast )

\bigr) 
+\nabla \bfx \cdot (\phi 0q0u0) = D\nabla \bfx \cdot (\scrA \nabla \bfx u0) in \scrD ,

where the phase field \phi 0(t,x,y) is updated locally in each pore by solving

\lambda 2\partial t\phi 0 + \gamma P \prime (\phi 0) = \gamma \lambda 2\nabla 2
\bfy \phi 0  - 4\lambda \phi 0(1 - \phi 0)

1

u\ast f(u0) in P,

\nabla \bfy \phi 0 \cdot nP = 0 on \Gamma P
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1100 C. BRINGEDAL, L. VON WOLFF, AND I. S. POP

for all x \in \scrD and t > 0. The effective matrices \scrK (t,x) and \scrA (t,x) are found through

kij(t,x) =

\int 
P

\phi \delta 
0w

j
i dy, where

\phi \delta 
0(ej +\nabla \bfy \Pi 

j) + \mu f\phi 
\delta 
0\nabla 2

\bfy 

\bigl( 
\phi \delta 
0w

j
\bigr) 
=

K

\lambda 

(1 - \phi 0)n

\phi 0 + n
wj in P,

\nabla \bfy \cdot 
\bigl( 
\phi \delta 
0w

j
\bigr) 
= 0 in P,

wj = 0 on \Gamma P ,

and

aij(t,x) =

\int 
P

\phi \delta 
0(\delta ij + \partial yi

\omega j)dy, where

\nabla \bfy \cdot 
\bigl( 
\phi \delta 
0(\nabla \bfy \omega 

j + ej)
\bigr) 
= 0 in P,

\phi \delta 
0(\nabla \bfy \omega 

j + ej) \cdot nP = 0 on \Gamma P

for i, j \in \{ 1, . . . ,dim\} . The unknowns wj(t,x,y), \Pi j(t,x,y), and \omega j(t,x,y) fulfill
periodicity requirements in y across \partial Y .

6. Numerical experiments for the upscaled model. To illustrate the be-
havior of the phase field model and its dependence on the diffuse interface width
and on the upscaling parameter, we consider two examples. First, we will solve the
cell problems for various choices of \lambda and compare our solution to the corresponding
sharp-interface solution, showing how the effective ion diffusivity and the flow perme-
ability depend on the width of the diffuse interface. Second, to illustrate the behavior
of the full system of equations, while at the same time addressing the effect of the
upscaling, we consider a thin strip. The thin strip allows for an upscaled model where
the effective quantities are known explicitly, allowing us to easily address the influ-
ence of \varepsilon . Note that in all examples, we solve using the corresponding nondimensional
model and that all specified parameters are also nondimensional.

6.1. Solutions to cell problems. For sharp-interface models, cell problems for
flow and diffusion for moving-boundary problems using a level-set formulation have
been derived in [11, 47]. Note that in both formulations, the local reaction rate is uni-
form inside each pore as the local ion concentration is constant (cf. subsection 5.3.4).
Hence, if the minerals are initially shaped as circles (or cylinders), the mineral layer
will evolve in a radially symmetric manner, and the mineral remains a circle (or cylin-
der); see [47]. Hence, the level-set formulation can be rewritten into an equation for
the radius R(t,x) of the solid (grain and mineral), where the cell problems depend on
R(t,x) [13, 47]. In the radially symmetric case, the effective ion diffusivity and the
permeability will be scalar quantities.

We adopt a similar approach here by solving the cell problems (5.8) and (5.10) to
determine the effective permeability and ion diffusivity by assuming that the phase
field has a smooth transition (of O(\lambda )) at some distance R from the center of the cell.
We do not attempt to determine permeability and diffusivity curves as functions of
R as in [13, 47] (see, e.g., Figure 3 in [47]), but instead we choose some values of R
and investigate the behavior as we let the diffuse interface width \lambda vary.

The cell problems (5.8) and (5.10) are discretized using a control volume method
on a staggered cartesian grid as in section 4, where the cell problem unknowns \omega j

D
ow

nl
oa

de
d 

03
/0

9/
21

 to
 1

31
.1

55
.9

2.
84

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.s
ia

m
.o

rg
/p

ag
e/

te
rm

s



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1101

and \Pi j are defined in the centers of the control volumes, and the vectors wj are at
the edges. The grid is uniform and quadratical with 800 grid cells in each direction,
so that we have at least eight grid cells through the diffuse transition zone for the
smallest \lambda . Note that the size of the nonreactive part G does not affect the resulting
values of the effective variables as long G is well within the mineral phase. For all cell
problems, we use a regularization of \delta = 10 - 8.

Remark 6.1. Specifying a phase field corresponding to a circular mineral with
radius R is not straightforward as no analytical expression exists. An approximate
phase field can be found by assuming radial symmetry and considering the reaction-
free version of (5.4) in polar coordinates. That is, we seek \phi (t, r) solving

(6.1) \lambda 2\partial t\phi + \gamma P \prime (\phi ) = \gamma \lambda 2 1

r
\partial r(r\partial r\phi ).

Because of the nonconservative property of the Allen--Cahn equation, a radially sym-
metric phase field drop will always shrink towards the center due to curvature effects.
Using this, we consider the initial condition

(6.2) \phi (t = 0, r) =
1

1 + exp( - 4(r  - R0)/\lambda )
,

where R0 is larger than the radius R, which is the mineral radius for which we seek
a phase field. Following from the curvature-driven movement, the mineral will shrink
according to the radial Allen--Cahn equation (6.1). The simulation is stopped when
the radius of the transition region reaches R, that is, when \phi = 0.5 at r = R.
Hence, this resulting phase field is used when solving the cell problems. As boundary
conditions, we apply \phi = 0 at r = 0 and \phi = 1 at r = 1. It could be tempting to
directly specify (6.2) with R0 = R as the phase field, but this would not fulfill the
steady-state version of (6.1). Although (6.2) has a structure similar to (3.7), which is
the solution of the one-dimensional steady-state version of the Allen--Cahn equation,
this finding cannot be extended to the radially symmetric case due to the structure of
the Laplace operator in polar coordinates. This also means that the initial condition
(6.2) is only an approximate initial condition.

6.1.1. Permeability. For the cell problem (5.8) providing the permeability, we
consider mineral radii of R = 0.2, 0.3, 0.4. The corresponding permeability values for
these mineral radii are \scrK = 3.3\times 10 - 2, 1.1\times 10 - 2, 1.8\times 10 - 3, respectively [13]. The
applied values of \lambda in (6.2) will be \lambda = 0.05, 0.04, 0.03, 0.02, 0.01, 0.0075, 0.005. In
Figure 6, the phase field permeability values are compared to the permeability values
resulting from the corresponding sharp-interface models. It becomes clear that the
phase field permeability values are approaching those for the sharp-interface models as
the values of \lambda are decreasing. However, the relative errors are large and for \lambda = 0.01
are equal to 5\%, 7\%, and 15\% for R = 0.2, 0.3, 0.4, respectively. These deviations
can be explained by the fact that flow takes place in the diffuse transition zone, which
enhances the flow through the entire cell and hence overestimates the permeability.
This effect is diminished when the parameter K in the phase field cell problem (5.8)
is increased, but larger values of K could also lead to an underestimation of the
permeability if \lambda is large. For the results in Figure 6, K = 25 was used. Hence,
finding a good choice for the interpolation function g(\phi , \lambda ) in (2.5c) is essential in the
numerical implementation.
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0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
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0.034
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0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
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Fig. 6. Permeability values for R = 0.2 (top), R = 0.3 (middle), and R = 0.4 (bottom) for
various values of \lambda . The sharp-interface values are plotted at \lambda = 0.

6.1.2. Effective ion diffusivity. For the effective diffusivity cell problem (5.10),
we consider the same values for R and \lambda . The effective diffusivities for the sharp-
interface model are, for these three values of R, \scrA = 0.78, 0.56, 0.32, respectively.
These values have been found by solving the corresponding sharp-interface cell prob-
lems for the diffusion tensor, whose formulation can be found, e.g., in [47], using the
PDE toolbox in MATLAB on recursively finer grids until four digits of accuracy are
obtained. The phase field effective diffusion values are compared to the correspond-
ing sharp-interface effective diffusion values in Figure 7. Although the phase field
values seemingly converge towards a slightly different value than the value provided
by the sharp-interface model, it is worth noting that the relative errors are rather
small (< 0.3\% in all cases), and hence the effective diffusion tensors are well approxi-
mated even for large values of \lambda . Note that when defining the transition zone as being
where \phi = 0.5 leads to a slightly overestimated size of the grain as the transition zone
spreads out radially, which can explain why the diffusion values approaches a value
that is slightly too low. For example, for R = 0.3 the relative difference between the
true porosity and that found through Remark 6.1 using \lambda = 0.01 is 0.03\%. Other
potential sources of error would be the difference in numerical solvers between the
diffuse and sharp-interface discretizations.

6.2. Flow through a thin strip. A simple but instructive test case is when the
general model (5.1) is formulated in a two-dimensional thin strip, mimicking the flow
through a long pore. In this case, the scale separation is defined through the ratio
\varepsilon = \ell /L between the width \ell and the length L of the strip. In the nondimensional
case, the domain of the thin strip is (x, y) \in (0, 1)2 due to different scaling of the
transversal coordinate y. Note that y now plays the role of the transversal variable,
rather than a local one, but is still scaled as y = \varepsilon  - 1x and represents the direction
where rapid changes are occurring.

The model equations for the original two-dimensional strip are (5.1). The re-
sulting effective model for the thin strip is one-dimensional and is found through
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Fig. 7. Effective diffusion values for R = 0.2 (top), R = 0.3 (middle), and R = 0.4 (bottom)
for various values of \lambda . The sharp-interface values are plotted at \lambda = 0.

asymptotic expansions and transversal averaging of the model equations. Sharp inter-
face formulations for models in a thin strip and that consider reactive transport leading
to changes in the pore geometry have been formulated and upscaled in [10, 12, 28, 48].

When transversally averaging the model equations, we use a slight reformulation
for the phase field equation. Assuming that the mineral is only present as a layer on
the upper and lower walls of the strip, and using symmetry across the middle of the
strip, we approximate the phase field for the lower half of the strip by

(6.3) \phi (t, x, y) =
1

1 + e - 4(y - d)/\lambda 
,

where d(t, x) is the mineral layer width. This form of the phase field is similar to that
used in the matched asymptotic expansions (3.7); however, it remains an approxima-
tion because zero Neumann conditions at the bottom wall y = 0 and symmetry at
y = 1/2 are not fulfilled. With the unknowns d(t, x), \phi (t, x), u0(t, x), and \phi qx0 (t, x),
the upscaled equations obtained by transversal averaging are

\partial td = f(u0),(6.4a)

\phi = 1 +
\lambda 

2
log

\bigl( 
1 + e - 4(0.5 - d)/\lambda 

\bigr) 
 - \lambda 

2
log

\bigl( 
1 + e4d/\lambda 

\bigr) 
,(6.4b)

\phi qx0 = 1,(6.4c)

\partial t(\phi (u0  - u\ast )) =  - \partial x(\phi qx0 (u0  - u\ast )) +D\partial x(\phi \partial x(u0  - u\ast ))(6.4d)

for x \in (0, 1) and t > 0. The derivation of these equations can be found in Appen-
dix A. Note the absence of a momentum conservation equation; hence the pressure
is not obtained here. Further, we assume that clogging of the pore due to mineral
precipitation does not occur, which means that no degeneracy occurs. This allows
taking \delta = 0, but performing the upscaling for \delta > 0 is straightforward.

The original equations (5.1) are formulated on the scaled strip (x, y) \in [0, 1]2 but
using symmetry at y = 0.5. Therefore, only half of the strip needs to be considered.
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For both the original system (5.1) and the transversally averaged system (6.4), we
design an example including dissolution. We let u0(t = 0) = u\varepsilon (t = 0) = 0.5 in the
entire domain initially and inject an ion concentration of u0 = u\varepsilon = 0.25 at x = 0.
At the outlet x = 1 we assume zero Neumann condition for the ion concentration.
The reaction rate is chosen to be f(u) = u2/0.52 - 1, corresponding to an equilibrium
concentration of ueq = 0.5. Hence, net dissolution will occur when injecting a lower
ion concentration. Initially, the strip is assumed to be halfway filled with a mineral
layer at the top and the bottom, that is, d(t = 0) = 0.25. The phase field in the
original equations is initialized with (6.3) using d = 0.25. Also, we apply a zero
Neumann condition for the phase field at both the inlet and the outlet. The original
model (5.1) is initiated with constant pressure and zero velocity. In the upscaled
system (6.4), the inlet condition \phi qx0 = 1 also gives the flow through the strip. For
the original equations (5.1), the inlet condition for the horizontal component of the
flow rate q\varepsilon , q\varepsilon ,x, is formulated using a time-dependent parabolic profile such that
q\varepsilon x = 0 at y = d(t, 0), \partial yq

\varepsilon ,x = 0 at the symmetry line y = 0.5, and \phi \varepsilon q\varepsilon ,x = 1 is
fulfilled. The outlet condition for pressure is a zero Neumann condition.

The following (nondimensional) constants have been used in the simulations:

D = 1, u\ast = 1, \gamma = 0.0075, K = 25, \rho f = 1, \mu f = 1.

The value of \gamma is chosen small to ensure low surface curvature effects, while the value
of K is chosen large to avoid too much flow in the diffuse transition zone. Also
note that the mineral concentration is chosen artificially low so that large changes
in the mineral width occur [48]. We let \delta = 10 - 6 in the original model (5.1) for all
simulations.

Similarly as in subsection 6.1 and section 4, both the original equations (5.1) and
the averaged system (6.4) are discretized using a control volume method on a staggered
cartesian grid where ion concentration, pressure, and phase field are defined in the
centers of the control volumes, and the velocities are defined in the centers of the
edges. For the original equations, rectangular grids are used, where the resolution in
the transversal direction is fine enough to resolve the diffuse transition zone properly.

6.2.1. Comparison to sharp-interface formulation. For the upscaled sys-
tem of equations (6.4), we can compare the obtained solution to similar upscaled
models based on a sharp-interface formulation, such as those found in [10, 48]. Dis-
cretizing the sharp-interface model with the same method, and choosing the same
initial and boundary conditions, we can investigate the effect of the diffuse interface
\lambda on the model variables.

The are some minor differences in ion concentration u0 and, accordingly, in the
value of mineral width d as the reaction rate depends on u0. Figure 8 shows the ion
concentrations in the sharp-interface model and in the phase field model for various
values of \lambda at t = 0.5. For smaller values of \lambda , the ion concentration approaches
the values found through the sharp-interface model. The differences in values for the
mineral width are small (the largest absolute difference for \lambda = 0.05 is 0.003).

6.2.2. Comparison to original two-dimensional formulation. We can also
check the quality of the upscaling procedure, namely whether the transversal av-
erages of the output from the original equations (5.1) approach the model output
found by the upscaled model (6.4) as \varepsilon approaches zero. For this comparison we
fix a value of \lambda and let \varepsilon vary. For simplicity we consider \lambda = 0.05, 0.01, and
\varepsilon = 0.1, 0.05, 0.025, 0.01, 0.005, where \varepsilon = 0.005 corresponds to a strip that is 200
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Fig. 8. Ion concentration inside thin strip at t = 0.5. Right figure shows zoomed-in view near
the middle of the strip, where the largest differences between the model runs are found.

times longer than its width. A typical snapshot from a simulation, with \lambda = 0.05
and \varepsilon = 0.1, is shown in Figure 9. Even for such a ``large"" value of \varepsilon , the deriva-
tives with respect to y of, e.g., ion concentration, is practically zero. The flow field
is found through solving Navier--Stokes equations, and the along-strip component
shows a parabola-like profile as expected for this regime. Some flow inside the diffuse
interface can be seen.
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0.35

0.4

0.45

0.5

Fig. 9. Phase field (left) and ion concentration (right) in a thin strip at t = 0.5. Note that
the y-axis is scaled to fit between 0 and 0.5 but should be between 0 and 0.5\varepsilon . Velocity field is given
as vector overlay and is mainly along the strip. The transversal component of the velocity field has
been scaled with 1/\varepsilon . For this simulation, \varepsilon = 0.1 and \lambda = 0.05. The domain was discretized with
50 control volumes in the x-direction and 150 control volumes in the y-direction.

By vertically averaging the results from the original equations (5.1) and compar-
ing them to the results from the already upscaled model (6.4), we find in general good
correspondence. There is little variability in the transversal direction for ion concen-
tration already for relatively large values of \varepsilon , as illustrated in Figure 9 for \varepsilon = 0.1.
Hence, the averaged ion concentration does not deviate much when decreasing \varepsilon .
However, some differences are found in the dissolution of the mineral between the
two-dimensional model (5.1) and the upscaled model (6.4). These differences do not
change with smaller \varepsilon . The upscaled system of equations uses directly \partial td = f(u)/u\ast ,
which is equivalent to the reaction rate found in a sharp-interface model, while the
original phase field equation still experiences an effect from the interface width \lambda in
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Fig. 10. Width of mineral layer d(t, x) inside (the lower half of) the thin strip at t = 0.5 for
\lambda = 0.05 (left) and \lambda = 0.01 (right). Note that the colored lines, corresponding to averaged results
from the original equations (5.1), are (almost) on top of each other. The mineral width is found
through the phase field by (0.5 - 0.5\phi 

\varepsilon 
). (See online version for color.)
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Fig. 11. Transversally averaged ion concentration inside a thin strip at t = 0.5 for \lambda = 0.05
(left) and \lambda = 0.01 (right). Note that the colored lines, corresponding to averaged results from the
original equations (5.1), are (almost) on top of each other. (See online version for color.)

the reaction rate. Also, the upscaled model uses an approximated phase field which
does not fulfill the boundary conditions at the top and bottom boundaries. However,
as seen from Figures 10 and 11, the differences in d and u are very small already for
\lambda = 0.05.

7. Conclusions. We have derived a phase field model for reactive transport
with mineral precipitation and dissolution. Compared to other modeling approaches
involving free boundaries moving due to precipitation and dissolution, the phase field
model has the advantage of being formulated in a fixed domain. The free boundary
is then replaced by a diffuse interface region.

The model proposed here extends the one in [38] by incorporating fluid flow. The
extension provides mass and momentum conservation by modifying the Navier--Stokes
equations, where the phase field variable is incorporated. The momentum conserva-
tion equation is further modified by adding a source term to ensure no flow in the
pure mineral phase. Using matched asymptotic expansions, we have shown that the
phase field model reduces to the expected sharp-interface model when the width of
the diffuse interface approaches zero. Hence, the phase field model captures fluid

D
ow

nl
oa

de
d 

03
/0

9/
21

 to
 1

31
.1

55
.9

2.
84

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.s
ia

m
.o

rg
/p

ag
e/

te
rm

s



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

PHASE FIELD MODELING OF PRECIPITATION/DISSOLUTION 1107

flow and solute transport in the fluid phase and, as anticipated, no-slip and Rankine--
Hugoniot jump conditions at the evolving fluid-mineral interface. The behavior of
the phase field model has been illustrated by considering two numerical experiments
where a mineral dissolves when located in flow fields of various strengths. Compar-
ing to a benchmark [33], we find the phase field model to behave qualitatively and
quantitatively as expected, although with a slight overestimation of the dissolution
rate.

When considering a porous medium, the model proposed here can be seen as a
pore scale model. By considering the medium as periodically perforated, an upscaled
counterpart of the phase field model is obtained by means of homogenization tech-
niques. The resulting effective equations are valid at the Darcy scale. We obtain the
cell problems that provide the effective ion diffusion as in [38]. Here we also obtain cell
problems for obtaining the effective permeability and porosity. In particular, since the
porosity in a cell is the average of the phase field over that cell, the model also pro-
vides an equation describing the evolution of the porosity in time, depending on the
macroscale location. Numerical experiments show the behavior of the cell problems
with respect to the width of the diffuse interface, where the diffusive cell problems
provide accurate results for relatively large values of the width of the diffuse interface,
while the permeability is prone to being overestimated.

The use of a phase field model instead of a sharp-interface formulation avoids
some potential numerical pitfalls, as there is no need to, e.g., solve the level-set equa-
tion. Using a diffuse interface as a replacement for a sharp-interface simplifies the
development of numerical simulation tools but also introduces a relaxation which can
lead to inaccurate numerical results. As seen from the numerical experiments, the
mineral dissolved a bit faster than expected due to the nonconservative property of
the Allen--Cahn equation, and the permeability could easily be overestimated or un-
derestimated due to artificial flow in the diffuse transition zone. Hence, using small
values for the interface diffusivity and of diffuse interface width are important for
obtaining a good representation of the flow at the pore scale or in the cell problems,
which in turn puts constraints on how fine the grid has to be near the diffuse interface.

Appendix A. Thin strip model. Here we derive the averaged thin strip
model using a phase field formulation, as given in (6.4). The starting point is the
original phase field model for a porous medium (5.1), but formulated in a thin strip
having width \ell and length L, such that \varepsilon = \ell /L defines the scale separation. Hence,
in the nondimensional setting, the strip has width and length 1 but where derivatives
in the y-direction (across the strip) are scaled with 1/\varepsilon . Hence, for a dummy variable
v(x, y) one gets

\nabla v(x, y) = \partial xvi+
1

\varepsilon 
\partial yvj,

where i and j are unit vectors in the along-strip and transversal direction. Due to
symmetry we consider only the lower half of the strip. As explained earlier, the phase
field approaching value 1 in the fluid part and 0 in the mineral part is given by

(A.1) \phi (t, x, y) =
1

1 + e - 4(y - d)/\lambda 
,

where y = d(t, x) defines the transition between fluid and mineral where \phi = 0.5.
This formulation uses d(t, x) as an unknown as in sharp-interface models but still
incorporates a phase field variable that affects the model formulation. However, as \phi 
in (A.1) does not fulfill the zero Neumann and symmetry boundary conditions, we are
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making a small error by using this phase field. Here we derive the upscaled (transver-
sally averaged) model for the current formulation. As there will be no problems with
degeneracy in the equations for the resulting thin strip model, we let \delta = 0. It is,
of course, possible to do the transversal averaging also with \delta > 0, and would only
require the phase field \phi being replaced with \phi + \delta in the ion and mass conservation
equations.

A.1. Equation for \bfitd (\bfitt , \bfitx ). The equation for d(t, x) is obtained by inserting
(A.1) into the phase field equation (5.1a) and collecting the lowest order terms in \varepsilon ,
O(\varepsilon 0). This gives

\lambda 2\partial t\phi 0 + \gamma P \prime (\phi 0) = \gamma \lambda 2\partial 2
y\phi 0  - 4\lambda \phi 0(1 - \phi 0)

1

u\ast f(u0).

Inserting (A.1) for \phi , using the equalities

\partial t\phi =  - 4

\lambda 
\phi (1 - \phi )\partial td,

\partial 2
y\phi =

42

\lambda 2
\phi (1 - \phi )(1 - 2\phi ),

and cancelling equal terms and common factors results in

(A.2) \partial td =
1

u\ast f(u).

Hence, the phase field \phi (t, x, y) is given by (A.1), where the mineral width d(t, x)
follows from (A.2).

Note that the resulting equation for d(t, x) is the same model equation as used
in the sharp-interface thin strip formulations of [10, 48]. However, the phase field
\phi (t, x, y) will still appear in the upscaled solute transport and flow equations. This
allows us to illustrate the behavior of the phase field model with respect to \lambda and \varepsilon 
in a simple setting.

A.2. Equation for the averaged phase field. The transversally averaged
phase field will be needed in the upscaled thin strip model. In view of the symmetry,
the transversal average of (A.1) is

\phi = 2

\int 1/2

0

1

1 + e - 4(y - d)/\lambda 
dy = 1 +

\lambda 

2
log

\bigl( 
1 + e - 

4
\lambda (0.5 - d)

\bigr) 
 - \lambda 

2
log

\bigl( 
1 + e

4
\lambda d

\bigr) 
.

A.3. Equation for mass conservation. The lowest order term arising from
the mass conservation equation (5.1b) yields

\partial y(\phi q
y
0 ) = 0,

which, together with the boundary condition (5.1g), gives that the lowest order trans-
versal velocity component qy0 is independent of y. The next order provides

\partial x(\phi q
x
0 ) + \partial y(\phi q

y
1 ) = 0,

where qx0 is the lowest order along-strip velocity component, and qy1 is the first-order
transversal velocity component. This equation is integrated in y from 0 to 1/2, which,
together with boundary condition (5.1g) at y = 0 and symmetry at y = 1/2, gives

\partial x(\phi qx0 ) = 0.
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A.4. Equation for average flow rate. Inserting asymptotic expansions into
(5.1c), from the lowest order term, one gets

\phi \partial yp0 = 0,

implying that p0 = p0(t, x) is independent of y. The horizontal (along the strip)
component of the O(1) terms provides

0 =  - \phi \partial xp0 + \mu f\phi \partial 
2
y(\phi q

x
0 ) - 

K

\lambda 

(1 - \phi )n

\phi + n
qx0 .

We let v = \phi qx0 represent the unknown and insert the expression for \phi , (A.1), when
necessary. Then,

(A.3) \mu fv
\prime \prime  - K

\lambda 

ne - 4(y - d)/\lambda (1 + e - 4(y - d)/\lambda )2

1 + n(1 + e - 4(y - d)/\lambda )
v = \partial xp0,

where \prime indicates derivative with respect to y. The variables t and x appearing in d
and p are considered parameters. Hence, we have an inhomogeneous, second-order,
linear ODE with nonconstant coefficients. Finding simple analytical expressions for
the solution of v is not straightforward. Instead, the boundary condition \phi qx0 = 1 can
be used to resolve the flow through the strip together with mass conservation. This
means that we will not be able to solve the pressure inside the thin strip.

A.5. Equation for ion concentration. Inserting (A.1) for \phi and asymptotic
expansion for u\varepsilon into (5.1d) and equating the lowest order terms yields

\partial y(\phi \partial yu0) = 0.

Together with the lowest order boundary condition \phi \partial yu0 = 0 at y = 0, 1 and the
fact that \phi > 0, it follows that

u0 = u0(t, x).

Hence, u0 is independent of the transversal variable y. Integrating (5.1d) in y from
0 to 1/2, and applying boundary conditions (5.1f) and (5.1g) on the lower boundary
and symmetry conditions on y = 1/2, results in\int 1/2

0

\partial t(\phi (u
\varepsilon  - u\ast ))dy +

\int 1/2

0

\partial x(\phi q
\varepsilon ,x(u\varepsilon  - u\ast ))dy = D

\int 1/2

0

\partial x(\phi \partial x(u
\varepsilon  - u\ast ))dy,

where q\varepsilon ,x is the along-strip component of the q\varepsilon . Using the asymptotic expansions
and the fact that u0 is independent of y leads to

\partial t(\phi (u0  - u\ast )) + \partial x(\phi qx0 (u0  - u\ast )) = D\partial x(\phi \partial x(u0  - u\ast )).
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