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Scientific environment

This study was carried out at the Geophysical Institute at the University of Bergen,
where I have been part of the Physical Oceanography group. Additionally, I have been
affiliated with the Polar research group at the Bjerknes Center for Climate Research. A
portion of the work presented in this thesis was conceptualized during the FAMOS (Fo-
rum for Arctic Modeling and Observational Synthesis) meetings, where I established
fruitful collaborations. I have also been part of other useful scientific networks such as
ASOF, and the N-ICE2015 consortium, from which I have gained a lot of knowledge
and inspiration. A six-month-long research stay at Scripps Institution of Oceanogra-
phy in San Diego was kindly hosted by Prof. Fiamma Straneo and incredibly valuable
to the presented research. This would not have been possible without the support from
the ACER and TRACEICE projects. I was honored to participate in the 2019 Emerging
Leaders program during the Arctic Frontiers conference in Tromsg, and have also been
enrolled in the Research School on Changing Climates in the Coupled Earth System
(CHESS), which provided many relevant and interesting short courses and meetings
that I participated in. Some exceptionally valuable experiences during my Ph.D. edu-
cation are the Geophysical Fluid Dynamics (GFD) summer school on “’ice-ocean inter-
action” in Woods Hole in 2017, the Arctic Field course in Qeqertarsuaq in 2017, the
Advanced Climate Dynamics Course (ACDC) summer school on “the Anthropocene”
in Yosemite in 2019, and the Trans-Arctic Change: Extending Interdisciplinary Col-
laborations on the Environment (TRACEICE) summer school in Fairbanks in 2018.
Throughout my Ph.D. period, I have had a continuous strong collaboration with scien-
tists at the Norwegian Polar Institute in Tromsg, through which I have participated in
multiple research cruises in the Arctic region. This collaboration resulted in my largest
fieldwork endeavor so far, as I participated as a member of Team Ocean during leg 4 of
the MOSAIiC (Multidisciplinary drifting Observatory for the Study of Arctic Climate)
expedition from the beginning of May to the end of August 2020. Finally, it has been
an honor to lead the Bergen Geophysical Society and serve as president for Geopsupen
from 2017 to 2019.

@EHESS

Research school on changing climates in the coupled earth system




Scientific environment

“Today we are faced with a challenge that calls for
a shift in our thinking, so that humanity stops
threatening its life-support system. We are called to
assist the Earth to heal her wounds and in the
process heal our own - indeed to embrace the whole
of creation in all its diversity, beauty and wonder.
Recognizing that sustainable development,
democracy and peace are indivisible is an idea
whose time has come”

Wangari Maathai
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Abstract

The Arctic Ocean plays a fundamental role in regulating Earth’s climate, and a chang-
ing Arctic will affect climate, weather, and life everywhere on the planet. Understand-
ing the fundamental dynamics and mechanisms driving natural variability, and the ef-
fects of anthropogenic warming in the Arctic climate system is imperative to improve
future climate predictions. Warm and saline Atlantic Water (AW) entering the region
across the Greenland-Scotland Ridge is the primary heat source to the Arctic Ocean and
plays an essential role in modulating the Arctic climate system. However, our knowl-
edge is still insufficient to make skillful projections of future Arctic climate change
with uncertainty levels similar to other regions. This thesis improves our understand-
ing of the role of AW in the Arctic Ocean, focusing primarily on: its variations in the
twentieth and twenty-first centuries; the underlying mechanisms governing this vari-
ability; and its proliferating regional impacts on sea ice, marine-terminating glaciers,
and stratification.

First, we investigate the twentieth-century variability of AW heat transport through
the gates of the Arctic Ocean. The analysis is based on a simulation from the global
ocean-ice Norwegian Earth System Model (NorESM) supported by an extensive set
of hydrographic observations dating back to 1900. We quantify prominent variability
in both AW temperature and volume transport on near-decadal time scales, as well as
significant positive trends in the most recent decades. Variations in volume transport
were found to be linked to the wind forcing in the Nordic Seas and Subtropical North
Atlantic, as manifested through the North Atlantic Oscillation, although the correlation
is not constant over time and breaks down entirely in specific periods, such as the
Early Twentieth Century Warming period. Variations in temperature are a combination
of advected signals originating upstream and variations in atmospheric cooling over
the Nordic Seas, which effectively dampen the AW heat anomalies along their path
northward.

Secondly, we provide a further in-depth investigation of the relationship between the
AW flow and wind forcing. Here, we analyze results from a coordinated wind perturba-
tion experiment in a suite of nine different Arctic Ocean models, and calculate “Climate
Response Functions” (CRFs) to isolate the effects of wind anomalies on AW circula-
tion, sea ice, and hydrography. The CRFs show that anomalously strong/weak wind
forcing over the Greenland Sea results in an intensification/weakening of the poleward
AW flow and a reduction/increase in the Arctic sea ice cover. Despite biases in hy-
drography, all models respond in a similar manner to the anomalous winds and show a
near-linear relationship between AW volume and heat transport, surface heat loss, and
sea ice extent in the Barents Sea. Historical reconstructions show that the largescale
wind forcing alone can explain 50% of the AW flow variance, indicating potential for
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predictability.

Third, we focus on the export of meltwater from Upernavik Fjord in northwest
Greenland as the combined result of melting caused by AW and the release of sub-
glacial discharge at the fronts of marine-terminating glaciers. Using hydrographic ob-
servations collected between 2013 and 2019 we provide the first description of the
hydrographic structure in Upernavik Fjord, explain the complex water mass transfor-
mation occurring in the fjord, and quantify the composition of the water mass exported
from the fjord. We show that meltwater is heavily diluted and exported as “Glacially
Modified Water” (GMW), which in summer is composed of 57.8 £8.1% AW, 41.0
48.3% Polar Water, 1.0 -0.1% subglacial discharge, and 0.2 +0.2% submarine melt-
water. Consistent with its composition, we show a close relationship between water
mass properties on the continental shelf (AW and Polar Water) and the exported GMW
properties, and estimate an exchange across the fjord mouth of 50 mSv. This study pro-
vides a first order parameterization for the exchange at the mouth of glacial fjords for
large-scale ocean models.

Finally, we investigate changes in central Arctic Ocean stratification in the twentieth
and twenty-first centuries. Observations show that from 1970 to 2017, the stratification
in the Amerasian Basin has strengthened, whereas the stratification has weakened in
parts of the Eurasian Basin. These contrasting results are due to competing effects of
increasing AW influence (“Atlantification) and local freshening. Simulations from the
Community Earth System Model Large Ensemble and a suite of nine CMIP6 models
project that under a strong greenhouse-gas forcing scenario (RCP8.5/SSP585), the up-
per layers in the Amerasian Basin will become even more stratified in the future. In the
Eurasian Basin, models show diverging results, with approximately half of the mod-
els projecting a strengthened stratification in the future and the other half projecting
a weakened stratification. These differences are mainly a result of different balances
between local processes and advected signals.

Combined, the four papers highlight the diverse yet significant role of AW in the
Arctic environment and advance our knowledge of the broad-scale mechanisms gov-
erning AW variability and the impacts of AW on different components of the climate
system. Our results provide a spatially and temporally inclusive progressed understand-
ing of natural and anthropogenic climate change in the Arctic and ultimately contribute
to improved projections of future Arctic climate change.
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The first temperature observations taken in the central Arctic Ocean during Fridtjof
Nansen’s Fram expedition 1893-1893. Foto: Norwegian National Library/Norwegian
Polar Institute.



Outline

This thesis consists of an introductory part and four scientific papers. Chapter 1 consist
of a short preamble and Chapter 2 gives an overview of the scientific background for
the results presented. The objectives, data and methods are described in Chapter 3 and
a brief summary of the papers is given in chapter 4. I share some future perspectives
and concluding remarks in chapter 5. The scientific papers listed below are presented
in Chapter 6.
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Chapter 1

Preamble: personal reflections

“Scientists today are privileged to be able to indulge
their passions for science and simultaneously to
provide something useful to society. With these
privileges comes serious responsibility.”

Jane Lubchenko

The output of a Doctorate in Philosophiae far exceeds a collection of scientific pub-
lications. Indeed this final submitted work is a compilation of the most significant
scientific results I have worked on over the past four years set in a broader scientific
context; however, the untyped, non-peer-reviewed, and personal work has been imper-
ative. Over the course of my Ph.D. education I have been fixated on the “so what?”
of academia, constantly cogitating on how this work contributes to society. As re-
searchers, we are mainly evaluated on our scientific output, and there are unfortunately
limited arenas to present outreach projects or other relevant research skills. There are
also limited opportunities to properly present and discuss the shared challenges that
arise at various stages of a scientific career. For example, some fundamental queries
that have arisen during my Ph.D. education are: 1) How can we make our science more
beneficial for the local communities?, 2) How can we ensure that the science we do is
done most sustainably?, and 3) How can we address inequality in our scientific commu-
nity? For me, these larger matters relevant to my Ph.D. education are equally important
to the scientific outcomes. I have therefore chosen to dedicate a section of this thesis to
pen some personal reflections on the often curtailed topics.

Although science for the sake of science is essential to make discoveries, a discon-
nect between natural sciences and society does a disservice to both. In 1998, environ-
mental scientist Jane Lubchenko proposed a new social contract for natural scientists:
“a commitment on the part of all scientists to devote their energies and talents to the
most pressing problems of the day, in proportion to their importance, in exchange for
public funding” (Lubchenco, 1998). Many natural scientists are turning their attention
to problem-focused work for the benefit of society as is evident through the increase
in trans-disciplinary science, for example. I believe that Lubchenco’s ideas on science
for society will continue to become more critical in the future as the cascading im-
pacts of the Climate Crisis increasingly stress society. The primary output of my study
of the Arctic climate system is enhanced understanding, hopefully contributing to im-
proved climate projections. This is still mainly science for science sake, and I cannot
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forget that the underlying problem of the ongoing change in the Arctic is already well
established, and needs urgent political action rather than more research. I have there-
fore committed significant effort to connect this content beyond the peer-community.
I will return to the motivation and objectives of my studies in Chapter 3. From my
perspective, being a scientist is about producing high-quality scientific work as well as
becoming an educator and a representative of the scientific community. I am notably
interested in scientific outreach and strongly believe that it is one of my societal duties
as a publicly funded scientists to communicate scientific content and enhance scientific
literacy for a broader audience. One may argue that not all scientists have to do out-
reach, or that outreach should be left to communication professionals, but I challenge
this dislocation of responsibility. It seems that science has entered a new era of public
distrust in which the scientific process itself is open to public controversy, and provable
facts are no longer considered objective, and as such I see outreach as paramount to a
responsible research career. Especially in times of “fake news” and “alternative truth”,
the way science is presented and used further down the pipeline is of growing impor-
tance and scientists are best situated to moderate the dissemination and reverberation
of their work. The increasing demand for good dissemination by funding agencies is
further indicative of the importance of science communication.

1.1 SMART Outreach

“People should treat the oceans like we do anything
else that we care about it — with consideration —
with care and affection. That’s it. For that we must
educate.”

Walter Munk

In lieu of university teaching, 25 % of my contract has been dedicated to an out-
reach project focused on high school students called “Ekte data (more information be-
low). In addition to this primary project I have collaborated with many great colleagues
on multiple exciting outreach projects focused on educating younger and older gener-
ations alike. Through these collaborations I have, for example, given talks at schools
and public venues, made videos as part of the project ”Veartinnen og Havmesteren”,
had my work featured in the US documentary series “True North” and a US plane-
tarium documentary, and co-hosted a multiple-episode climate TV show for children,
“Klimavenn”. For many researchers, outreach is something that must be written into
proposals or carried out to meet requirements, but training to develop communication
skills in not often (if ever) paired with this requirement. As an example, Ph.D. candi-
dates must preform a trial lecture on a given topic between submission and defense in
which we are expected to be skilled scientific presenters but formal pedagogical train-
ing is not part of the Ph.D. curriculum.

Over the course of my outreach activities I have paid keen attention to what defines
engaging, efficient, and impactful outreach in hopes of being able to use my experience
and enthusiasm to assist other researchers with their public communication. I, there-
fore, propose a simple guideline to assist scientists when designing outreach projects;
called SMART outreach.
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* Strategic: think about how your outreach can have a large footprint or include as
many people as possible from your target audience. Many “products” are limited
on how many people they reach — can any of these obstacles be lowered?

* Meaningful: how can you relate your science to a specific target group? What
values, experiences, comparisons, and approaches bring your content to the hearts
of your audience?

» Accessible: easy to use. Create a product that is not too much dependent on your
time.

* Reusable: outreach tools should be developed in such a way so that they can
persist beyond your involvement, be used multiple times, are easily used by new
users, and are integrated with exciting educational plans, curriculum, and courses.
Not just a “one-time bridge” between scientists and the general public.

 Treat: Outreach should be fun, both for you and your target group!

High quality scientific outreach should achieve two main goals: (1) spread knowl-
edge and understanding about the topic at hand, be it glaciers or bumblebees, and (2)
develop or improve skills of scientific literacy, critical thought, and analytical under-
standing of real-world problems. By coupling these two goals when using the SMART
outreach approach, the impact of the outreach is maximized. For though scientists tend
to believe that knowledge transfer to the general public (or target audience) on their
topic is the primary goal of outreach, I would argue that the skill transfer and improved
scientific literacy is the outcome that has the more significant impact on society (or the
target audience). These two goals have been foundational in the development of the
“Ekte data” project, which I have been working on for the past four years. The project
aims to (1) educate high school students about oceanography, meteorology, and climate
observations, and (2) help them transfer their school-acquired skill sets to real-world
problems such that they can interpret and understand uncertainty in “big data”.

“Ekte data” — or “Real Data in English” — is a digital platform providing real-
life scientific data for teaching mathematics and science at secondary high schools in
Norway since 2015. In general, we see a gap between students’ theoretical knowl-
edge and applying their “mathematical toolbox” to real-world problems. This project
aims to partly bridge the gap between theory and practical application while simulta-
neously giving students insight into the interpretation and uncertainty of “big data”.
The developed exercises use real-life oceanographic, meteorological, and climate ob-
servations to engage students by adapting learning outcomes integral to the curriculum
(e.g., statistics, regression, modeling, thermodynamics) to relevant, real-world prob-
lems. We have built accessible exercises structurally and methodologically similar
to those found in a textbook that allows students to engage with real-life data sets
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rather than hypothetical problems or printed tables with static content. The web portal
(https://ektedata.uib.no/) provides access to over 80 exercises on various topics,
such as ocean circulation, acidification, arctic sea ice, wind energy, local weather, fish
stocks, and climate change. The exercises are customized to the curriculum at different
levels with data from both local and global observations. Integration of local data has
been very successful and currently includes an extensive collection of weather stations
placed on school rooftops and an advanced oceanographic buoy (“Gabriel”’) recording
in a local fjord (https://ektedata.no/).

Figure 1.1: Data from the CTD-buoy “Gabriel” in a local fjord arm in the city of Bergen has provided
data for high school mathematics and science exercises since 2015. As part of my Ph.D., I have been re-
sponsible for developing the “Ekte data” project, maintaining the buoy, and facilitating other scientific
data for schools. Foto: @yvind Paasche.

“Ekte data” and other SMART outreach projects have been a defining part of my
Ph.D. candidacy; I am pleased to have the opportunity to share with you here. In the
future I would like to further develop the SMART framework and reach out to scientists
with the opportunity to grow and practice their science communication and pedagogical
skills with hopes of improving the efficiency and enjoyability of their science outreach.
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1.2 Sustainable science

“ We need to respect the oceans and take care of
them as if our lives depended on it. Because they
do.”

Sylvia Earle

The environmental footprint of our work, and particularly our traveling, is (rightly
so) often a topic of debate. Most of the time, it is justified by the “for the greater good”
argument or seen as necessary to produce good science. Physical meetings are crucial
for good collaborations, although the global pandemic has shown that there are online
alternatives for some types of meetings that have unique benefits, such as mitigating
financial barriers to participation. This will likely be an ongoing dilemma for scientists
in general, and arguably climate scientists in particular, for quite some time to come.
A much less discussed aspect of our collective environmental footprint is that of our
scientific practices in the field and lab. Due to the importance of this issue, I will take a
moment to reflect. Oceanographic fieldwork is a prime example of research that needs
to balance its environmental footprint with its return to science and society. Research
vessels are essential for the understanding of the marine environment, but they are also
polluters—- especially some of the ice breakers I have worked on. This is a dark side
of science that is often not discussed due to the uncomfortable reality of the situation;
we can do little more than maximize the efficient use of ship time.

Our instrumentation and methods, however, are something that we have signifi-
cantly more control over. Some equipment is lost accidentally, but we also intentionally
deploy not-insignificant amounts of equipment without the intention of recovery. Often
the abandonment of equipment is justified because the footprint of recovery by ship ex-
ceeds that of the instrument itself, however there is no clear way to compare the impact
of the plastics, chemicals, and heavy metals of the equipment to transportation emis-
sions. The accumulation of litter and pollutants is a massive problem for the world’s
oceans and we as researchers ought to be on the forefront of innovative solutions, not
consciously but quietly justifying the addition of our own waste. The primary barrier to
addressing this issue is that there currently exists no environmentally friendly alterna-
tives for most of these leave-behind instruments such as Meteorological radiosondes,
XCTDs, and drifting buoys. The same lack of availability is also true of lab equip-
ment such as gloves, bottles, pipettes, and other high-volume single-use products. As a
community, we must acknowledge our contribution to the problem and demand better
solutions from the manufacturers that provide our equipment.

It is not that the technology to make our equipment more environmentally friendly
is lacking, but that demand is driven by a balance of price and quality as is amenable to
scientific budgets. For this reason, I believe that efforts towards sustainable science —
in a robust sense of the concept of sustainability — should be taken into account at the
funding level. Currently, projects are evaluated on their scientific excellence, impact,
and implementation, but there could also be room to consider environmental footprint.
Where its not possible to eliminate negative impacts, transparent reporting on the con-
sequences of our research should be common practice. Identification and quantification
of the problem through mandatory reporting will also generate awareness and moti-
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vate changes. This could potentially influence the community towards better practices
and more open dialogue about the shared challenges we face. I have personally strug-
gled with the deep-seeded realization that at the present moment my Ph.D. thesis has
likely harmed the environment more than helped it. I hope, however, that its results im-
prove our understanding and management of the vulnerable Arctic and that with time
the net outcome of my work will be beneficial for the Ocean, her creatures, and society
as a whole. I see a need for a shift in the paradigm of our scientific modes and methods
such that the impacts of our work are minimized and thus lower the threshold we need
to surpass to acutely substantiate the beneficial for the greater good argument. Over
the course of my four month participation in the MOSAiC expedition the discussion of
sustainable science was animated and ongoing — to me this indicates that the current
and incoming generation of Early Career Researchers is ready for this change.

Figure 1.2: Research vessels are essential for the understanding of the marine environment, but there is
room for improvement to make our scientific methods more sustainable. Here a picture from my recent
fieldwork in the Arctic Ocean as part of the MOSAiIC campaign.
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1.3 Inclusive science

“There is a playbook. It was written by men.”

Sallie “Penny” Chisholm

Though uncomfortable, the issue of bias and discrimination in science is one on
which I am unwilling to remain silent. Great science results from great minds work-
ing together across disciplines and borders (both geographically and otherwise); that is
to say, the quality of science is a product of the people who do it. Tragically, the re-
search community is missing out on many great minds because of inherent issues of
inequality in the academic system, both globally and in Norway. Women and minori-
ties in oceanography and natural sciences are still navigating rough seas which means
we are not harnessing humanity’s full intellectual scope and capacity. This is intolera-
ble because it is antithetical to the advancement of science for society, as is discussed
in the previous section. The “#me-too” movement has led to more open discussion
and increased accountability in some instances, but discrimination and an implicit gen-
der bias still persist in our community. I have listened to many female and minority
colleagues share their experiences of subtle discrimination, exclusion, and unwanted
sexual attention, especially during fieldwork on ships, and this is not acceptable. The
unequal treatment and discrimination in both large and microscopic ways cause many
people to feel alienated in academia and ultimately pursue other careers. In contrast
to the last two sections in this thesis preamble, I do not have, nor need, a proposed
approach to this problem — the materials, organizations, initiatives, and policies are
already in motion. What we need is commitment and accountability from our institu-
tions, our colleagues, and ourselves to do the work. Over the years I have learned how
important it is for, straight white males, like myself, to be supportive allies who: lis-
ten actively; support equality focused projects, policies, and programs; and speak up to
create space for our colleagues when we notice things that are inappropriate.

The recent US-based documentary movie “Picture a Scientist” addresses gender and
racial bias in science. This movie has helped spark discussions and keep the topic of
equality on the agenda which I have seen to be beneficial for the UiB community. That
being said, the data speaks for itself: of permanent staff at the faculty of natural sciences
at UiB, only 15% of the professors are female. UiB is currently taking a leadership role
with the United Nations Sustainable Development Goals, but if we want to be a true
leadership institution, work must go beyond our hub target of Life Below Water (SDG
14) and focus on Gender Equality (SDG 5) as well.
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Chapter 2

Scientific background

Compared to other regions of the world, the Arctic has been unexplored until fairly
recently. Early cartographers in the period from the 1500s until the late 1800s were
unsure whether to draw the region around the North Pole as land or water. Motivated by
driftwood and artefacts along the coasts on Greenland originating from USS Jeanette
that sunk on the opposite side of the Arctic in 1881, Fridtjof Nansen was the first to
make a nautical crossing of the Arctic Ocean in 1893-96. The idea of the Arctic being
an open ocean was finally dispelled. Even though he almost didn’t carry enough rope
and wire to measure the more than 4000 m deep Arctic basins during his expedition,
Nansen observed and described the most important features of the ocean-ice system,
laying the foundation for modern polar oceanography. Nansen found warm and saline
water at depth, and while drifting with his ship the “Fram” across the Arctic Ocean
for more then three years, he asked himself the most fundamental question in Arctic
oceanography: Why does the heat present in the ocean below not melt the ice above?
This question is the root to some of the science discussed in this thesis, and we can
expand and rephrase it by asking: what are the mechanisms controlling the inflows of
warm water masses to the Arctic Ocean and what are their impacts in the past, present
and future? In this chapter we provide a brief summary of the state of the art scientific
background for the results of this dissertation. We begin by a description of the Arctic
Ocean, it’s role in the global climate system and the oceanographic setting (Chapter
2.1). We then present the current understanding of how and why the northward flow
of warm water masses has changed in the past (Chapter 2.2), before we describe the
impacts of these waters (Chapter 2.3).

2.1 Study area and oceanographic setting

2.1.1 Regional description

The Arctic Ocean is Earth’s northernmost body of water, and it is also the smallest of
the world’s five major oceans. In this thesis we study the wider definition of the Arctic
Ocean (Aagaard et al., 1985), consistent with the official Arctic Ocean definition of the
International Hydrographic Office (IHO, 1953; Jakobsson and Macnab, 2006), which
includes both the Central Arctic Ocean, the Barents Sea and the Nordic Seas, a region
often termed the Arctic Mediterranean following Sverdrup et al. (1942). The Central



10

Scientific background

The Arctic Ocean

Bering Strait
i

ALASKA
Chukchi
Sea

Siberian Sea
CANADA
Laptev Sea
Canadian
CANADIAN
ARCHIPELAGO
/_\ Kara Sea
GREENLAND
Barents Sea
Opening
Subpolar

Gyre

S
»
3,

Zannn

2000 m

1500 m

1000 m

500 m

RUSSTIA

Om

-500 m

-1000 m

-1500 m

-2000 m

<-2500 m
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Arctic Ocean consists of five shallow (<500 m) shelf seas (the Beaufort, Chukchi, East
Siberian, Laptev and Kara Seas) and two main deep (>2500 m) basins (the Eurasian
Basin and Canadian/Amerasian Basin) separated by the subsurface Lomonosov Ridge
(Figure 2.1, Rudels (2015)). The two deep basins are each subdivided by less promi-
nent ridges; the Nansen-Gakkel Ridge, which separates the Eurasian Basin into the
Amundsen and Nansen basins, and the Alpha-Mendeleyev Ridge, separating the Cana-
dian/Amerasian Basin into the Canada and Makarov basins. The Nordic Seas comprise
the deep (>3500 m) Norwegian, Greenland, and Iceland Seas, and serve as the main
gateway connecting the subpolar North Atlantic in the south to the Central Arctic Ocean
and Barents Sea in the north. They connect to the Eurasian Basin via the deep (~2500
m) Fram Strait (Klenke and Schenke, 2002) and to the Barents Sea through the shal-
low (~300 m) Barents Sea Opening (Aagaard et al., 1985). The southern boundary is
the Greenland-Scotland Ridge (GSR), a submarine ridge extending from Greenland via
Iceland and the Faroe Islands to Scotland. This ridge acts as a solid barrier below 850
m, which is the sill depth of the Faroe Bank Channel (Hansen and @sterhus, 2007).
The Arctic Ocean is further connected to the Pacific Ocean through Bering Strait (<90
m) between Alaska and Russia and to Baffin Bay through the various channels of the
Canadian Arctic Archipelago. In this study we briefly also touch upon the oceanogra-
phy of Baffin Bay west of Greenland, but note that from an oceanographic perspective
this is not well connected with the other Arctic basins and seas (Hopkins, 1991).

The Arctic Ocean and Earth’s climate

“What happens in the Arctic, doesn’t stay in the Arctic.”

Acting as the Northern Hemisphere’s refrigerator, the Arctic region contributes actively
to regulating Earth’s climate (/PCC et al., 2019). In terms of Earth’s energy balance
the Arctic is a region of net outgoing radiation at the top of the atmosphere which bal-
ances the net radiation surplus near the equator. The inequality in the amount of solar
radiation received near the poles compared to the tropics gives rise to a gradient in at-
mospheric temperatures which drives a poleward circulation of heat and air, and hence
regulates temperatures further south (Marshall and Plumb, 2008). Also the oceans
carry a vast amount of heat poleward, and the general cooling of the ocean in the Arc-
tic plays a vital role for the global ocean circulation. Furthermore, the Arctic climate
system has a number of feedback mechanisms which affect the global climate. For ex-
ample, a seasonal sea ice cover modifies the poleward temperature gradients trough its
high albedo (Pistone et al., 2019), which results in solar radiation being reflected back
to space. The sea ice also plays a role as an insulating layer atop the Arctic Ocean,
capping oceanic heat, and preventing it from warming the lower atmosphere (Thomas
and Diekmann, 2003). These are just some of the properties which help cool the Arctic
and the planet. A loss of sea ice will therefore result in a feedback loop which will re-
sult in increased warming (Pistone et al., 2019). Among its other important functions,
the Arctic Ocean also acts as a sink for carbon dioxide, although it’s role in the global
carbon cycle is still poorly understood. The Arctic is also home to a large ice sheet
and multiple glaciers, storing a large portion of Earth’s freshwater, which in turn de-
termines global sea level and has the potential to affect ocean circulation (/PCC et al.,
2019). Furthermore, the vast area of permafrost, storing large amounts of methane
(Schuur et al., 2015), as well as subsea permafrost carbon stocks (Sayedi et al., 2020),
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is also tightly coupled to the climate state of the Arctic Ocean. This is a very simplified
summary of the complex role of the Arctic Ocean in the global climate system, but it is
needless to say that changes in the Arctic will affect climate, weather and life not only
locally, but elsewhere on the planet as well.

The Arctic Ocean in a warming climate

The Arctic region is changing in response to global warming more dramatically than
anywhere else on the planet as observed by surface air temperature. The ongoing in-
crease of greenhouse gas concentrations due to anthropogenic emissions leads to en-
hanced absorption of outgoing longwave radiation and hence increased surface air tem-
peratures. In the Arctic region these surface air temperatures have warmed at more than
twice the global rate, a feature often termed “Arctic Amplification” (Cohen et al., 2014,
2020; Landrum and Holland, 2020; Serreze et al., 2007). An intensive loss of Arctic
sea ice (Figure 2.2, Chapter 2.3.1) and glacial ice (Chapter 2.3.2) is one of the results
of this warming, which in turn sustains fundamental global and local climate feed-
backs (IPCC et al., 2019). For example, on a global scale the loss of sea ice impacts
Earth’s planetary albedo (Pistone et al., 2019), large-scale atmospheric circulation (e.g.
Deser et al. (2015); Screen (2017)), weather at lower latitudes (e.g., Francis and Vavrus
(2012); Liptak and Strong (2014); Overland and Wang (2010); Sorokina et al. (2016);
Yang and Christensen (2012)), and ocean circulation (Sévellec et al., 2017).
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Figure 2.2: a) Time series of observed sea ice extent from Walsh et al. (2017) and simulated by NorESM
(Paper I in this thesis) for September (upper panels) and March (lower panels). Linear trends from 1980
to 2009 are indicated in red for both the model and observations. Time series are cut in 2009 due to the
length of the twentieth century NorESM simulation. b) Maps showing the spatial decadal september
(upper panel) and march (lower panel) trend in sea ice concentration from 1900 to 2009 from the
NorESM model.

Locally, the diminishing sea ice cover impacts marine ecosystems (e.g. Lan-
nuzel et al. (2020); Meier et al. (2014); Wassmann et al. (2011)), ocean stratification
(Polyakov et al., 2020), ocean accidification (Terhaar et al., 2020), and human activity
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(Meier et al., 2014; Stocker et al., 2020; Wei et al., 2020). The ongoing Arctic Ocean
warming (Polyakov et al., 2010; Timmermans et al., 2018; Woodgate, 2018), freshen-
ing (Haine, 2020; Solomon et al., 2020), and changing stratification (Paper IV) also
link back again to the sea ice trough various feedback loops.

The observed changes in the Arctic Ocean are unprecedented in more than 1000
years (Kinnard et al., 2011; Polyak et al., 2010) and closely linked human activity
(Fyfe et al., 2013; Najafi et al., 2015). Most recent climate projections show a contin-
ued Arctic warming (Davy and Outten, 2020) and loss of sea ice (firthun etal., 2021,
Keen et al., 2021; Notz and Community, 2020), but there is high uncertainty in the pro-
jected trends because of spread amongst the models resulting from different model res-
olutions, parameterizations, physics and biases (e.g. Danabasoglu et al. (2016); Heuzé
and Arthun (2019); llicak et al. (2016); Massonnet et al. (2012); Shu et al. (2019,
2020); Wang et al. (2016a)), and internal climate variations (/ﬁrthun et al., 2021; Des-
marais and Tremblay, 2021; Swart et al., 2015). We will discuss model uncertainties
and differences further on in this thesis.

2.1.2 Circulation in the Arctic-Atlantic region

The general Arctic Ocean circulation is associated with a large northward heat trans-
port and is mainly constrained by geological boundary conditions such as the large
shelf seas, deep ridges and narrow gateways connecting the deep basins to the Pacific
and North Atlantic Oceans (Aagaard and Carmack, 1989). The dominating features in-
clude a large scale intermediate cyclonic flow of Atlantic Water (AW), an anticyclonic
surface circulation in the Beaufort Gyre, and a transpolar drift of sea ice and surface
waters across the Central Arctic Ocean from the Siberian region towards Greenland
and the Fram Strait (Figure 2.1, Rudels (2015)). Relatively warm and saline AW en-
ters the Arctic Ocean across the eastern parts of the GSR as several branches stemming
from the North Atlantic Current extension of the Gulf Stream (Figure 2.3, Hansen et al.
(2008); Rudels (2015); Timmermans and Marshall (2020)). The AW propagates fur-
ther north through the Norwegian Sea as it is topographically steered into a western and
eastern branch of the Norwegian Atlantic Current (Orvik and Niiler, 2002). North of
the Lofoten area, the Norwegian Atlantic Current splits again, and the AW finally en-
ters the Central Arctic Ocean through two distinct gateways: one branch enters through
the eastern part of the deep (~ 2500 m) Fram Strait as the West Spitsbergen Current
(Fahrbach et al., 2001; Schauer, 2004), while the other branch flows into the Barents
Sea and enters through the 600 m deep St. Anna Trough in the northern Kara Sea (In-
gvaldsen et al., 2002; Schauer et al., 2002). The division of these two branches is
further investigated in Paper I in this thesis, but earlier studies indicate that although
they contribute with roughly equal amounts of AW volume, the northward heat trans-
port is higher through the Barents Sea (~ 70 TW, Smedsrud et al. (2013)) than through
the Fram Strait (~ 40 TW, Schauer and Beszczynska-Moller (2009)) relative to a zero
degree reference temperature. Some of the AW recirculates in the Fram Strait or fur-
ther upstream in the Norwegian Sea and never makes it to the Central Arctic Ocean
(Beszczynska-Moller et al., 2012; Hattermann et al., 2016; Orvik and Niiler, 2002;
Schauer, 2004). North of the Kara Sea the AW branches converge again (Schauer et al.,
2002) and form a geostrophic and topographically trapped boundary current named the
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Arctic Circumpolar Boundary Current which flows around the Eurasian and Canadian
Basins along the continental shelf break at intermediate (200-500 m) depth (Aagaard
and Carmack, 1989). A portion of the AW diverges from the boundary current into
the deep Central Arctic Ocean basins, and its various pathways have mainly been in-
ferred from the spatial distribution of maximum AW temperature (7immermans and
Marshall, 2020) and satellite altimetry-derived dynamic ocean topography (Morison
et al., 2021). These methods suggest multiple cyclonic recirculation branches within
the deep Eurasian and Makarov Basins (Karcher, 2003; Polyakov, 2005; Woodgate,
2013; Woodgate et al., 2001) as originally schematized by Rudels et al. (1994). Al-
though not of specific interest in this thesis, we note that mesoscale eddies play a very
important role for redistributing AW mass and heat in the Arctic Ocean interior (Hunk-
ins, 1974; Meneghello et al., 2021; Timmermans and Marshall, 2020; Zhao and Tim-
mermans, 2015).

Figure 2.3: Atlantic Water potential temperature maximum for the a) Arctic Ocean and b) the sector
bounded by the thin dotted black lines in a). In c), a section of potential temperature (color shading)
and salinity (contours) across Fram Strait is shown; cooler, fresher water in the west flows south, while
the warmer, saltier water to the east flows north. d) shows a section along the 1000 m isobath moving
cyclonically around the Central Arctic Ocean with letters A—E corresponding to their locations marked
in panel a). Figure and caption from Timmermans and Marshall (2020).

Below the AW layer, the deep Arctic Ocean circulation is, like the intermediate
circulation, nearly barotropic and presumed to also follow cyclonic pathways in the
Eurasian and Canadian Basins (Jones, 2001; Rudels, 2015). However, observations of
the deep Arctic Ocean are incredibly sparse and there is high uncertainty related to
the flow and properties of these deep water masses (Morison et al. (2021) and Sec-
tion 2.1.3).
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We will describe the forcing mechanisms driving the main Arctic circulation in fur-
ther detail in Section 2.2.2, but note that typical ocean dynamics, such as Sverdrup bal-
ance, are not applicable in the Arctic Ocean (Ngst and Isachsen, 2003) since the north
south gradient of the Coriolis parameter is very small, and there exists no meridional
boundary along which a boundary current can form. The circulation is instead driven
by a combination of buoyancy forcing related to a general freshwater input (Lambert
et al., 2016), heat loss to the atmosphere (Smedsrud et al., 2021), and the larger scale
wind patterns related to the dominating atmospheric circulation centers: the Icelandic
Low and Beaufort High, introducing cyclonic and anticyclonic vorticity tendencies, re-
spectively.

Observations of the AW inflow to the Arctic Ocean estimate a northward transport
of 8.0 & 0.7 Sv across the GSR (@sterhus et al., 2019; Tsubouchi et al., 2021). Two
secondary inflows are relatively minor in terms of volume, but important in terms of
Arctic Ocean hydrography (Haine et al., 2015; Woodgate et al., 2010). Approximately
0.8 Sv of Pacific Water enters the Arctic Ocean through the Bering Strait (Woodgate
et al., 2006) and approximately 0.1 Sv of freshwater enters as river runoff (Carmack
et al., 2016). The Pacific Water is mainly confined to circulate on the Canadian side
of the Lomonosov Ridge below the Surface Mixed Layer (SML)(MacKinnon et al.,
2021; Mclaughlin et al., 1996), whereas the river runoff remains near the surface be-
fore it finally is exported from the region mixed with other fresher upper Arctic Ocean
waters (Haine et al., 2015). The major outflows of the Central Arctic Ocean basins oc-
cur through the numerous straits in the Canadian Arctic Archipelago (LeBlond, 1980;
Miinchow et al., 2006) and in the East Greenland current that flows south on the west-
ern side of the Fram Strait (e.g. Aagaard and Coachman (1968); de Steur et al. (2009);
Rudels (1987)). Additionally, a large volume of freshwater is exported trough the Fram
Strait in the form of sea ice (Smedsrud et al., 2017). Eventually all these outflows enter
the North Atlantic through the Davis Strait and Denmark Strait. Here, we generally di-
vide the outflows into a shallow component consisting of cold and relatively fresh Polar
Waters (PW), and dense Overflow Waters (OW) at depth (Le Bras et al. (2021), Figure
2.13). In summary, the Arctic Ocean is an active region for water mass transformation
processes, including deep water formation, contributing to the global overturning circu-
lation, and it acts like a double estuary, with AW as the main inflow and two outflows:
cold and fresh PW at the surface and dense OW in the abyss (Eldevik and Nilsen, 2013;
Lambert et al., 2016).

2.1.3 Hydrography of the Arctic Ocean

The hydrography of the Arctic Ocean is characterized by a strong density stratification.
Given the low temperatures, salinity dominates density, and much of the Arctic Ocean is
therefore a so-called beta ocean (where beta refers to the saline contraction coefficient)
- as opposed to alpha oceans in the subtropics where the upper layers are permanently
stratified by temperature (Carmack, 2007; Nansen, 1902). In the Arctic Ocean the
water column generally consists of three distinct layers: a relatively fresh and cold
surface mixed layer on top, an intermediate layer between 200 m and 800 m of warmer
and more saline Atlantic and Pacific waters, and a deep layer including various bottom
waters below 800 m (Figure 2.4, Rudels (2015)). AW was already by Nansen (1902)
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and Helland-Hansen and Nansen (1909) identified as the main heat source to the Arctic
Ocean, and it is the warmest and most saline water mass found in the Arctic Ocean. In
the Nordic Seas the AW is found near the surface, but after it reaches the sea ice and
fresh surface layers in the Central Arctic Ocean the layer is only found at intermediate
depths with a core of maximum temperatures at approximately 30—400 m (Timmermans
and Marshall, 2020).
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Figure 2.4: Simplified schematic illustration of the most important water masses and their vertical
distribution along a section crossing the Central Arctic Ocean from Bering Strait to Fram Strait (a).
For a more detailed division of water masses see Rudels (2015). Figure adapted from Goncalves-Araujo
(2016) and Aagaard and Carmack (1989). Typical profiles of temperature (b) and salinity (c), and a
temperature-salinity diagram (d) for the Eurasian and Canadian Basin from the MIMOC climatology

(Schmidtko et al., 2013).

Specific to the the Central Arctic Ocean is a fourth layer in between the surface
and intermediate layers, called the cold halocline (Figure 2.4). Here salinity increases
rapidly with depth, whereas the low surface temperatures extend to the lower part of the
halocline. The resulting salinity stratification is very strong and effectively decouples
the surface layer from the warm intermediate layers below as mixing trough this barrier
is difficult. The halocline is formed by the advection of cold shelf waters and local
convection which are both a result from sea ice formation and brine rejection during
winter (Steele and Boyd, 1998). In the Canadian Basin it is also influenced by the
Bering Strait inflows of cold Pacific Water during winter and warm Pacific Water during
summer (MacKinnon et al., 2021; Rudels, 2015; Steele, 2004; Woodgate et al., 2010).
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Overall, the halocline plays an essential role in the Arctic climate system, as it caps the
AW and limits its heat fluxes to reach the sea ice cover (Aagaard et al., 1981). How the
Arctic Ocean stratification and halocline properties will change in a warming climate
is still an open question, which we address in Paper IV of this thesis.

Relevant to the question of stratification and halocline properties is the flux of fresh-
water into the cold surface mixed layer. The Central Arctic Ocean is an important
storage and source of freshwater to the North Atlantic (Haine et al., 2015; Solomon
et al., 2020). It receives its freshwater (0.3 Sv in total) from river runoff (0.13 Sv), net
precipitation (0.07 Sv), meltwater from Greenland (0.01 Sv) and inflow of relatively
fresh Pacific Water (0.08 Sv, Haine et al. (2015)). The river runoff constitutes 10%
of the global river runoff, while the Arctic Ocean only constitutes 1% of the global
ocean volume (Aagaard and Carmack, 1989), and this comes predominately from the
6 largest Arctic rivers (Ob, Yenisey, Lena, Kolyma, Yukon, and Mackenzie; Holmes
et al. (2012)). As described in Chapter 2.1.1 the freshwater leaves the Central Arctic
Ocean mainly as liquid freshwater (75%) through the East Greenland Current and the
Canadian Arctic Archipelago. Also the Nordic Seas receive a large amount of fresh-
water in the form of precipitation (0.012 Sv), runoff from Greenland (0.005 Sv), runoff
from Scandinavia (0.012 Sv) and sea ice melt (0.071 Sv; Le Bras et al. (2021)). Sea
ice acts as sink of freshwater from the Central Arctic Ocean, since 25% is exported
as sea ice through the Fram Strait, but acts as a source of freshwater to the Nordic
Seas as it melts here. In Le Bras et al. (2021) we show that approximately half of
the Arctic freshwater volume is exported out of the region at the surface (the estuar-
ine part), and that the other half participates in the overturning limb of the circulation
creating overflow water. As the freshwater contributes to the strong density stratifica-
tion in the surface it is of high interest how the freshwater fluxes might change in the
future. For example, projections of a warming global climate suggest a spin up of the
hydrological cycle (Held and Soden, 2006) and hence increased runoff (Lehner et al.,
2012; Nummelin et al., 2015; Wang et al., 2021). Several studies have observed an
increase in Arctic freshwater content (e.g. Haine (2020); Proshutinsky et al. (2019);
Rabe et al. (2014)), but in the 2010s the trend has somewhat stabilized relative to the
2000s (Solomon et al., 2020). Model studies performed by Nummelin et al. (2015) in-
dicate that increased runoff will result in a strengthened Arctic Ocean stratification, but
it is yet unclear how these mechanisms are effected by for example increased AW heat
transport and ongoing “Atlantification” processes (Section 2.2.1). The future changes
in freshwater pathways will also be investigated in Paper IV of this thesis.

The depth to which the SML extends, before it transitions into a halocline, is also
an important characteristic of the Arctic Ocean. Again, this varies a lot between the
Nordic Seas where deep convection occurs and in the Central Arctic Ocean where deep
convection is is unlikely to happen. However, in both regions it varies a lot seasonally,
and the mixed layer acts as a medium for seasonal storage of heat and receives most of
the momentum from the atmopshere above (Rudels, 2015). Whereas there is a general
upwelling over the Nordic Seas, the Central Arctic Ocean generally experiences an Ek-
man downwelling due to the anticyclonic winds here. This downwelling helps deepen
the surface mixed layer and hence also the halocline, especially in the Beaufort Gyre
(Timmermans and Marshall, 2020). As a result the halocline resides at approximately
250 m in the Canadian Basin and at 80 m in the Eurasian Basin (Polyakov et al., 2020).
Besides the wind forcing, the SML depth is also determined by the growth and melt of
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sea ice (Lemke and Manley, 1984; Steele et al., 1989) and affected by tides (Fer et al.,
2015, 2020).

Although not particularly investigated in this thesis we acknowledge the existence
and importance of Pacific Water and Deep Water in the Arctic Ocean. In the Cana-
dian Basin the Pacific Water resides at intermediate depth in-between the AW and the
halocline, hereby strengthening the stratification even further (MacKinnon et al., 2021;
McLaughlin et al., 2004). It experiences large seasonal variations (Woodgate et al.,
2005), and has a large local impact on the sea ice cover in the Canadian Basin (MackK-
innon et al., 2021; Woodgate et al., 2012). The deep waters residing in the Central
Arctic Ocean are relatively uniform in temperature and salinity, with some differences
between the Euarasian and Canadian Basins (Aagaard et al., 1981, 1985; Schauer et al.,
2002). Most of these deep water masses are assumed to be of Atlantic origin (Ander-
son et al., 1994), but some of the densest water masses likely originate from shelf slope
plumes, which develop through cooling and rejection of salt during sea-ice growth
(Arthun et al., 2011; Meincke et al., 1997). Due to the geographic constraints much
of the deep water in the Canadian and Eurasian Basins is confined there. Some of the
dense and deep waters produced in the Nordic Seas, however, overflow the western sills
of the GSR and contribute to the the important overturning circulation (Brakstad et al.,
2019; Havik et al., 2019; Le Bras et al., 2021; Semper et al., 2020; Swift and Aagaard,
1981). We investigate the overflow waters and water mass transformation processes in
detail in Le Bras et al. (2021) and Smedsrud et al. (2021), but this is not included in
this thesis.

While the importance of AW to the Arctic climate system has been known for more
than 120 years (Helland-Hansen and Nansen, 1909; Nansen, 1902), much of the vari-
ability and the mechanisms governing this variability are still unclear. In the following
chapter we summarize some recent science regarding AW variability and trends.

2.2 Atlantic Water inflows to the Arctic Ocean

2.2.1 Observed long-term variability and trends

On various timescales, the AW flow has been subject to variations in volume trans-
port, temperature and salinity — all major drivers of high latitude climate variability.
Given its important role in the Arctic climate system, there are numerous studies in-
vestigating the AW inflow and its properties over time, unfortunately too many to all
mention here. One of the longest continuous temperature records in our domain is the
Kola section in the Barents Sea. Here AW temperature has been measured in the up-
per 200 m since 1850. These records show large interannual variations (Figure 2.5), a
strong warming trend in recent decades, an early warm period in the 1940s, and two
cooler periods in the early 1900s and in the 1960s-70s. Snapshots of similar variability
have been observed both upstream and downstream of the Kola Section (see summary
by Yashayaev and Seidov (2015)), and show existence of multidecadal variations. For
example, an early warm period was also documented in the AW layer in the Central
Arctic Ocean by Polyakov (2005); Polyakov et al. (2004, 2009), who also suggested it
might be part of a long term multidecadal oscillation. These low frequency variations
in AW temperature agree well with the Atlantic Multidecadal Oscillation (AMO) in-
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dex of Sutton and Hodson (2005), representing the large-scale sea surface temperature
variation throughout the North Atlantic Ocean.

Figure 2.5: Observed Atlantic Water temperature over the upper 200 m of the water column along
the Kola section in the Barents Sea. Temperature data from The Nikolai M. Knipovich Polar Re-
search Institute of Marine Fisheries and Oceanography (PINRO) and ICES (https: // ocean. ices.
dk/ core/iroc. Figure courtesy: Helge Drange (https: // folk. uib. no/ngfhd/Climate/
climate. html). )

The mechanisms behind the early twentieth century warming in the Arctic have
been discussed in many papers (see review by Yamanouchi (2011)), as has the origin
of the AMO (e.g. Chylek et al. (2009, 2010); Drinkwater et al. (2014); Ottera et al.
(2010)). Overall, the Arctic temperature variability (in both ocean and atmosphere) has
been attibuted to a combination of external forcing and internannual variability (Day
et al., 2012; Delworth and Dixon, 2000; Kay et al., 2011; Zhang, 2015) but their rela-
tive importance remains unclear. For example, in Svendsen et al. (2021) we show that
there are important contributions from the Pacific Ocean to the decadal surface temper-
ature trends and the early twentieth century warming in the Arctic (see also Svendsen
et al. (2018)). Other recent studies, on the other hand, argue that there is no evidence
for an internally generated multidecadal AMO, and that it is all an artifact of pulses of
volcanic activity during the preindustrial era (Mann et al., 2021). Whether the early
twentieth century warming is part of a large scale climate oscillation or not remains
unclear. However, we do know that temperature variations in the AW are a result of
atmospheric forcing locally in the Nordic Seas (Asbjgrnsen et al., 2019; Carton et al.,
2011; Mork et al., 2014), and atmospheric forcing remotely, resulting in advected tem-
perature anomalies into the region (Asbjgrnsen et al., 2019; Ingvaldsen et al., 2002).
These advected anomalies are clearly shown in both observations (Chepurin and Car-
ton, 2012; Furevik, 2000; Helland-Hansen and Nansen, 1909; Holliday et al., 2008;
Sutton and Allen, 1997) and models (firthun and Eldevik,2016; Asbjgrnsen et al., 2019;
Krahmann et al., 2001; Langehaug et al., 2019). The contributions of local and remote
atmospheric forcing may be difficult to separate, but we dive deeper into some of the
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mechanisms related to the early AW warming and temperature variability in Paper I in
this thesis.

Just like temperature, there have been observed large interannual variations in AW
salinity (Yashayaev and Seidov, 2015). Salinity largely increases and decreases in
parallel with temperature (Carton et al., 2011), but some large salinity anomalies ap-
pear to be disconnected from the temperature changes. The largest observed salinity
anomaly was a freshening episode from 1975 to 1982 (Dickson et al., 1988), which has
been traced throughout the whole North Atlantic and Arctic Ocean, and subsequently
named the “Great Salinity Anomaly” (GSA). Three post-GSA low-salinity events, two
of which were particularly strong, occurred between 1985 and 2005 (Carton et al.,
2011; Yashayaev and Seidov, 2015). We will not discuss the origin of AW salinity
anomalies further here as the main focus of this thesis is related to AW heat. However,
we note that there is limited local influence on AW salinity (as opposed to SML salin-
ity) and that most salinity anomalies appear to be advected in from the North Atlantic
(Carton et al., 2011; Glessmer et al., 2014; Yashayaev and Seidov, 2015).

The AW volume transport across the GSR also varies (Paper I in this thesis and
Smedsrud et al. (2021)), but unfortunately observations of current velocities are more
sparse than temperature and salinity observations. At the Svingy section, near the AW
inflow to the Nordic Seas, the instrumental record of ocean currents dates back to 1995
(Orvik et al., 2001), whereas the Barents Sea Opening and the Fram Strait were moni-
tored continuously since 1997 (Beszczynska-Moller et al., 2012; Fahrbach et al., 2001;
Ingvaldsen, 2004). These records show variations on the order of 1-2 Sv from year
to year, but they are too short to reveal possible decadal changes. Variations in AW
volume are dominant over temperature in terms of regulating the northward heat trans-
port (Paper I in this thesis and Asbjgrnsen et al. (2019)), but determining the dominant
mechanisms on regulating the volume transport remains an ongoing discussion. We
give an overview over these various mechanisms in Section 2.2.2.

Recent trends

Over the past decades, the AW layer in the Nordic Seas and Central Arctic Ocean has
warmed dramatically (Paper I in this thesis, Asbjgrnsen et al. (2020); Lind et al. (2018);
Skagseth et al. (2020); Tsubouchi et al. (2021)). Early signs of this warming in the cen-
tral Arctic Ocean were documented by Schauer (1997), Schauer et al. (2002), and
Rudels et al. (2000). In 2012, however, Polyakov et al. (2012) showed, using unique
historical data (Chapter 3.2.3), that the warming of the AW layer had already begun
in the 1970s. This Central Arctic Ocean Warming is in agreement with measurements
taken annually further upstream in the West Spitsbergen Current that show an overall
warming in the AW core of 1.1 °C since 1979 (Eldevik et al., 2021; Muilwijk, 2016).
Since interannual variabilty is pronounced, the general warming trend is observed as
warm “pulses”, with cold years in between (Dmitrenko et al., 2008; Polyakov et al.,
2010). In more recent years the AW temperature and volume transport have continued
to increase (Lind et al., 2018; Polyakov et al., 2017; Smedsrud et al., 2021), resulting
in a systematic change often dubbed the “Atlantification” of the Northern Barents Sea
and Eurasian Basin (ﬁrthun etal.,2012; Reigstad et al., 2002; Wassmann et al., 2004).
The concept of Atlantification is generally understood as an Arctic-ward expansion of
the “Atlantic domain” - a regional transition from typical Central Arctic like condi-
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tions (with Central Arctic Ocean ecosystems and a thick seasonal ice cover) towards
more Nordic Seas like conditions (with typical North Atlantic ecosystems, warmer AW
closer to the surface and open water conditions throughout the year, Figure 2.6). From a
hydrographic perspective, Atlantification has been characterised by warm AW extend-
ing further poleward and/or occupying a larger part of the water column (Figure 2.6 and
2.10). Both these processes result in a warming and salinification of the upper ocean,
and hence a weaker stratification and enhanced AW heat fluxes further northeast along
the AW pathways. Recently it has been inferred that the Atlantification has reached
as far into the Central Arctic Ocean as the Laptev Sea region (Polyakov et al., 2017,
2020). Despite a general salinification of the Eurasian Basin, the AW inflow does not
have a very clear trend in salinity in the Fram Strait (MOSJ, 2021), nor at the GSR
(Gongzdlez-Pola et al., 2018).
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Figure 2.6: Schematic illustration of the ongoing “Atlantification” of the Eastern European Basin. Pro-
cesses associated with Atlantification are marked: increased flow of Atlantic Water (AW) or increased
heat content, reduction of sea ice cover, increased surface heat fluxes (red arrows) and increased depth
of winter convection (WC). CHL indicates the cold halocline layer, SML indicates the surface mixed

layer and UPP indicates the upper permanent pycnocline. Figure and figure caption from Polyakov
etal (2017).

Parallel to the ongoing Atlantification, there has been observed an anomalous strong
advection of warm and fresh Pacific Water through the Bering Strait, resulting in a re-
cent change in the Canadian Basin we refer to as “Pacification” (Polyakov et al., 2020).
These joint effects of Atlantification and Pacification are referred to as a “Borelaza-
tion” (a shift in the northward range and associated ecosystem change) of the Arc-
tic Ocean, which includes changes in both the physical, geochemical, and biological
environments. The recent changes in the Arctic- Atlantic region are likely linked to
anthropogenic induced global warming, but to the extent multidecadal variations are
present, then it is also possible that the recent warming trend is a combination of both
global warming and internal variability. A scientific demanding and societal important
question is therefore what will happen in the next fifty years: will global warming com-
pletely dominate the trends or is there internal multidecdal variability (e.g. Mann et al.
(2021); Ottera et al. (2010); Svendsen et al. (2018)) which will temporarily dampen
— or amplify — the warming signal? The results from Paper I in this thesis are rele-
vant for this discussion, as we study the effect of multidecadal variations in our region.
Nonetheless, since current climate model simulations project the AW heat transport
to continue to increase with future global warming (/irthun et al., 2019; Auclair and
Tremblay, 2018; van der Linden et al., 2019), we may expect a continued Borelazation
of the Arctic Ocean, with possible severe impacts on future Arctic Ocean ecosystems,
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sea ice (Chapter 2.3.1), marine terminating glaciers (Chapter 2.3.2) and water mass
transformation (Chapter 2.3.3).

2.2.2 Mechanisms

From the previous sections it is documented that the AW inflow is of great relevance to
the Arctic climate and that it is subject to both natural variations and anthropogenically
induced trends. But what drives the AW flow and what impacts the volume transport
variations? The atmosphere is instrumental in driving the circulation, but its impact
can been divided into two distinctly different types of forcing; a wind and a buoyancy
driven forcing (Smedsrud et al., 2021). It may be viewed as a tug of wars between a
“push” and a “pull” mechanism. Both are important, but their relatively importance
is still not well understood (Timmermans and Marshall, 2020), and likely varies de-
pending on the timescale of interest. A further complication is that the two forcing
mechanisms are coupled through e.g. cold-air advection. Here we briefly describe the
major mechanisms driving the AW flow (see also review by Timmermans and Marshall
(2020)).

Pull: an estuary perspective

a) b)

Figure 2.7: The “pull” mechanism - a double estuary perspective. a) Schematic illustration of two
circulation systems which are proposed to drive the northward (and southward) flow of Atlantic Water.
A freshwater driven estuary circulation and a buoyancy (cooling) driven thermohaline circulation.
Figure from (Hansen et al., 2008). b) Same as a) but divided in two separate parts. Figure courtesy:
Erwin Lambert.

Aagaard et al. (1985) was the first to describe the Arctic Ocean circulation based on
a freshwater/buoyancy driven, estuary like circulation. This framework is built on the
idea that warm inflow into the Nordic Seas is simply balanced by an outflow of (rela-
tively) fresh PW, and that upper ocean mixing in the Central Arctic Ocean is what sets
the exchange fluxes. Later on this framework was extended by considering the circula-
tion as a so-called double estuary (Figure 2.7, Eldevik and Nilsen (2013); Lambert et al.
(2016)). The freshwater input in the Central Arctic Ocean is one part of the double es-
tuary, which results in a positive buoyancy forcing (the positive estuary). The other part
is a negative buoyancy forcing in the Nordic Seas as the atmosphere cools and densifies
the AW as it progresses northward on the eastern side of the boundary current system
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(Eldevik et al., 2009; Mauritzen, 1996). The heat loss in the Nordic Seas drives an over-
turning circulation, whereas the freshwater input drives and estuarine circulation. Both
of these mechanisms, however, act as a “pull” mechanism on the AW flow across the
GSR. Lambert et al. (2016) even found that the AW inflow can persist even in the ab-
sence of deep convection and overturning in the Nordic Seas. This is important because
the link between the northward flow of AW and the Atlantic Meridional Overturning
Circulation (AMOC) is a hot topic. A similar combination of these buoyancy driven
mechanisms were presented by (Spall, 2013), who made a simple conceptual model of
the Arctic Ocean circulation. He noted that horizontal eddy fluxes and vertical mixing
in the Central Arctic Ocean have an important effect on the AW inflow as well. Based
on these frameworks, variations in freshwater input, atmospheric cooling and mixing
in the Arctic might affect AW inflow variation. Recent studies indicate that these pro-
cesses are perhaps equally important as the wind driven circulation described below
(Smedsrud et al., 2021; Timmermans and Marshall, 2020). Also, this is inherently a
“chicken or egg” discussion, as most of the processes described above are dependent
on wind forcing.

Push: a wind driven flow

Figure 2.8: The “push” mechanism - a wind driven flow. a) Annual average Ekman pumping (color
shading, 2005-2017) and a selection of closed f/H contours which the barotropic flow follows (Ngst
and Isachsen, 2003). Black contours enclose an area for which the area integral of windstress curl is
positive and magenta where the integral is negative. Figure from Timmermans and Marshall (2020).
b) Schematic showing the winddriven circulation. f/H contours are shown in black with the direction
of circulation along the contour governed by the sign of the windstress curl. Figure and figure caption
adapted from Timmermans and Marshall (2020).

The “push” mechanism describes the mean cyclonic flow, as well as the variability,
in the Arctic Ocean to be mainly driven by wind stress (Morison et al., 2021; Ngst and
Isachsen, 2003; Timmermans and Marshall, 2020). Since the Coriolis parameter is so
small, Sverdrup Balance effect has limited effect, and Ngst and Isachsen (2003) hence
showed that the barotropic flow in the Arctic Ocean is mainly controlled by bathymetry.
They describe that in the Arctic Ocean potential vorticty contours (f/H) coincide with
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the isobaths, and therefore the vorticity-conserving barotropic flow (following f/H
contours) is directed to follow the bathymetric contours (Figure 2.8). The forcing is set
by the wind stress curl integrated over the area within the f/H contours in question.
In the Arctic Ocean this curl consists of a strong cyclonic forcing in the Nordic Seas
related to the northern mode of the North Atlantic Oscillation (the Icelandic Low) and
a somewhat weaker anticyclonic forcing in the Canadian Basin related to the Beaufort
High. Since the cyclonic wind stress dominates, the circulation is cyclonic throughout
the whole Arctic Ocean, and technically the cyclonic flow around the Eurasian and
Canadian basins is driven by the wind forcing further south in the Nordic Seas.

The effect of the wind stress curl in the Nordic Seas and the Icelandic low on north-
ward AW heat transport has been further investigated in Paper I and Paper II in this
thesis. However, it has already been suggested by Nilsen et al. (2003) and by Bringedal
et al. (2018) that the wind forcing influences the short term variability across the GSR,
and Dickson et al. (2000) related the strength of the AW flow on longer time scales to
an increasingly positive phase of the NAO (stronger Icelandic Low). Also simulations
of future climate by Arthun et al. (2019) indicate that a possible increased northward
flow of AW would be connected to a deepening of the Icelandic Low. However, the
connectivity of the various processes and the mechanisms of future Arctic ocean cir-
culation are not yet fully understood (7Timmermans and Marshall, 2020). We show in
Smedsrud et al. (2021) that heat loss and wind forcing combined drive the variabil-
ity of the flow, but again the two mechanisms might be interconnected on the different
timescales. Some studies suggest that the AMOC influences Arctic surface tempera-
tures and sea ice on decadal timescales, because a stronger AMOC is associated with a
strong AW flow (Delworth and Zeng, 2016; Yeager et al., 2015; Zhang, 2015). How-
ever, the AMOC is projected to weaken and the AW inflow is projected to increase
(firthun et al., 2019; Nummelin et al., 2017). This is just an example that the relation-
ships between various mechanisms are complex and not completely clear. It is likely
that both internal and external variations are important (Arthun et al., 2019; Olden-
burg et al., 2018) and the dynamics of the flow could therefor change with a changing
climate (Smedsrud et al., 2021).

2.3 Impacts and relevance of Atlantic Water in the Arctic
Ocean

2.3.1 Impacts on sea ice

Throughout winter most of the Central Arctic Ocean is covered by sea ice character-
ized by an average thickness of around 2 m (Kwok, 2018). The sea ice cover has a
large seasonal cycle, with summer extent in recent years generally around one third
of the winter extent, and also experiences large inter-annual variations(Notz, 2017).
Since satellite observations began in 1979, we have observed a decline in the total area
covered by sea ice in each month of the year (Comiso et al., 2017; Stroeve and Notz,
2018). Changes in sea ice extent are generally larger in summer (—12.8 % per decade
42.3 % relative to 1981-2010 mean) than in winter (—2.7% per decade +0.5% relative
to 1981-2010 mean, Onarheim et al. (2018)), and accompanied by a general thinning
as well (Chevallier et al., 2017; Kwok, 2018; Laxon et al., 2013; Renner et al., 2014).
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Both the variations and trends in Arctic sea ice extent and thickness are mainly linked
to direct atmospheric forcing (e.g. Olonscheck et al. (2019); Stroeve and Notz (2018)).
For example, approximately 50% of the observed Arctic summer sea ice loss is driven
by higher Arctic surface temperatures due to increasing atmospheric greenhouse gas
concentrations (e.g. IPCC et al. (2019); Notz and Marotzke (2012); Notz and Stroeve
(2016)), which is amplified by processes such as the sea ice albedo feedback (Pistone
et al., 2019), radiative feedbacks related to clouds (Morrison et al., 2018), and moist
air intrusions (Woods and Caballero, 2016), just to mention a few.

Figure 2.9: Atlantic Water heat influences the sea ice edge location north of Svalbard. Mean winter
sea ice extent for 5 years between 2010 and 2020 are shown as contours. The temperature distribution
is illustrated by satellite sea surface temperature (SST; colour shading) and the ice extent (white; the
limit of 15% ice concentration) for April 2015.

In some regions, however, the ocean plays an important (and even dominant) role
in regulating the sea ice extent, and this influence is likely to increase (Carmack et al.,
2015). In their early work, Helland-Hansen and Nansen (1909) noted that varying
inflow of AW influences the seasonal sea ice cover by determining the amount of winter
freezing near the AW inflow region. Indeed, the Barents Sea and Svalbard region is the
hotspot of winter sea ice variability and retreat (Onarheim et al., 2018), with prominent
changes along the AW inflow path and into the Nansen Basin (Duarte et al., 2020;
Onarheim and firthun, 2017; Onarheim et al., 2014; Rudels, 2016). Here, multiple
studies have shown that the position of the sea ice edge (Figure 2.9) can be directly
linked to variations in the inflow of AW (firthun etal.,2012,2017; Duarte et al., 2020;
Ivanov et al., 2016, 2012; Koenigk and Brodeau, 2017; Lien et al., 2017; Onarheim and
Arthun, 2017; Onarheim et al., 2015; Sandg et al., 2014), something we also show and
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investigate in paper Il in this thesis. Furthermore, in Eldevik et al. (2021) we present a
simple analytical model which describes how winter sea ice extent variability and trend
north of Svalbard are explained by a tug-of-war between wind driven drift pushing sea
ice southward and the AW pushing ice-free conditions northward. This is consistent
with other recent studies that show that the sea ice in this region is mainly controlled
by a combination of AW heat variations and large scale ice-drift (Lundesgaard et al.,
2021).

Figure 2.10: The ongoing and projected future expansion of the Atlantic domain “Atlantification” into
the Arctic represented by the 0 °C isotherm at 100 m depth as projected by the CESM large ensemble
simulation (RCP8.5 scenario). Color shading shows the decadal trends in sea ice concentration, illus-
trating the likely growing impact of Atlantic Water on sea ice in the inflow regions. Figure courtesy:
Marius Arthun.

Further north into the Central Arctic the exchange of heat from AW to the sea ice
above is generally suppressed because of the strong stratification (Carmack et al., 2015;
Lind et al., 2016; Padman and Dillon, 1987), but polynyas occasionally mirror the
AW pathways (Ivanov et al., 2016), and increased upward mixing of heat as a result
from wind forcing may result in direct bottom melting of sea ice as observed during
the N-ICE2015 campaign by (Koenig et al., 2016; Muilwijk, 2016; Peterson et al.,
2017; Provost et al., 2017), and simulated by (Sandg et al., 2014). In addition, as
the sea ice becomes thinner and more mobile, it facilitates the creation of more open-
water areas and leads. This may lead to another positive feedback, since more open
water may result in the increased input of momentum from wind, which results in
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more turbulent mixing, which again could assist in bringing more AW heat upward
(Peterson et al., 2017). With continuously increasing AW heat transport and projected
future continuation of the ongoing Atlantification processes (Arthun et al., 2019), the
processes described above might become even more dominant (Figure 2.10), and we
might be transitioning towards a new Arctic climate state, with a substantially greater
role for Atlantic inflow (Polyakov et al., 2017). A key question is what will happen
in the future when the Fram Strait and Barents Sea AW branches eventually meet in
winter open water area north of Franz Josef Land. Will the domain of where the AW
inflow regulates the sea ice edge location simply increase in size?

2.3.2 Impact on marine terminating glaciers

Similarly to the Arctic sea ice cover, the Greenland ice sheet is loosing mass in response
to global warming (IPCC et al., 2019; Mouginot et al., 2019; Shepherd et al., 2020).
The loss of ice mass is generally due to two processes: 1) anomalous surface melting
in congruent with increased air temperatures, and 2) increased ice discharge resulted
from the speed up, thinning and retreat of multiple marine-terminating glaciers (Moug-
inot et al., 2019). The mechanisms and forcings behind the increased ice discharge
are complex (Straneo et al., 2013), but multiple studies have recently attributed the
retreat and acceleration of these glaciers to increased oceanic forcing (Holland et al.,
2008; Rignot et al., 2012; Seale et al., 2011; Straneo et al., 2013; Wood et al., 2018,
2021). Numerous marine-terminating glaciers are in contact with the ocean in narrow
fjords that connect to the continental shelf (Straneo et al., 2012). In two comprehensive
reviews, Straneo et al. (2013) and Straneo and Cenedese (2015) explain how the vari-
ability and trends in subsurface AW drive this retreat through submarine melting of the
ice fronts and icebergs (Figure 2.11a). For example, in northeast Greenland, AW vari-
ability is understood to control the melting of Greenlands largest remaining ice shelf at
79 °N (Lindeman et al., 2020; Schaffer et al., 2020; Wilson and Straneo, 2015). Also
along the western coast of Greenland, Holland et al. (2008) and Wood et al. (2018)
show that anomalous ocean temperatures trigger glacier retreat. Recent results from
the NASA project Oceans Melting Greenland (OMG) compare the degree of oceanic
influence for glaciers all across the coast of Greenland (Wood et al., 2021).

Slater et al. (2019) developed a parameterization relating the glacier terminus po-
sition to the ocean temperature on the continental shelf, the subglacial discharge and
surface melt. In Smedsrud et al. (2021) we used this parameterization to quantify the
impact of AW variability on the glaciers of northeast Greenland throughout the twen-
tieth and the beginning of the twenty-first century (Figure 2.11b). These results show
that over the past 120 years, the AW variability alone explains a significant proportion
of the advance and retreat of marine terminating glaciers. As AW has an important role
for forcing the glaciers, it also triggers an important feedback mechanism where the
glaciers force the ocean. Enhanced subglacial melting results in an increased flux of
freshwater into the ocean, which in turn contributes to global sea-level rise, and has the
potential to affect the regional and large-scale ocean circulation, including the AMOC
(Bamber et al., 2012, 2018; Boning et al., 2016; Caesar et al., 2021; Frajka-Williams
et al., 2016; Gillard et al., 2016; Le Bras et al., 2021; Shepherd et al., 2020). In pa-
per III in this thesis we investigate this freshwater flux, and the indirect effect of AW
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Figure 2.11: a) lllustration of warm subsurface Atlantic Water entering glacial fjords and reaching the
front of marine terminating glaciers where it induces submarine melt. Figure from Straneo et al. (2013).
b) Top panel: Simulated AW temperature averaged over the NE Greenland continental shelf (left axis)
and simulated summer subglacial discharge from NE Greenland’s marine-terminating glaciers (right
axis). Lower panel: Simulated advance and retreat of NE Greenland’s marine-terminating glaciers.
The projected terminus position (black) is based on the parameterization described by Slater et al.
(2019) using the ocean temperature and subglacial discharge shown in the top panel. The blue line
shows the projected terminus position when subglacial discharge is held constant, and thus isolates the
impact of the ocean on the glaciers. The red dashed line shows the observed terminus positions (Slater
etal., 2019). Figure from Smedsrud et al. (2021).

induced glacial melting, for a large fjord system in northwest Greenland.

2.3.3 Relevance for water mass transformation and global
ocean circulation

The AW inflow to the Arctic Ocean does not only affect climate locally. Its variability
and interaction with the atmosphere influences the various water mass transformation
processes that occur here, which in turn influence the ocean circulation in the North
Atlantic further south (Chafik and Rossby, 2019; Heuzé, 2017; Lozier et al., 2019).
The AW undergoes a variety of transformations before a large part eventually flows
south again across the western parts of the GSR as dense OW (Section 2.1.3). The
most important transformation is that the AW looses most of its heat to the cold at-
mosphere, particularly in the Nordic Seas (Figure 2.12, Smedsrud et al. (2021)). As
a consequence, the AW becomes denser, and the heat loss is thus the primary driver
for forming dense water masses which fill the deep North Atlantic (Chafik and Rossby
(2019); Gebbie and Huybers (2011); Smedsrud et al. (2021), Figure 2.13). Most of
this dense water formation occurs in the Nordic Seas, with recent studies naming the
Greenland Sea as an important region Huang et al. (2020); Vage et al. (2015). Previ-
ously this dense water formation occurred mainly trough the process of deep convection
(Helland-Hansen and Nansen, 1909), but in recent decades only convection to interme-
diate depths has been observed (Brakstad et al., 2019; Karstensen et al., 2005; Latarius
and Quadfasel, 2016; Lauvset et al., 2018). Recent changes in dense water formation
have been attributed to: 1) changes in sea ice cover in the Greenland Sea (Visbeck et al.,
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1995), which can be partly linked to AW heat (Chatterjee et al., 2021), 2) anomalous
wind forcing (Meincke et al., 1992), and 3) salinity anomalies advected northward with
the AW (Brakstad et al., 2019; Glessmer et al., 2014; Lauvset et al., 2018). An increase
in AW salinity increases the upper ocean density and hence lowers the water column
stability, favoring convection. In an opposite manner, increased freshwater transport
from the Central Arctic Ocean or from Greenland runoff limits convection (Brakstad
et al.,2019).

Figure 2.12: a) Temperature-Salinity diagram of selected water masses observed in the Nordic Seas
(1950-2019), illustrating the water mass transformation occurring in the region: Warm and saline AW
gradually cools and freshens along its pathway northward, and is further transformed in the Central
Arctic Ocean and Nordic Seas into denser Overflow Waters (OW) and Intermediate Waters (IW) which
are eventually exported from the region in the West. Fresh and light Polar Water masses are not included
here, but these are investigated in Le Bras et al. (2021). The range of each water mass is based on the
frequency of occurrence and illustrated by patches outlining 60 % of the observations. Circles show
the observed median values, and arrows show the linear trends from 1950 to 2019. Stars show the
simulated NorESM (Paper I in this thesis) median values and the related arrows the NorESM trends
from 1950 to 2009. Figure courtesy: Ailin Brakstad (from Smedsrud et al. (2021)).

The importance to dense water formation is one reason why we investigated the
Nordic Seas heat loss more closely in Paper I in this thesis and in Smedsrud et al.
(2021). Here we find that the amount of cooling is closely linked to the AW heat trans-
port across the GSR, but also that local atmospheric variability plays an important role.
Also Asbjgrnsen et al. (2019), Mork et al. (2014), and (Mork et al., 2019) documented
that approximately half of the interannual variabilty in ocean heat content in the Nordic
Seas is explained by local air-sea fluxes. Nonetheless, AW variability has both direct
and indirect implications for the water mass transformation in the Nordic Seas. Re-
cent work by Lozier et al. (2019) further discusses what was implied by Eldevik et al.
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(2009); namely that the transformation of warm and saline AW to cold and fresh OW
in the Nordic Seas is largely responsible for the overturning and its variability in the
North Atlantic. The AW inflow properties and subsequent transformation in the Nordic
Seas may thus have far reaching impacts.

Another important water mass transformation process affected by the AW inflow is
the dense water formation in the Arctic shelf seas (Rudels, 2015; Schauer, 1997). If
the water column here is stratified and sufficiently cooled, sea ice is formed, resulting
in brine release and cold and dense water cascades from the continental shelf (Arthun
et al., 2011). Especially in the Barents and Kara Seas, this sea ice production is di-
rectly linked to the AW inflow (Section 2.3.1). Furthermore, as the Arctic sea ice cover
is projected to continue to shrink in the future (Arthun et al., 2021; Notz and Com-
munity, 2020), the areas for possible dense water formation can be expected to shift
northward. For example, Lique and Thomas (2018) illustrate, based on results from
a future climate model simulation, that future dense water formation and deep con-
vection can occur as far north as the Eurasian Basin. Already, observations show an
indication of this being plausible, with dense waters being formed on the previously
sea-ice-covered East Greenland shelf (Vdge et al., 2018) and along the AW boundary
current north of Svalbard (PérezHerndndez et al., 2019). We will discuss the potential
of deep water formation in the Central Arctic Ocean more in Paper IV in this thesis.

Figure 2.13: Schematic illustration of the circulation and AMOC in the subpolar North Atlantic. Red
arrows depict warm and saline Atlantic Water, the light blue arrows depict cold, less salty, dense Deep
Waters; and the purple/green arrows depict cold, fresh, light Polar Waters. Figure from Le Bras et al.
(2021).



Chapter 3

This study

This thesis aims to obtain a better understanding of the role of AW in the Arctic Ocean,
focusing primarily on: its variability in the twentieth and twenty-first centuries; the
underlying mechanisms governing this variability; and its regional impacts on sea
ice, marine-terminating glaciers, and the subsequent ocean circulation and water mass
transformation. This chapter outlines the primary motivation and objectives for the pre-
sented work (Section 3.1) and describes the methods used to achieve these objectives
(Section 3.2).

3.1 Motivation and Objectives

Global climate change is most pronounced in the Arctic region, with the unprecedented
loss of sea ice and an overall warming at more than twice the global rate (Figure
3.1a, Landrum and Holland (2020); Serreze et al. (2007)). The Arctic Ocean may
become ice-free during the 21st century (Notz and Community, 2020), and such dra-
matic changes are likely to echo through the climate system. Further to local changes,
effects may extend beyond the Arctic itself, potentially impacting northern hemisphere
atmospheric circulation, global teleconnections, and lower latitude weather (e.g., Fran-
cis and Vavrus (2012); IPCC et al. (2019); Liptak and Strong (2014); Overland and
Wang (2010); Sorokina et al. (2016); Yang and Christensen (2012)). The observed and
projected changes include, but are not limited to, changes in ocean circulation (Sévellec
et al., 2017), atmospheric circulation (Screen, 2017), the cycling of carbon (Hinzman
et al., 2013), and marine ecosystems (Wassmann et al., 2011).

Assessing the impacts of global climate change in the Arctic is further complicated
by the large amount of uncertainty inherent to the underobserved region. As an exam-
ple, the uncertainty of projected warming in the Arctic is more than double anywhere
else on the planet (Figure 3.1b). The spatially and temporally scarce observational
record also contributes to our lack of understanding of critical key processes. To im-
prove future climate predictions, a better understanding of mechanisms driving Arctic
climate variability and trends on different time scales is essential. Nansen (1902) iden-
tified AW as the primary heat source to the Arctic Ocean already in the early 1900s
and thus it is known that AW has a critical role in modulating the Arctic climate sys-
tem. However, despite this long accepted coupling our knowledge is still insufficient
to create climate predictions with uncertainty levels similar to other regions. To ad-
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Figure 3.1: a) Global near surface temperature change (nine year average 2011-2020 relative to
1951-1980). Data:NASA/GISS. Figure courtesy: Helge Drange. b) Uncertainty in projected tempera-
ture change per latitude by the end of the twenty-first century for CMIP5 models under a strong climate
gas forcing scenario (RCP8.5). The envelope represent the minimum and maximum temperate range
for the suite of models. Figure courtesy: Alfred-Wegener-Institut / Yves Nowak.

dress this we must further our understanding of the mechanisms driving AW variability
and the subsequent proliferating impacts throughout the marine and climate system. In
summary, the main research questions of this thesis are:

1. What are the interannual to decadal-scale variations in poleward ocean heat trans-
port in the twentieth century, and what are the underlying mechanisms responsi-
ble for these variations? (Paper I)

2. How does poleward ocean heat transport respond to anomalous wind forcing over
the Greenland Sea, and what are the downstream effects of these wind anomalies
on Arctic sea ice? (Paper II)

3. What is the effect of AW variability on Greenland’s marine-terminating glaciers
and the subsequent export of glacially modified waters from Greenland’s fjords?
(Paper III)

4. How will future AW inflows affect Central Arctic Ocean stratification and halo-
cline properties? (Paper IV)

3.2 Data and methods

In this thesis, the topic of AW in the Arctic Ocean is addressed through a relatively
broad range of methods and approaches. The papers span multiple spatial and tempo-
ral scales as well as geographical regions (Figure 3.2), each providing unique insight
into the mechanisms and impacts of AW in the Arctic Ocean. In the process of ad-
dressing the above listed research questions, I have used a broad range of methodolo-
gies and data products such as in-situ observations, reanalysis data, and regional and
global climate models. Physical oceanographers often group themselves into model-
ers and observationalists, with the mindset that one can never be good at both, though
I disagree with this ideology. I argue that continually combining observations and nu-
merical models is the only way to make scientific progress. Throughout my Ph.D.
candidacy, I have developed a considerable collection of useful modeling skills such as
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running experiments using the NorESM model, adapting model code, analyzing model
output (from a range of different models types), and using more simple idealized mod-
els such a 1-D convection model and a buoyant plume model for subglacial discharge.
In addition to my modeling work, I have contributed to multiple research cruises and
have advanced my skills in observational data processing and oceanographic instru-
mentation such as CTDs, ADCPs, Microstructure profilers, autonomous gliders, and
mooring deployment and recovery. The opportunity to develop as both a modeling and
observational oceanographer has been foundational to my academic practice, and I am
deeply grateful to my supervisors and collaborators who have supported my advance-
ment in both worlds.

Figure 3.2: Overview over the four main topics, their geographic anchoring, and the associated pro-
Jects/data sources for each paper of this thesis.

Accurate high-resolution data are needed to understand and predict variability of
any climate system. This data is collected from both observations and models — each
with their respective strengths and weaknesses. By combining both types of data we
develop a more robust understanding of the system, harnessing the strengths of one
method to enhance the other . The primary limiting factor for the utility of ocean ob-
serving systems is that they are expensive and logistically challenging (Weller et al.,
2019). This is especially true in the Arctic Ocean, where harsh weather conditions and
sea ice cover limit accessibility resulting in sparse observational data. The observations
that are available provide a necessary direct description of reality, but especially in the
inaccessible Arctic Ocean, numerical models are needed to supplement temporal and
spatial gaps in observational data. In contrast to observational data, numerical models
provide spatially and temporally complete data but are limited by spatial resolution and
their capability to accurately simulate the real world (McWilliams, 1996). The primitive
equations ultimately calculating the time-evolving, three-dimensional ocean circulation
in the models are discretized according to the model’s time step and spatial grid. By
definition, many essential processes such as turbulent mixing, diffusion, and eddies
are excluded and therefore need to be parameterized, which results in high uncertainty
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(Fox-Kemper et al., 2019; Wunsch and Ferrari, 2018). Pairing observational data with
a model can help to constrain these parameterizations. The combination of observa-
tions and models enhances researchers ability to understand and describe the system as
a whole and discern its role in the global climate system. In the Arctic Ocean, how-
ever, this approach is hindered by limited observations, especially in winter, and rapid
environmental change in response to Global Climate change which results in this re-
gion having the most imperfect simulations on the planet. Therefore, it is crucial to
improve the models and collect more observational data while continuously discussing
the weaknesses and suitability of each for the research questions at hand.

There is a vast ocean of literature on model intercomparisons (e.g. CMIP3, CMIP5
and CMIP6 papers), many of which conclude a wide spread in the models’ capability
to simulate specific processes, or that the models have significant biases compared
to observations (Figure 3.3 and e.g. Danabasoglu et al. (2016); Ilicak et al. (2016);
Tsujino et al. (2020); Wang et al. (2016b)). This topic is addressed in paper II and 1V,
where we compare many different models; however, we note that simply describing
model differences and biases is not helpful beyond individual model development. The
strength in model intercomparison projects lies in using the similarities and differences
to gain a better mechanistic understanding of the systems at hand. The primary data
products and tools used are described briefly in the following sections.

3.2.1 NorESM, FAMOS and CMIP6 climate models

This dissertation’s backbone is the “in-house” Norwegian Earth System Model,
NorESM (previously called the Bergen Climate Model). A general description of the
model’s first version (NorESM1) used in Paper I and II are given by Bentsen et al.
(2013), whereas a description of the updated version (NorESM?2) used in Paper IV and
Le Bras et al. (2021) is given by Seland et al. (2020). The ocean model, Bergen Lay-
ered Ocean Model (BLOM), is an updated version of the Miami Isopycnic Coordinate
Ocean Model (MICOM) used in NorESM1. BLOM consists of 51 near-isopycnic in-
terior layers and two variable density layers in the SML. The isopycnal layering is an
essential difference in comparison to other global circulation models, which generally
use set depth coordinates. NorESM uses a tripolar grid with two poles over Green-
land and Siberia, which allows for higher spatial resolution in the high latitudes. At the
equator, the grid resolution is 1° zonally and 1/4° meridionally. The grid gradually be-
comes more isotropic as latitude increases, and the typical horizontal resolution in the
Arctic Ocean is 40 km. The sea ice model is based on the Los Alamos Sea Ice Model
(CICE, Hunke et al. (2015)) configured with eight layers of ice and three of snow,
using the same horizontal grid as the ocean model. A NorESM2-specific change to
CICE includes the effect of wind drift of snow into the ocean following (Lecomte et al.,
2013). For our results, it is essential to note that NorESM does not resolve mesoscale
eddies and relies on eddy parameterizations such as Gent and Mcwilliams (1990) to
represent cross-shelf transport due to mesoscale eddies. For studying AW in the Arctic
Ocean, the parameterization of shear-induced mixing is also imperative. In NorESM1,
this was parameterized using the local gradient Richardson number according to Large
et al. (1994). In NorESM2, this has been replaced by a one-equation second-order tur-
bulence closure model (llcak et al., 2008; Umlauf and Burchard, 2005). We have not
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investigated the detailed effects of these changes.

In Paper I of this thesis, we have first performed a historical simulation using the
ocean and sea-ice components of the model’s first version (NorESM1) forced by a
twentieth-century atmospheric reanalysis forcing (20CR ), which is a blended dataset
derived from the ensemble mean version of the 20" Century Reanalysis (20CRv2;
Compo et al. (2011)), satellite observations, and the corrected Coordinated Ocean-
ice Reference Experiments phase-II (CORE-II) forcing for the period 1871 to 2009
(Griffies et al., 2012). This is the same model setup used by He et al. (2016), who
analyzed the forcing dataset in detail and found that the original 20CRv2 resulted in
large SST and SSS biases. The same model setup was used again in Paper II, where
we performed a set of coordinated CRF experiments in which we perturbed the at-
mospheric forcing (Section 3.2.2). Furthermore, we use the output from the updated
model (NorESM2) both in the fully coupled configuration (Paper IV) and the stand-
alone ocean-sea ice configuration (used in Le Bras et al. (2021)) forced by the Japanese
55-year Reanalysis (Tsujino et al., 2018). The NorESM2 data are provided as part of
the CMIP6 contributions to the Histocial and future ScenarioMIP decks (Eyring et al.,
2016; Gidden et al., 2019) and OMIP2 (Ocean Model Intercomparison Project Phase
I, Griffies et al. (2016)) experiments.

In addition to NorESM, we analyzed output from a range of other models provided
by other modeling groups. In paper II, we analyze output from eight other ocean-sea
ice models, both regional and global, provided through the Forum for Arctic Ocean
Modeling and Observational Synthesis (FAMOS, Proshutinsky et al. (2016)) network,
the successor of the Arctic Ocean Model Intercomparison Project (AOMIP, Proshutin-
sky et al. (2011). In paper IV, we additionally analyze the output of nine other global
CMIP6 models that contributed to the Histocial, and future ScenarioMIP experiments
(Eyring et al., 2016; Gidden et al., 2019).

Figure 3.3: As of today global climate models still have large biases when it comes to simulating
Arctic Ocean hydrography and circulation. Here we show temperature bias at 400 m depth relative
to the PHC3.0 climatology for a suite of global ocean-ice models as part of the CORE-II model inter-
comparison project. MMM is the multimodel mean. Figure from llicak et al. (2016).
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3.2.2 The Climate Response Function Experiments

Coordinated Climate Response Function (CRF) experiments involving the participa-
tion of several international modeling groups’ are imparative to this dissertation. The
experiments were originally proposed by Marshall et al. (2017), in collaboration with
modeling groups under the auspices of FAMOS, to investigate the behavior of so-called
“key switches” in the Arctic Climate System. A CRF experiment entails observing how
a numerical model responds to an abrupt and sustained change in some aspect of the
model forcing. These experiments have shown to be very useful to outline “linear” re-
lationships in the climate system, such as the response to changes in greenhouse gases
(Good et al., 2011, 2013), ozone (Marshall et al., 2014) or freshwater input (Lambert
et al., 2019). A CRF (also called step response function) is the time integral of the
characteristic impulse function (Marshall et al., 2017), it can provide simple climate
prediction measures. For example, if we calculate the CRF of sea ice extent to a step-
change in surface temperature, we may then construct the linear response of sea ice
extent to any record (past or future) of sea surface temperature forcing. In other words,
as per linear response theory (e.g., Hasselmann (1993)), a convolution of the CRF and
a time history of the forcing yields a time history of the response:

R(t) = /O tCRF(t—t’)%—f(t')dt’, (3.1)

where F is the anomalous forcing and CRF(¢) is the time-dependent response to a
unit step change in forcing. Of course, the system is likely not linear (especially in the
example of sea ice, which we know includes many feedback mechanisms), and thus the
predictive skill is limited. That being said, a strength of the CRF is that one may check
the predictive skill a-posteriori by comparing the convolution of a historical forcing
time series and the CRF with the actual observed diagnostic parameter.

The FAMOS collaboration resulted in two major international studies: one exper-
iment designed to investigate a variety of responses to changes in the strength of the
Greenland Sea (GS) Low, an effort led by M. Muilwijk (Paper II in this thesis); and
another experiment designed to understand the response of the Beaufort Gyre (BG) to
abrupt wind-driven changes in the strength of the Beaufort High, an effort led by au-
thors J. Marshall, G. Meneghello, and J. Scott (manuscript in preparation). Early results
from the Beaufort Gyre experiment prompted an additional follow-up study led by S.
Cornish and M. Muilwijk (manuscript in preparation, not included in this thesis) on
the effect of sea ice divergence and ice-ocean turning angles on wind-driven freshwater
adjustment of the Beaufort Gyre.

The BG and GS experiments’ procedure involved perturbing a wide range of ice-
ocean models (many with different resolution, domains, and atmospheric forcing) with
an identical 10 m wind anomaly by adding this perturbation pattern to the original forc-
ing. The anomaly patterns correspond to an anonymously strong or weak Beaufort
High (BG+ and BM-) and an anonymously strong or weak Icelandic Low (GS+ and
GS-), representing the dominant atmospheric sea level pressure patterns in the Arctic
Ocean. The perturbations’ peak magnitude is 4 hPa, this was chosen to be representa-
tive of multi-year to decadal trends (Marshall et al., 2017). The 10 m winds are then
computed using the relationship to the geostrophic wind as described by Proshutinsky
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and Johnson (1997):

cos30 —sin30

W;=0.7x [sin30 cos30

} X W, (3.2)
The perturbations are applied abruptly to a control simulation and sustained for a mini-
mum of 25 years. The CRFs were then derived by subtracting the non-perturbed control
simulation from the perturbed simulation. We note that CRFs may also be derived di-
rectly from long control runs of fully coupled models using a statistical approach (e.g.,
Cornish et al. (2020); Johnson et al. (2018); Kostov et al. (2017)).

Although not included in this thesis, the BG experiment results are essential for
this thesis’s paper IV results. As shown by Cornish et al. (2020), the BG experiments
indidcate an increase/decrease in Arctic freshwater content in response to weaker or
stronger anticyclonic winds driving convergent Ekman flow on the surface of the Beau-
fort Gyre. Interestingly, after a decade of anomalous forcing, the magnitude in response
across models differs by a factor of five despite the forcing being the same. These
differences can be explained by differences in sea ice distribution, which mediate the
transfer of stress through a process known as the ice-ocean governor (Meneghello et al.,
2018). Additionally, Cornish and Muilwijk (manuscript in prep) have found that how
the angle between wind and ice motion is simulated can influence the accumulation of
freshwater beneath the Beaufort High; the divergence of ice is sensitive to the angle at
which ice moves in response to rotational winds. Due to the stabilizing feedback of
ice thickness on the growth rate, ice export from the gyre is partially compensated by
enhanced ice growth within the gyre, resulting in a sink of freshwater.

3.2.3 Hydrographic observations of the Nordic Seas and
Central Arctic Ocean

The observational data used in this thesis is comprised of many different datasets. For
quality control and model evaluation, we have used climatological datasets such as
the World Ocean Atlas (WOA13) global climatology (Boyer et al., 2013), the World
Ocean Atlas (WOA18) global climatology (Locarnini et al., 2018), the Polar Science
Center Hydrographic Climatology (PHC3) (Steele et al., 2001), and a global monthly
isopycnal upper-ocean climatology (MIMOC, Schmidtko et al. (2013)). In paper 11,
we performed an extensive analysis of the regional AW variability (in Baffin Bay),
using the EN4 dataset (Good et al., 2013) and ECCOv4 ocean state estimate (Forget
et al., 2015). However, much of this work was not included in the final paper due
to space limitations. One conclusion was that EN4 did not contain enough data to
provide trustworthy information on Baffin Bay variability, whereas ECCOv4 captured
variability well compared to mooring data from the Davis Strait.

The primary observational data set for the Nordic Seas used in Paper I is the NOAA
Climatological Atlas of the Nordic Seas and Northern North Atlantic (Korablev et al.,
2014) which was initially developed at the Arctic and Antarctic Research Institute
(AARI) in the late 1980s. This dataset builds on an enhanced collection of in situ
observations from the beginning of the twentieth century until 2012 and contains vast
amounts of Russian observations. These observations were then updated to include new
international data, and subsequently converted to a new database format using modern
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software for quality control. The temporal distributions of the station numbers and sea-
sonal bias in the duplicate controlled database is illustrated in Figure 3.4. Spatial and
temporal data coverage and seasonal biases are significant concerns — however, the un-
certainty resulting from this and other errors are discussed in detail by (Korablev et al.,
2014). In Paper I, we argue that data quality is good enough to estimate large-scale
AW variability in the Nordic Seas from 1920 and onward, with gaps during WW2. We
have performed manual quality control of all the profiles used in this study. We note,
however, that now a newly updated dataset of Nordic Seas hydrography exists, which
was used in Smedsrud et al. (2021). This dataset is a combination of the dataset used
in Huang et al. (2020) which covers the period 1980-2019 and is a collection from
various archives, including the Unified Database for the Arctic and Subarctic Hydrog-
raphy (UDASH, Behrendt et al. (2018)) and the NISE dataset (Norwegian Iceland Seas
Experiment, Nilsen et al. (2008)) which also covers multiple archives over the period
1900-2006.
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Figure 3.4: a) Number of oceanographic stations in the he NOAA Climatological Atlas of the Nordic
Seas and Northern North Atlantic used in paper I in this thesis. Colors indicate the various data sources
used to create the atlas. b) Same as a) but here red dots show the data distribution by day and by years.
Figures from Korablev et al. (2014).

Historical data is relatively sparse in the Nordic Seas, though it is much more sparse
in the Central Arctic Ocean. Nansen (1902) provided the first oceanographic measure-
ments of the Central Arctic Ocean from his famous drift on board the Fram, which
drifted across the Arctic Ocean following the transpolar drift from 1893 to 1896. How-
ever, systematic oceanographic observations only began in the 1930s and 40s, when
Russians started a program consisting of crewed ice—drift stations and winter aircraft
surveys (Polyakov et al., 2004). The first basin-wide surveys were conducted by Rus-
sian aircraft in 1955. During the 1960s and 1970s, the Russians increased their aircraft
surveys, resulting in occasional hydrographic observations using Nansen bottles. Dur-
ing the 1980s and 1990s, the increased use of icebreakers and submarines resulted in
a significant increase in hydrographic profiles. The bulk of historical data before 2000
was finally gathered to construct the climatological atlases of the Arctic Ocean by Gor-
shkov (1980), Treshnikov (1985), and the Environmental Working Group (1997). Much
of the (Russian and American) historical raw data is still classified and only publicly
available as part of these climatological atlases.

In paper IV, we use a unique 47-year long archive of the Central Arctic Ocean
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Figure 3.5: Maps showing Central Arctic Ocean data coverage of oceanographic profiles (red dots)
from the data set used in Paper IV. Depth is shown by 500- and 2000-m contours. Figure courtesy: Igor
Polyakov.

hydrography covering the period 1970 to 2017 which was provided by Igor Polyakov
at the University of Fairbanks, Alaska; including most of the historical data and its
complete temporal information which is unavailable in the public atlases. The dataset
includes Russian, American, Canadian, European ship and aircraft expeditions, year-
round crewed drift-stations, autonomous drifters, and Russian and American submarine
data. This is an updated version of the archive previously used by Polyakov et al. (2004,
2008,2013,2018, 2020). Since the 2000s, a significant part of the data stems from ship-
based measurements complemented by drifting ITPs, conducting CTD profiles down
to 800 m. Figure 3.5 shows the temporal and spatial data availability of this unique
dataset. As many historical observations used Nansen bottles to take water samples and
measure temperatures and salinity at standard levels, the accuracy of these data and the
vertical resolution is relatively low. As such, especially the depth information of the
old measurements must be considered to be highly uncertain (Paper IV). Nonetheless,
Polyakov et al. (2003) and (Polyakov et al., 2004) show that these old records still allow
the AW core temperature and salinity to be calculated quite accurately. In recent years,
the accuracy from CTDs has increased to more than an order of magnitude greater than
the bottle measurements.

3.2.4 Greenland fjord data

In paper 111, we use a set of hydrographic observations collected in and around Uper-
navik Fjord in northwest Greenland between 2013 and 2019. Using these data, we
are the first to describe the hydrographic conditions of Upernavik Fjord and evaluate
the close relationship between fjord and shelf properties. In 2013, temperature, con-
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ductivity, and pressure data from Upernavik were collected from the research vessel
R/V Porsild during a field campaign to collect sediment cores and bathymetric mea-
surements (Andresen et al., 2014). Data for the remaining years was provided by the
NASA campaign Oceans Melting Greenland (OMG Mission, 2020). During 2015 and
2016, stations were occupied by M/V Cape Race, a commercial tourist vessel, and
the S/Y lvilia, a sailing vessel, which were both equipped with a CTD. For the years
2016-2019, we used hydrographic profiles collected from Airborne eXpendable Con-
ductivity, Temperature and Depth (AXCTD) probes (Fenty et al., 2016). Every summer,
since 2015, OMG deploys about 250 probes from an aircraft to measure the temper-
ature and salinity of the fjords and shelf around Greenland (see a schematic of the
deployment Figure 3.6). The AXCTDs send their temperature and salinity data back to
the aircraft from a temporary surface buoy and calculate the depth based on a constant
fall-rate. Although somewhat less accurate than ship-based CTD measurements (accu-
racy discussed in (Childers and Brozena, 2005)), this methodology has resulted in an
incredibly valuable dataset of Greenland’s fjords due to its high spatial resolution.

Figure 3.6: a) Illustration showing deployment of AXCTD probes in glacial fjords and on Greenland’s
continental shelf as part of the OMG project. b) lllustration showing the AXCTD deploment procedure:
1) Probe is dropped from the plane, parachute opens, 2) Probe lands in the water, 3) Buoy floats to
the surface and transmits data back to the plane, while probe sinks 4) After 15 minutes, both buoy and
probe sink to the ocean floor and eventually decompose. Figures and caption from the OMG project
website (https: //omg. jpl. nasa. gov/portal/).
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Summary of papers

Paper I: Atlantic Water heat transport variability in the 20th century Arctic
Ocean from a global ocean model and observations

Muilwijk, M., Smedsrud, L. H., llicak, M., Drange, H. (2018), Journal of Geophysical
Research: Oceans, 123(11), 8159-8179.

Paper I investigates the twentieth-century variability of ocean heat transport (temper-
ature and volume) through the gates of the Arctic Ocean. We focus on the variability
of AW heat, which dominates the Arctic Ocean heat transport and link the variability
to upstream conditions in the Nordic Seas. The analysis is built on a simulation with
the global ocean-ice Norwegian Earth System Model (NorESM) forced by a reanal-
ysis atmospheric forcing and supported by an extensive set of hydrographic observa-
tions dating back to 1900. We reveal prominent variability in both AW temperature
and volume transport on 5—6 and on 8—9 year time scales, as well as strong positive
trends in the most recent decades. Temperature variability is mainly an advective sig-
nal originating further upstream, whereas variations in volume transport appear to be
strongly linked to the wind forcing in the Nordic Seas and Subtropical North Atlantic,
often manifested through the North Atlantic Oscillation (NAO). However, an important
finding is that the correlation between the large scale wind forcing, NAO, and AW vol-
ume transport is not constant over time and breaks down entirely in specific periods.
The Early Twentieth-Century Warming (ETCW) during the 1930s and 1940s is clearly
manifested in our results, and this is an example of a period where the volume transport
across the Greenland Scotlan Ridge (GSR) is not correlated with the NAO-like wind
forcing. We also show that the oceanic ETCW is mainly a temperature anomaly, which
was strong in the North because it was subject to an anomalously low atmospheric
dampening in the Nordic Seas. In general, we show that the atmospheric forcing in the
Nordic Seas contributes to approximately half of the ocean heat variability, consistent
with Mork et al. (2014) and Asbjgrnsen et al. (2019), and that it effectively dampens
the oceanic anomalies along their pathway northward. Interestingly, our results also
show that temperature trends increase northward, although this was not studied in de-
tail . Furthermore, we document the division of the AW branch north of the Lofoten
region and investigate how the variability is split between the Fram Strait (FS) and the
Barents Sea Opening (BSO). We find that volume transport variability dominates the
variability in heat transport through the BSO, but temperature plays a larger role in the
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FS. Local winds in the FS and BSO regions are essential in determining the division
between the two branches and the large re-circulation occurring in FS. On a centennial
timescale, the AW dominated both the mean and variability in ocean heat transport into
the Central Arctic Ocean.

Paper II: Arctic Ocean response to Greenland Sea wind anomalies in a suite of
model simulations

Muilwijk, M., llicak, M., Cornish, S.B., Danilov, S., Gelderloos, R., Gerdes, R., Haid,
V., Haine, T.W., Johnson, H.L., Kostov, Y., Kovdcs, T., Lique, C., Marson, J.M., Myers,
P.G., Scott, J., Smedsrud, L.H., Talandier, C., Wang, Q. (2019), Journal of Geophysical
Research: Oceans, 124(8), pp.6286-6322.

Paper I investigates the effects of anomalous wind forcing over the Greenland Sea (GS)
on the northward AW flow, Arctic sea ice, and Nordic Seas hydrography. This work
results from a larger international intermodel comparison experiment, initiated as part
of the FAMOS (Forum for Arctic Modeling and Observational Synthesis) network,
focused on analyzing the key “switches” of the Arctic climate system. We calculate
Climate Response Functions (CRFs, Chapter 3.2.2) and analyze results from a suite
of nine different Arctic Ocean model simulations. The CRF’s show that anomalously
strong/weak GS wind forcing results in an intensification/weakening of the poleward
AW flow and a reduction/increase in the Arctic sea ice cover. These anomalous wind
patterns are comparable in strength to winds resulting from a strong positive/negative
North Atlantic Oscillation index. The wind forcing in the Nordic Seas affects the AW
circulation and hydrography throughout all Arctic Ocean basins, but the release of pas-
sive tracers also reveals significant intermodel differences and weaknesses in terms of
Central Arctic Ocean circulation. Despite biases in hydrography, all models agree on
the general response to the anomalous winds and show a linear relationship between
AW volume and heat transport, surface heat loss, and sea ice extent in the Barents
Sea. Most of the anomalous AW heat transport resulting from a strong wind forc-
ing is lost to the atmosphere, aided by loss of sea ice in the Barents Sea , and thus
effective ocean cooling. Although slightly non-intuitive, we thus show that through
surface heat loss and Ekman pumping, the depth-integrated heat content in the Arctic
Ocean generally decreases due to intensified AW flow and vice versa for a weakened
flow. Linear convolutions of the CRFs and historical time series of SLP produce re-
constructions showing that the GS wind forcing can explain 50% of the historical AW
flow variance. This gives rise to a potential for predictability of the Arctic-Atlantic cir-
culation based on wind forcing anomalies and CRFs. The response and potential for
predictability on Arctic sea ice is limited for forced ocean-ice models due to the lack of
ocean-atmosphere feedbacks, but should be better captured in fully coupled model sim-
ulations. Although not included in this manuscript, the GS wind anomalies also have
a large effect on the outflows of the Central Arctic Ocean, mainly export of sea ice,
and thus also play an essential role in the total Arctic freshwater budget. In general,
the CRF approach has proven to be a valuable tool for isolating key drivers of climate
variability and their downstream effects, in addition to evaluating differences in climate
model dynamics.
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Paper III: Export of ice sheet meltwater from Upernavik Fjord, West Greenland

Muilwijk, M., Staneo, F, Slater, D., Smedsrud, L. H., Wood, M., Holte, J., Andresen,
C., Harden, B., submitted to Journal of Physical Oceanography.

Paper III investigates the subsequent effects resulting from AW interaction with marine-
terminating glaciers in northwest Greenland. Ice loss from Greenland translates into a
large freshwater flux into the North Atlantic. This freshwater generally enters the ocean
at the head of Greenland’s glacial fjords through seasonal runoff, melting of icebergs,
and submarine melting of marine-terminating glaciers. Most of the runoff is released
as so-called subglacial discharge at depth, near the glacier’s grounding line, result-
ing in the rise of turbulent buoyant plumes at the glacier fronts. The plumes entrain
warm AW, which has entered the deep fjord from the shelf, and melts the glacier at
depth. After the plume reaches neutral buoyancy, it further mixes with other inter-
mediate fjord water masses and iceberg meltwater, resulting in complex water mass
transformation. Finally, the diluted freshwater is exported from the fjord at intermedi-
ate depths as a newly formed water mass; “Glacially Modified Water” (GMW). In this
paper, we present the first description of the hydrographic structure in Upernavik, a ma-
jor glacial fjord in northwest Greenland, and focus on the export properties of GMW
from this fjord. We suggest a technique to identify GMW based on comparison of hy-
drographic measurements collected on the continental shelf and inside the fjord, and
then use observations from six years to identify variations in the water masses that flow
into and out of the fjord. Furthermore, we propose a new method based on an Opti-
mum Multi-Parameter technique across multiple years, and show that GMW in summer
is composed of 57.8 £8.1% AW, 41.0 +8.3% Polar Water, 1.0 £0.1% subglacial dis-
charge and 0.2 £0.2% submarine meltwater. Consistent with its composition, we show
a close relationship between water mass properties on the continental shelf (AW and
Polar Water) and the exported GMW properties. Our results are supported by a buoyant
plume model, but we also show that such a buoyant plume model alone cannot accu-
rately reproduce GMW properties. This is because the plume model does not account
for further mixing that occurs after the plume has reached neutral buoyancy. The ob-
tained mixing ratios enable us to derive a rough estimate of the exchange across the
fjord mouth during summer on the order of 50 mSv, without having any current mea-
surements. This study provides a first-order parameterization of fjord-shelf exchange
for large-scale ocean models.

Paper IV: Past, present, and future Arctic Ocean stratification from observations
and CMIP6 simulations

Muilwijk, M., Smedsrud, L.H., Polyakov, 1., Nummelin, A.

Paper IV investigates changes in Central Arctic Ocean stratification in the twentieth and
twenty-first centuries. Because of large amounts of river runoff, ice melt, net precipi-
tation, and a relatively fresh Pacific inflow, the Central Arctic Ocean is one of the most
stratified oceans on Earth (Li et al., 2020). This strong stratification is critical to the
system’s physical, biological and biogeochemical components, as it effectively shields
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the sea ice cover from oceanic heat found at depth, limits primary production due to re-
duced nutrient fluxes, and reduces the ocean’s capability to take up atmospheric CO2.
In a future warming climate, the freshwater flux into the Central Arctic Ocean is ex-
pected to increase, likely strengthening the stratification. Simultaneously, however, the
AW and Pacific Water inflows are expected to warm and shoal, and possibly increase,
and the sea ice cover is expected to shrink with a warming atmosphere —— changes
which could potentially result in a weakened stratification. This can be seen as a “tug
of war” between the ongoing “Atlantification” and local freshening, and as of today,
there is no scientific consensus on which process will dominate under future global
warming. We present the first in-depth investigation of Arctic Ocean stratification in
different regions from future simulations aided by a unique archive of historical ob-
servations. Using this 47-year long observational record, we synthesize the observed
changes before we compare these with simulations from the Community Earth System
Model large ensemble simulation (CESM-LE) and an ensemble of 9 climate models
from the Coupled Model Inter-comparison Project Phase 6 (CMIP6). We present a
new indicator of stratification and show that from 1970 to 2017, the stratification of
the upper Central Arctic Ocean has generally increased. On average, over the obser-
vational period, the halocline layers have warmed Arctic-wide, and this is projected to
continue throughout the twenty-first century. In the Amerasian Basin, the halocline has
freshened, whereas, in the Eurasian Basin, a moderate increase in salinity has been ob-
served. Within the Amerasian Basin, there is agreement between models that the upper
layers will become fresher and more stratified in the future. On the other hand, there
is a divergence between the models regarding future stratification within the Eurasian
Basin. Approximately half of the suite of models project a strengthened future stratifi-
cation in the Eurasian Basin, and the other half project a weakened future stratification.
All models show an overall freshening in the upper layers of the Eurasian Basin, but
some models show a substantial freshening in the AW layer as well. The different
vertical distributions of the freshening results in different effects on the stratification.
Models which only simulate a freshening near the surface show increased stratification.
In contrast do models that simulate equally strong freshening in the AW layer show a
weakened stratification. The AW freshening appears to be an advective signal. Mod-
els thus differ in large-scale circulation and in the propagation of salinity anomalies,
ultimately affecting the stratification in the Eurasian Basin. Although Atlantification
continues well into the future, it is apparent that local freshening is a dominant process
regarding future stratification changes. Whether the Eurasian Basin becomes more or
less stratified in the future may depend on to which degree salinity anomalies from the
Arctic outflows ultimately return with the AW inflow.



Chapter 5

Perspectives and outlook

The Arctic Ocean is literally a hotspot of the ongoing global warming. It is thoroughly
established that the coupled ocean-sea ice system is an active and amplifying compo-
nent of the global climate system, but many of the mechanisms governing Arctic Ocean
climate trends and variations, and their linkage to lower latitudes, are not yet fully un-
derstood. Also, how the Arctic Ocean dynamics might change as the region continues
to warm and the sea ice cover continues to decline remain uncertain. The poleward
oceanic heat transport and its naturally varying fluctuations are central and essential
pieces of this puzzle, as it governs the climate in the Atlantic sector of the Arctic.

This thesis addresses some central aspects of AW variability, the underlying forcing
mechanisms, and subsequent impacts on sea ice and marine-terminating glaciers. The
analysis presented in the papers shows the essential role of wind forcing on the AW
inflow while also eluding to the role of atmospheric cooling and buoyancy forcing. The
findings indicate a complex balance between local (freshening) processes and advective
(Atlantification) processes in the Eurasian sector of the Central Arctic Ocean, which
becomes more and more essential — and at the same time more uncertain — in the
future (Paper IV).

The work furthermore demonstrates both strengths and weaknesses of Arctic Ocean
model simulations. As an example, it is shown in Paper I that the variations in the sim-
ulations agree well with available observations. In Paper II we show that forced model
experiments yield valuable information on how the system responds to external forc-
ing despite significant model differences and biases. This conclusion is based on the
fact that very different model systems respond similarly to the same external forcing.
Nonetheless, our results show that state-of-the-art Arctic Ocean simulations still have
a large spread in hydrography and circulation patterns, and therefore have high uncer-
tainty for hindcasts and future projections.

The model divergence is generally larger in the Arctic than elsewhere on the planet,
much because of the complex — and non-linear — coupling between atmosphere, sea
ice and ocean (Winton, 2008). Therefore, we make the point that for studies of the
Arctic Ocean, relying on the output from a single model system is insufficient — a
multi-model approach is necessary to increase the confidence in the results. Also, many
ensembles from a single model system may skew the results towards specific model bi-
ases or physical/thermodynamical deficiencies. Due to the inherent uncertainty of the
models, studies of the Arctic Ocean must be grounded in and validated by observa-
tions. Direct observations of the ocean, sea ice and atmosphere, and particularly long
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time series remain essential to identify and understand leading mechanisms acting on
different time scales and possibly changing as a result of changes in the background
climate, and subsequently implications of Arctic variations and potential predictability.
The work presented in this thesis naturally points towards several open questions, some
of which will be discussed here.

5.1 AW temperature variability

In Paper I we discuss the interannual to near decadal variability of AW in the Nordic
Seas and the Arctic gateways. Observational records and simulations also show evi-
dence of multidecadal variability in AW temperature from 1900 to today, with an Early
Twentieth-Century Warming (ETCW) followed by a colder period and another warm-
ing from approximately the 1980s. This was not a major focus in our paper, but we
contributed to the topic by concluding that the ETCW is mainly a result of a temper-
ature anomaly and not a volume transport anomaly, and that the ETCW period was
subject to weak atmospheric damping. We also concluded that during the ETCW, there
was nearly no correlation between the AW flow in the Nordic Seas and the NAO and
the wind stress curl. The ETCW is undoubtedly a real warming signal, but whether
this was just a singular warm period (Mann et al., 2021) or part of a repeated pattern
(AMO, Otterd et al. (2010)) remains debated. Our simulation was not long enough nor
had enough model members to statistically assess this question, and there is still uncer-
tainty regarding the forcing mechanisms governing a potential AMO. This is an impor-
tant question because we do not know whether the current warm period (1980— today)
is a pure global warming signal or a combination of global warming and multidecadal
variations. This raises the follow-up question whether the future will be entirely domi-
nated by a steadily increasing global warming signal or if the trends will be somewhat
dampened and amplified by multidecadal variations. Future work is required on dis-
entangling the possible co-existence of multidecadal variations and a global warming
signal, especially if we are to improve our predictable skills.

In paper I and Smedsrud et al. (2021), we found that AW temperature trends and
anomalies increase poleward in the Nordic Seas. This was evident from observations
and the NorESM simulations, but the mechanisms were not investigated in detail. In
some follow up analysis we found no apparent south-to-north increase in trends, but
that it is more spatially varying. In other words, there are some “hotspots” where the
AW, but also SST, trends are stronger than in other places. This is especially the case
around Svalbard and in the Barents Sea. Surface fluxes are a likely cause (Skagseth
et al., 2020), and in Smedsrud et al. (2021) we discussed that the increase in poleward
directed anomalies was mainly due to a large trend in AW temperature advection, and
a fairly constant heat losses in the Nordic Seas, resulting in larger anomalies further
north. Further elaboration on this topic could be an interesting contribution to the gen-
eral understanding of Arctic-Atlantic variability.

In general, the role of surface fluxes and sea ice on AW heat variability is not dis-
cussed in great detail in Paper 1. The overall heat loss in the Arctic Ocean contributes
to significant variations in AW heat transport over time. This has been subject to fur-
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ther investigations in Smedsrud et al. (2021). In paper I and in Asbjgrnsen et al. (2019),
it has been shown that the local atmospheric forcing contributes to approximately half
of the variation in AW heat transport, confirming earlier results of Mork et al. (2014).
In Smedsrud et al. (2021) we found that much of the variability in the surface heat
fluxes are linked to the frequency of cold air outbreaks and cyclones. The trends are
relatively small, which is interesting since increasing SST implies stronger cooling.
However, the atmosphere also warms and the stability of the marine boundary layer
and advection may change, likely leading to small changes to the local the heat bud-
get. In the twentieth century, the trends in heat loss are largest in the Barents Sea and
Central Arctic Ocean, primarily due to loss of sea ice. The sea ice efficiently insulates
the ocean. Furthermore, during sea ice is formation, latent heat is released to the atmo-
sphere, implying that the ocean only cools once and where the sea ice melts (Smedsrud
etal.,2021). As the open water area continues to increase into the future, potential heat
loss increases. This might again change the balance between the importance of local
cooling versus advected anomalies on the AW heat variability. In the Nordic Seas in
the twentieth century, there has been a sea ice loss, but only a small (and not signifi-
cant) trend in heat loss. In Smedsrud et al. (2021) we argue that this is because the ice
loss occurred over a region with cold surface water. Nonetheless, future studies should
continue to investigate the various mechanisms of Arctic-Atlantic heat anomalies (Asb-
Jjornsen et al., 2019) in a warming and more ice-free Arctic, as the current relationships
will likely prevail in the future. Potential changes in the large-scale atmospheric cir-
culation must also be considered. In Paper I, we show that there is a good correlation
between the large-scale atmospheric circulation and the AW inflow strength, but that
this relationship is temporarily varying. The major governing circulation patterns dis-
cussed in Paper I and II might therefore undergo changes in the future.

Despite having a cold bias in the Nordic Seas and Central Arctic Ocean, the
NorESM model used in Paper I, II, Smedsrud et al. (2021) and Le Bras et al. (2021)
captures most of the observed variability well but loses its oceanic heat too quickly on
the way northward. This is a common feature for many global models (/licak et al.,
2016), but the reasons are not yet fully understood. The coarse spatial resolution and
the fact that models generally are too diffusive in the horizontal plane might be a pos-
sible explanation (Docquier et al., 2020). Highly uncertain vertical mixing parameteri-
zations in the Arctic — often tuned to represent the global ocean — is another possible
explanation. Furthermore, and related to the spatial resolution factor, NorESM does
not resolve eddies. A large part of the AW is recirculated before it reaches the FS and
BSO, and what sets how much is being recirculated is still not completely clear to us.
Furthermore, the results presented in Paper II showed that the models have very dif-
ferent AW circulation in the Central Arctic Ocean. The Lomonosov Ridge creates a
potential vorticity barrier, so differences among the momentum advection schemes and
momentum closure schemes might lead to differences among the models. These are all
important problems, and in order to achieve more accurate projections, these should be
topics for in-depth analyses and model developments. It is also important to note that
the above problems are likely not automatically solved with increased spatial resolu-
tion. Significant improvement in mixing paramterizations are needed, and twin-type of
experiments with different resolutions and different model systems are required to bet-
ter understand the effect of resolution changes (Docquier et al., 2020).
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Ocean heat transport is calculated and discussed in papers I, I, and Smedsrud et al.
(2021). We acknowledge that technically heat transport is only correctly calculated as
a heat-transport convergence in a closed budget, which we do partly in Paper I and in
Smedsrud et al. (2021). Heat transports through single straits cannot be independent of
the reference temperature, and technically these are so-called “temperature-transports
(Schauer and Beszczynska-Moller, 2009). In paper I, we still compare straits and sec-
tions to each other but argue that this is possible since we use the same reference tem-
perature for all. In Paper II, the assumption of 0°C as a reference temperature in the
BSO is equivalent to the assumption that all outflowing water masses (on the northern
end of the Barents Sea) has this temperature. Time series of the heat transport through
the northern gates of the Barents Sea was not available for all models in that study, but
we know from earlier work (e.g., Arthun et al. (2012)) that the 0°C reference is an ac-
ceptable and working value for the Barents Sea. The Davis Strait outflow has a positive
heat contribution (Paper I) because the outflow is colder than the reference temperature
of °C. We do not believe that this is pertinent for our study but we have not investigated
this further. The cold outflow could affect variability in the Labrador Sea, hence being
important for the hydrographic conditions and sea ice here and in the Baffin Bay. What
controls the cold outflow variability is not investigated in this paper either, but we as-
sume that Arctic sea ice and conditions in the BG are important here.

5.2 AW forcing mechanisms

As discussed in Chapter 2.2.2, there are two perspectives on what drives the poleward
AW flow: a “push” and a “pull” mechanism. However, which is the most important
driver, and what governs temporal variations? Both the double-estuary (pull) perspec-
tive and the f/H following wind-driven (push) perspective provide good explanations,
and these processes work together to facilitate AW inflow and circulation around the
Arctic Ocean (Timmermans and Marshall, 2020). On their own, neither of these per-
spectives can provide a complete picture: in the double-estuary explanation, there is no
role for topography or wind, and in the f/H frame work, the flow is barotropic, whereas
strong stratification exists along the AW pathway (Timmermans and Marshall, 2020).
The governing factor for the variability is likely a question of timescales; different pro-
cesses might be more important at different timescales. This was further investigated
in (Smedsrud et al., 2021), where we particularly focused on the relationship between
the volume transport and cooling in the Nordic Seas. Here were found that over long
(+5 year) timescales, the overall relationship between the heat loss and inflow volume
is clear, as was also suggested by Eldevik and Nilsen (2013). However, on a year-to-
year basis, the wind variability appears to dominate (Smedsrud et al., 2021). There is
an especially high correlation between the simulated inflow across the GSR and the
along-coast wind strength since the along-coast winds drive Ekman transport towards
the coast, which drives a barotropic inflow. This strengthens our findings in papers
I and II, where we show a clear relationship between NAO-type wind forcing in the
Greenland Sea and the poleward AW volume transport. It also strengthens results from
Bringedal et al. (2018), who studied the AW inflow across the GSR over the observed
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period (1996-2016) and concluded that wind forcing drives much of the seasonal and
interannual variability. Nonetheless, as discussed above, the importance of wind ver-
sus buoyancy forcing might change in the future as the Arctic continues to warm, the
sea ice cover reduces, and the freshwater-driven estuarine forcing increases. The topic
therefore warrant continued studies, and long-term observations across the AW inflow,
such as the straits along the GSR and along the OSNAP array further south, are criti-
cal. Furthermore, long-term variations and trends in the wind field will likely affect the
AW inflow in the future. Several studies have documented an increase in wind speed in
some regions of the world ocean, which also needs to be continuously studied.

A general weakness of the experimental setup in Paper II was the permanent loca-
tion of the wind stress anomaly, which was decided prior to our analysis. A lateral shift
is explained briefly in Paper II, and the position and extension of the wind anomalies
were chosen to match observed variability by Marshall et al. (2017), but we did not
have the chance to investigated spatial changes fully because it would involve running
nine different models with new forcing. The relative intensity of AW recirculation and
FS/BSO inflows are likely impacted by the exact location of the northern edge of the
wind stress anomaly. As a result, the importance of the lateral shift of the NAO-like
SLP pattern remains unknown. It would be very interesting to see studies that inves-
tigate how the exact location of wind anomalies and the direction of different wind
patterns affect the AW flow. Nevertheless, we expect the conclusions drawn in paper 11
to be robust and only mildly sensitive to lateral shifts of the wind anomalies. Another
interesting impact of the GS wind forcing is the effect on the Arctic outflows. Our Pa-
per II only focused on the impact of the northward flow, but results also indicated clear
impacts on the outflow of PW and sea ice through the western parts of the FS, which
was not subject to further analysis due to time limitations. Future work could expand
the CRF approach on Arctic freshwater exports, building on the work by Smedsrud
et al. (2017), who found clear relationships between sea ice export and local wind in
the FS.

An ultimate motivation for understanding the mechanisms driving Arctic climate
variability on different timescales is to improve projections of future changes, both on
shorter interannual timescales and longer climate timescales. Such projections are use-
ful not only for climate science but also for security and the management of fisheries,
shipping, tourism, and other industries. For example, the relationship between ocean
heat transport and sea ice anomalies has allowed for skillful predictions of the win-
ter sea ice cover on interannual to decadal time scales (/irthun et al., 2017; Onarheim
et al., 2015; Yeager et al., 2015). The CRF method applied in Paper II allows for skill-
ful prediction of the AW flow in the Nordic Seas and the Barents Sea based on wind
anomalies. This methodology could be further advanced by looking at CRFs on dif-
ferent timescales, for example, seasonal timescales (Lambert et al., 2019). Different
predictors could also be tested. The methodology only works if there are not too many
(interacting) feedback mechanisms but appears very valuable for systems where the re-
sponse has a certain delay. We suggest that the CRF methodology could be used on
other systems where there is a societal need for predictability and a know memory or
delay in the system. The effect of runoff from Greenland is one example where CRFs
could be useful. Using a step-change function on a proper fjord-ocean parameteriza-
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tion (Section 5.4) could be an improvement of traditional “hosing experiments” (e.g.
Fichefet et al. (2003); Swingedouw et al. (2013); Yu et al. (2016)).

Although not directly investigated in this thesis, our work connects to studies fo-
cusing on the larger scale ocean variability and the AMOC. We will not go into detail,
but the AMOC has for obvious reasons been subject to numerous studies over the last
decades and was truly popularized as it featured in the movie “Day after tomorrow” in
2004. Several studies associate a strengthened AMOC with increased poleward ocean
heat transport, which leads to the AMOC influencing Arctic sea ice and Arctic temper-
atures indirectly (Yeager et al., 2015; Zhang, 2015). Furthermore, the AMOC is likely
influenced by the flux of Arctic freshwater originating from high northern latitudes
(Lozier, 2012; Lozier et al., 2019). On the other hand, the inflow of AW to the Nordic
Seas is projected to increase, whereas the AMOC is projected to weaken (Arthun et al.,
2019; Nummelin et al., 2017). It thus appears that we do not yet have a complete mech-
anistic understanding of how the northward flow of AW and the AMOC is connected.
Another possibility is that their connection changes completely in the future. Nonethe-
less, Arctic variability, how it connects to variability further south, and all the feedback
loops involved remain an important topic of research.

5.3 Arctic Ocean stratification

Paper IV investigates the past, present, and future changes of Arctic Ocean stratifica-
tion. This is still a manuscript in progress but already inspires some elaborations. A
major finding from this work is that in the future, some CMIP6 models simulate an
EB freshening both at the surface and in the AW layer, whereas some models simu-
late an EB freshening in the surface layer only. The mechanisms behind these different
freshening regimes and the debate of local freshwater forcing versus remote (AW/Pa-
cific Water) forcing are not yet completely certain. Based on analysis of spatial salinity
trends in NorESM and CESM-LE (Paper 1V), we speculate that the AW freshening in
the NorESM is a signal that originates in the Arctic and propagates to the North Atlantic
Subpolar Gyre before it returns to the AW inflow. In CESM-LE, the Arctic freshen-
ing leaves the Arctic and does not return, perhaps due to differences in the large-scale
circulation and different balances between the horizontal and overturning parts of the
circulation. However, this cannot be confirmed without investigating long-term fresh-
water transports through the Arctic gates as recently done by Zanowski et al. (2021).
Future analysis potentially included in this manuscript is a complete freshwater budget
of the Central Arctic Ocean. Comparing the various contributions of freshwater to the
Arctic Ocean in the future and temporal variations and changes for an ensemble of dif-
ferent model systems might shed light on the mechanisms at play. Factors that could
be included are river runoff, contributions from sea ice melt/freeze, precipitation minus
evaporation, and AW and Pacific Water contributions. Paper IV furthermore confirms
the statement in the introduction to this chapter; that a multi-model approach is nec-
essary when investigating Arctic Ocean dynamics. We show that although there is an
agreement in the BG, the models have some fundamental differences, leading to oppo-
site projections of future stratification in the EB region. This might have consequences
for the local sea ice cover and the potential for dense water formation at new loca-
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tions (Lique and Thomas, 2018), as observed in the Barents Sea (Skagseth et al., 2020)
and north of Svalbard (Athanase et al., 2020; PérezHerndndez et al., 2019). There is
no way to tell which projection is more realistic, but this “negative result” is still very
important.

5.4 Fjord exchange parameterizations

In Paper III, we lay the foundation for what could become a parameterization of fjord-
ocean exchange in Greenland. Coupling the Greenland ice sheet and active ice sheet
models to the ocean and ocean models is an ongoing and important research topic. The
impact of Greenland’s meltwater on ocean circulation is still poorly known but could
potentially be serious. Most ocean models do not include the water mass transformation
which occurs in the fjord as a process. The models either dump the freshwater input
(e.g., Bamber et al. (2018)) as a virtual salinity flux at the surface or the freshwater is
evenly distributed in the uppermost layers. The upwelling and mixing with AW within
the fjord are usually not included. Therefore, the relationships we have found between
shelf and GMW properties and the dilution coefficients provide a solid prospect for a
parameterization of GMW export. However, we only investigated a single glacier-fjord
system in northwest Greenland. The GMW properties need to be investigated in mul-
tiple fjord systems along the Greenland coast. It is possible that similar results can be
obtained from other fjords that share characteristics with Upernavik, such as a deep sill
and limited spatial variability within the fjord (Straneo et al., 2012). On the other hand,
there are also many fjord systems in Greenland with completely different circulation
regimes such that our methods might not work. We did not discuss the details of cir-
culation in Upernavik in Paper III, as we did not have access to current observations.
Previous studies investigating Greenland fjord circulation found that the circulation is
complicated and forced by multiple external factors Straneo et al. (2011); Sutherland
et al. (2014). For example, Sutherland et al. (2014) found evidence in Kangerdlusauq
and Sirmilik fjords in southeast Greenland of a seasonally varying intermediary circu-
lation, superimposed on the weaker estuarine circulation. They also showed that the
estuarine circulation part is complicated because it consists of multiple outflows (at the
surface and intermediate-depth as GMW). The intermediary circulation could be forced
by density variations near the fjord mouth, driven by local winds, or tides (Sutherland
et al., 2014). This circulation depends on the detailed fjord bathymetry and geogra-
phy and is likely to vary greatly from fjord to fjord. Another example of a completely
different fjord system where our methods are not likely to work is the Sherard Osborn
fjord in northern Greenland, where a shallow sill limits the inflow of warm AW, effec-
tively shielding the Ryder glacier from the warm subsurface waters (Jakobsson et al.,
2020). Observations of many different fjord systems are required to produce a more ac-
curate parameterization that could work for different fjord systems or perhaps a certain
region. There is also a need for longer-term observations, including current measure-
ments, to properly resolve the seasonal variability. Furthermore, observations need to
be obtained both inside the fjords and on the continental shelf outside the fjord’s mouth.
Future work should also include a method to include the surface layer in the GMW ex-
port. We know that the surface layer includes a significant portion of the runoff and
meltwater, but it is not easy to separate the different freshwater sources without noble



52 Perspectives and outlook

gases. The surface layer is also highly variable over short time periods and can be dif-
ficult to observe due to icebergs and ice melange.

5.5 Concluding remarks

In order to better understand the variability and impacts of the northward AW flow in
the Arctic Ocean and skillfully predict future climate, continuous monitoring of the
gateways is of paramount importance. Long observational time series of the Central
Arctic Ocean basins also remain critical to further improve our understanding of the
complex Arctic Ocean climate system. Furthermore, continued focus on improving pa-
rameterizations of key ocean processes such as water mass transformation, mixing, and
brine release in large-scale ocean circulation models is needed. The effect and impor-
tance of model resolution also warrant further investigations. Improved understanding
of these factors — and of the Arctic Ocean as a part of the global ocean and climate
system — can only be reached through continuously combining modeling efforts with
observations. By assessing the AW variability, its forcing mechanisms, and the impacts
of this variability, the four papers that constitute this thesis emphasize the importance
of warm and saline AW in the Arctic climate system. In summary, the main conclusions
are:

* AW heat transport variability dominates the oceanic heat transport variability in
the Northern Hemisphere (Paper I)

* AW volume transport changes mainly due to wind stress curl, and AW tempera-
ture mainly due to advection and local atmospheric forcing (Paper I)

* Stronger/weaker winds over the Greenland Sea results in stronger/weaker flow of
Atlantic Water in the Nordic Seas and into the Arctic Ocean (Paper 1I)

* In the Barents Sea, there is a linear relationship between Atlantic Water volume
and heat transport, surface heat loss, and sea ice extent (Paper II)

 Freshwater from Upernavik fjord in northwest Greenland is exported as a diluted
water mass at depth named “Glacially Modified Water (GMW), which consists of
major parts AW and PW and only minor parts subglacial discharge and meltwater
(Paper III)

* Variations in GMW properties reflect variations in the AW and PW source waters,
emphasizing a close relationship between the shelf properties and export from
Upernavik fjord (Paper III)

* CMIP6 simulations project that under a strong global warming scenario (SSP585),
the AW will continue to warm throughout the twenty-first century, and the entire
Arctic Ocean will undergo a strong freshening (Paper IV)

¢ CMIP6 models consistently project a strengthened stratification in the Amerasian
Basin in the future, whereas in the Eurasian Basin, half of the models investi-
gated show a weakened stratification in the future and half of the models show a
strengthened stratification (Paper IV)
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Abstract Northward ocean heat transport and its variability influence the Arctic sea ice cover, contribute
to surface warming or cooling, or simply warm or cool the Arctic Ocean interior. A simulation with the forced
global ocean model NorESM20CR, aided by hydrographic observations since 1900, show large decadal
fluctuations in the ocean heat transport, with the largest variations in the Atlantic sector. The simulated net
poleward ocean heat transport over the last century is about 68 TW, and 88% of this occurs in the Barents
Sea Opening (45 TW) and the Fram Strait (15 TW). Typical variations are 40 TW over time scales between 5
and 10 years, related to thermohaline and wind stress forcings. The mean heat transport in the Davis Strait is
about 10 TW, and less than 5 TW flows north in the Bering Strait. The core temperature of the Atlantic Water
(AW) entering the Arctic Ocean has increased in recent decades, consistent with an ongoing expansion

of the Atlantic domain (Atlantification), but earlier warm events are also documented. The temperature

of the northward-flowing AW thus plays a vital role, with decadal variations of around 0.5 °C. The Nordic
Seas atmosphere contributes with thermodynamic forcing, dampening the advected heat anomalies. In the
Barents Sea, variations in the inflow volume flux dominate, while variations in temperature dominate

the heat transport in the Fram Strait. There are significant trends over recent decades, also dominated

by the Barents Sea that presently has 1 Sv higher volume transport and +1.0 °C warmer AW than the
long-term mean.

Plain Language Summary Ocean currents bring heat northward into the Arctic Ocean. This ocean
heat influences the sea ice cover regionally and warms the Arctic Ocean surface and interior. Warm and
salty Atlantic Water that enters the Arctic Ocean through the Fram Strait and the Barents Sea dominates
the oceanic heat contribution to the Arctic Ocean in the 20th century. In this study, we have investigated
how this ocean heat transport has varied over time and which physical mechanisms that influence these
variations. Understanding these natural variations is important for explaining ongoing Arctic change today.
Our main tool for investigation is a global ocean model driven by observed atmospheric variations, and

we compare this model with observations of temperature and salinity in the Nordic Seas. We find that

the ocean heat transport has varied on different time scales and that these variations are linked to changes
in the wind systems in the Nordic Seas, atmosphere-ocean heat exchanges, and, to some extent, local winds
in the straits. Overall, the ocean heat transports and Atlantic Water temperatures have increased during
recent decades. These changes are especially large at the Barents Sea entrance where the water has warmed
about 1°C.

1. Introduction

A shrinking cryosphere, including accelerated loss of Arctic sea ice, is one of many indicators of global-scale
warming. The Arctic, as an example, has lost more than half of its sea ice volume over the last 40 years
(Carmack et al., 2015; Comiso, 2012). The rise of surface air temperature has also been anomalously large at
high northern latitudes, a feature often termed Arctic Amplification (Chylek et al., 2009; Serreze et al., 2006;
Serreze & Barry, 2011). In recent years the surface warming has been the largest in the Barents Sea, where the
position of the sea ice edge has been linked to variations in the inflow of Atlantic Water (AW; Arthun etal., 2012;
Koenigk & Brodeau, 2017; Onarheim & Arthun, 2017; Onarheim et al., 2015, 2018; Sandg et al., 2014). For the
future decades and century, it is still an open research question to which extent the Arctic Ocean will be dom-
inated by enhanced warming through the surface or by an increased poleward ocean heat transport (Burgard
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& Notz, 2017). Here we investigate how ocean heat transport toward the Arctic Ocean has varied in the 20th
century and what the controlling mechanisms are. We present a century-long model simulation, supported
by long-term observations, exploring variations in heat transport to the Arctic Ocean since the end of the
19th century. The model used is the ocean and sea ice component of the Norwegian Earth System Model
(NorESM-0), forced by a reanalysis data set for the period 1871-2009 (He et al., 2016). The following topics
are addressed: (i) identification of the interannual- to decadal-scale variations in the poleward heat transport,
(ii) the underlying mechanisms responsible for these variations, and (iii) explanation of how the variations are
distributed across the main straits connecting the Arctic to the global ocean.

Oceanic heat enters the Arctic Ocean as AW through Fram Strait (FS) and the Barents Sea and as Pacific Water
(PW) through the Bering Strait (Carmack et al., 2015). Based on early observations, Aagaard (1989) suggested
that AW should be the most important oceanic heat supply to the Arctic Ocean. Historical observations show
awarming trend in core temperature of AW entering the Arctic Ocean over the last few decades (1977-2015;
Alexeev et al., 2013; Polyakov et al., 2012, 2017; Quadfasel et al., 1991). The interaction between AW, PW, and
Arctic sea ice has in previous studies been discussed due to the strongly stratified cold halocline layer, with
temporal and spatial variations (lvanov et al.,, 2016; Woodgate et al., 2006; R. Zhang, 2015). The sea ice near
the inflow regions may respond passively to variations in AW and PW heat transports, and recent studies now
suggest a direct effect on sea ice loss both in the Eurasian and Canada Basins (Polyakov et al.,, 2017; Woodgate
etal, 2010).

The recent change in the Eurasian Basin has by Polyakov et al. (2017) been discussed as part of an Atlantifica-
tion of the Arctic Ocean, that is, an expansion of the Atlantic domain. Nansen (1902) already identified AW as
the key heat source for the Arctic Ocean. Roles of the different AW branches in transporting heat variability
are still not clear, especially on decadal and multidecadal time scales. A portion of the suggested Atlantifi-
cation and recent warming has been attributed to the current, human-induced global warming. However,
past periods of warm AW, like the Early Twentieth Century Warming (ETCW) during the 1930s and 1940s have
been thoroughly documented (Bengtsson et al., 2004; Yamanouchi, 2011). Thus, it is reasonable to assume
that the AW warming trend in the Arctic Ocean should be a manifestation of both anthropogenic forcing and
multidecadal variations.

The paper is organized as follows: A summary of the ocean heat transport toward the Arctic Ocean and its
variability is given in section 2. In section 3, the model, available observations, and methods are outlined.
The simulated volume and heat transports through Arctic Ocean straits, the observed AW variability, and the
model’s ability to simulate the observed variability are presented in section 4. We then discuss the drivers of
heat and volume transport variations and the covariability between the main gateways in section 5. Finally,
we summarize our conclusions in section 6.

2. Background

2.1. AW and PW in the Arctic Ocean

The warm and salty AW enters the Nordic Seas (consisting of the Greenland, Iceland, and Norwegian Seas)
close to the eastern coast of Iceland and through the Faroe- Shetland Channel close to Shetland (Orvik & Niiler,
2002; Figure 1). After it has entered the Nordic Seas, the AW continues northward toward the Arctic Ocean in
two different branches, a western branch that feeds the interior of the Norwegian Sea and an eastern branch,
more commonly known as the Norwegian Atlantic Slope Current, flowing northward as a near barotropic
shelf-edge current (Orvik et al., 2001).

Off the northern coast of Norway, the Norwegian Atlantic Slope Current divides in two branches, one entering
the Barents Sea between the Bear Island and Norway, hereafter called the Barents Sea Opening (BSO), and
one, the West Spitsbergen Current, flowing northward past Svalbard and into the FS (Aagaard & Carmack,
1989). A large part of the latter current recirculates westward in the FS (Hattermann et al., 2016) and joins the
southward flowing East Greenland Current toward the Denmark Strait, forming a cyclonic loop in the Nordic
Seas. The Barents Sea is one of the shallow (approximately 200 m deep) shelf seas that is part of the Arctic
continental shelf. The AW that enters here is cooled before it enters the deep Arctic Ocean through the St.
Anna Trough (Smedsrud et al., 2013; Figure 1).

Relatively warm and saline PW enters the Arctic Ocean through the shallow (50 m) and narrow (85 km) Bering
Strait (Rudels, 2015). This PW then flows through the Chukchi Sea, where it is modified by heat exchange,
runoff, ice formation, and ice melt, before it finally enters the deep Canadian Basin at the shelf break
(McLaughlin et al., 2004). The PW is less saline and colder than the AW and is mainly confined to the Canadian
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Basin (Rudels, 2015). Although the mean PW temperature is quite low,
the summer PW is relatively warm and plays an important role for the
hydrographic conditions and sea ice in the region (Woodgate et al., 2010).

Several mooring arrays have been deployed for more than 20 years in the
different gateways with the aim of closing the Arctic Ocean heat, volume,
and salt budgets. These recordings show a strongly seasonally varying
AW flow in the FS, with volume transports in winter twice as large as in
summer (4 and 2 Sv, where 1Sv = 10° m?/s; Beszczynska-Méller et al.,
2012). The corresponding heat transport varies from around 28 TW in
summer to 46 TW in winter (relative to a reference temperature of 0 °C;
Beszczynska-Mdéller et al., 2012; Schauer, 2004). A portion of this heat recir-
culates in the FS without entering the Arctic Ocean, with an annual net
inflow into the Arctic Ocean through the FS of about 40 TW (Schauer &
Beszczynska-Méller, 2009). In the BSO, the seasonal difference is smaller,
with a winter mean volume transport of 1.7 Sv and a summer mean of 1.3
Sv (Ingvaldsen et al., 2004a). The observed heat transport through the BSO

is about 70 TW (Skagseth et al., 2011).

SST[ C)

Woodgate et al., (2006, 2010) gave an estimate of the mean volume trans-
port of PW through the Bering Strait at around 1 Sy, with a corresponding

Figure 1. Overview map of the Atlantic Water inflow (red arrows) in the mean heat transport of approximately 12 TW. Volume transports vary from

Nordic Seas and Arctic Ocean (circular) with simulated Sea Surface
Temperature (SST) from the NorESM20CR simulation. Black arrows show the

0.4 Sv in winter to 1.3 Sv in summer, and temperatures vary from freez-

long-term annual mean barotropic current from the model (vertical and ing temperature in winter to 4 °Cin summer (Woodgate, 2005). Variability
temporal mean). Four regions along the Atlantic Water flow path are in volume is explained by a combination of local winds and variation
outlined with colored lines: Sviny (gold), the Barents Sea Opening (red), of the large scale pressure difference between the Pacific and the Arctic

Serkapp (green), and the Fram Strait (blue). The Arctic Ocean straits are

shown in magenta in the overview map.

(Woodgate et al., 2010). Despite its comparatively small volume and heat
contribution, the inflow of PW through the Bering Strait, and especially the
timing of heat input, has a large impact on the sea ice cover in the western
Arctic Ocean (Woodgate et al., 2010).

A final connection between the Arctic Ocean and the Atlantic Ocean is through the Canadian Arctic
Archipelago via the Davis Strait (Figure 1; Beszczynska-Mdller et al.,, 2011; Rudels, 2015). The net outflow
through Davis Strait is estimated between 2.3 and 2.6 Sv (Beszczynska-Méller et al., 2011; Curry et al., 2011).
Due to the low temperatures (negative) of the outflow, the heat transport through Davis Strait has a maximum
positive value of 18-20 TW (Cuny et al,, 2005; Curry et al., 2011).

Here we mainly focus on the interannual- to decadal-scale variations and therefore mainly consider annual
mean transports. For temperature and salinity evaluation, a cross section across the FS is defined at 79° N
(blue box in Figure 1) and one further south at Serkapp (76° N), the latter aligned with a repeat hydrological
section operated by the Norwegian Institute of Marine Research (Lind & Ingvaldsen, 2012; green box in Figure 1).
The BSO section is defined between the islands Fugleya and Bear Island, where we also have a long record of
observations (red box in Figure 1). AW properties have also been investigated in a section at 64° N, commonly
known as the Svingy section (yellow box in Figure 1).

2.2. AW Long-Term Variability

Based on available observations, the inflow of AW into the Arctic Ocean has varied both in temperature, vol-
ume, and salinity. For example, over the last few decades, the AW layer in the Arctic Ocean has been subject
to warming and shoaling. Early evidence of this warming was found in the Nansen Basin in 1990 (Quadfasel
etal, 1991). In the years to follow, several studies have confirmed the warming trend of AW at different loca-
tions in the Arctic Ocean (Carmack et al., 1995; Grotefendt et al., 1998; Morison et al., 1998, 2000; Rudels
et al., 2000; Schauer et al., 1997, 2002; Steele & Boyd, 1998; Swift et al., 1997). Although the absolute warm-
ing has been spatially variable, the maximum core temperature of the AW has increased with 1-2 standard
deviations from the 1970s to the early 2000s (Polyakov et al., 2012). This change has, at least partially, been
attributed to global warming (Banks et al., 2000; Barnett et al., 2001, 2005; Kay et al., 2011; Levitus et al., 2000;
Polyakov et al., 2010).
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The AW warming has not been constant in time. A local maximum was observed in the mid-1990s (Polyakov
et al, 2010), followed by a minimum where the warming slowed and a slight cooling in the late 1990s (Boyd
& Steele, 2002). Remnants of this signal arrived in the Canadian Basin in the early 2000s (Shimada, 2004). It
appears that the warming of AW occurs as pulses. For example, the AW temperatures in the FS were lower in
1997 than in the mid-1980s (Rudels et al., 2000) but increased again after 1998, indicating a new warm pulse
(Dmitrenko et al., 2006, 2008; Polyakov, 2005).

Although the recent anomalies in the AW inflow are warmer than previously observed, it has been suggested
that some of the changes described above can in part be attributed to multidecadal fluctuations with a time
scale of 50-80 years (Polyakov, 2005; Polyakov et al., 2004, 2009; Smedsrud et al., 2013). The AW tempera-
ture records in the Arctic Ocean show two warmer periods, one in the 1930s to 1940s (ETCW) and one in the
1990s to 2000s, and two colder periods, one early in the 1900s and the second one in the 1960s to 1970s
(Polyakov, 2005; Polyakov et al., 2004). Also in the Barents Sea, the AW temperature shows substantial vari-
ations on decadal time scales. Observations from the Kola section since 1900 (Tereshchenko, 1996) show a
cold period in the early 20th century, a warm period between 1930 and 1950, followed by a cold period until
the 1970s, and finally the ongoing warming. These low frequency variations in AW temperature agree well
with the Atlantic Multidecadal Oscillation index of Sutton and Hodson (2005), representing the large-scale
sea surface temperature variation throughout the North Atlantic Ocean.

The AW inflow volume transport to the Arctic Ocean also varies, but unfortunately, the current observations
are more sparse than hydrographic observations. In BSO and FS, currents have been observed continuously
by moorings since 1997 (Beszczynska-Méller et al., 2012; Fahrbach et al,, 2001; Ingvaldsen et al., 2004a). At the
Svingy section, near the AW inflow to the Nordic Seas, the instrumental record of ocean currents dates back
to 1995 (Orvik et al,, 2001). All these time series show a relatively large (1-2 Sv) year-to-year variability, with
an exception of the Svingy section volume transport that increased with more than 3 Sv in 1997. However,
the time series are too short to reveal any decadal or multidecadal variations.

Helland-Hansen and Nansen (1909) were the first to give a comprehensive description of the hydrographic
conditions in the Norwegian and the Barents Seas and the relationship between the two. They indicated, for
example, a 2-year delay in the temperature signal from Sognesjgen (61° N) to the Russian Kola section down-
stream in the Barents Sea. We now know from several other studies that temperature anomalies propagate
northward from the North Atlantic along the path of the Norwegian Atlantic Slope Current (Furevik, 2000;
Holliday et al., 2008; Yashayaev & Seidov, 2015). This poleward propagation is not only the case for tempera-
ture anomalies but also for salinity. For example, Arthun and Eldevik (2016) and Holliday et al. (2008) showed
that interannual to decadal ocean heat anomalies propagate persistently toward the Arctic, and Glessmer
et al. (2014) showed the same for salinity anomalies.

2.3. Forcing Mechanisms Controlling AW Variability

Both thermodynamic atmospheric forcing and changes in ocean volume transport have been suggested to
explain the above-mentioned temperature and heat anomalies in the Nordic Seas (Arthun & Eldevik, 2016;
Carton et al.,, 2011; Furevik, 2001; Mork et al., 2014; Skagseth et al., 2008). Mork et al. (2014) found that heat
fluxes are responsible for about half of the observed interannual heat content variability but that the fraction is
nonstationary in time. Variations in AW volume are clearly important, but explaining the forcing mechanisms
for this flow is an ongoing research question (Skagseth et al., 2008). The flow is likely to be both thermohaline
and wind driven, with the relative role of the forcing components varying on different time scales (Skagseth
etal, 2008).

A major part of the thermohaline forcing is the cooling of AW as it moves northward. This generates an outflow
of denser waters from the Nordic Seas. This outflow lowers the sea surface height in the Nordic Seas and
acts as a “pull” mechanism on the AW. Hansen et al. (2010) showed that this is the case for the AW inflow
through the Iceland-Faroe branch, and Richter et al. (2012) showed that 22% (Iceland-Faroe branch) and 38%
(Faroe-Scotland branch) of the variations in the volume transport can be explained using direct observations
of sea surface height.

A number of previous studies have investigated the wind-driven forcing (Herbaut et al., 2017; Orvik &
Skagseth, 2003; Richter et al.,, 2009; Sandg et al., 2012; Skagseth, 2004; Skagseth & Orvik, 2002). Alongshore
winds at the Norwegian coast, for example, induce Ekman transport toward the coast which is balanced by an
along-slope current. This mechanism is one of the key drivers of variations in the AW inflow and can be linked
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to atmospheric lows with a typical trajectory toward northeast (Skagseth, 2004; Skagseth & Orvik, 2002). Orvik
and Skagseth (2003) also found correlation between the Svingy section volume transport and the wind stress
curl at 55° N. However, Sandg and Furevik (2008) showed that the latter relationship breaks down after 2004
and suggested that the correlation is only high when the winter mixed layer is shallower than the sill depth
across the Greenland-Scotland Ridge, which happens in years when the atmospheric forcing is relatively weak.
Furthermore, Sandg et al. (2012) showed that the variability of AW inflow is anticorrelated with the dense
overflow in the Denmark Strait and Faroe-Shetland Channel and that this also covaries with an atmospheric
pattern resembling the North Atlantic Oscillation (NAO) (Hurrell, 1995). The NAO is the dominant mode of
variability in the North Atlantic region (Hurrell, 1995) and has been associated with interannual and decadal
variations in the AW inflow by a number of studies (Blindheim et al., 2000; Dickson et al., 1988a; Hurrell & Deser,
2009; Krahmann et al., 2001).

It has also been suggested that the NAO affects the volume of AW entering the Barents Sea and hence the
fraction of water that recirculates or reaches the FS. Furevik (1998), Lien et al. (2017), and J. Zhang et al. (1998)
showed that during periods with strong NAO, the AW inflow was stronger and had an anomalous eastward
extension, resulting in less water being recirculated in the Nordic Seas and more entering the Barents Sea.
However, Ingvaldsen et al. (2004b) and Lien et al. (2017) found that the flow through the BSO is also highly
dependent on the local wind pattern and positive wind stress curl in the Barents Sea which in turn sets up
Ekman transport toward the coast. Finally, Smedsrud et al. (2013) found that the NAO correlation broke down
after 2000, and Lien et al. (2013) showed that the flow into the BSO was strongly affected by northern Barents
Sea winds.

3. Data and Methods

3.1. Model Description

The global ocean-ice components of the Norwegian Earth System Model (NorESM) are used in this study. A
general description of the model is given by Bentsen et al. (2012), while the setup of our simulation is similar
to that described in He et al. (2016). The model originates from the Miami Isopycnic Coordinate Model but is
extensively updated, and the sea ice component is the Los Alamos Sea Ice Model version 4 (Hunke et al., 2008).
The sea ice and ocean components are configured on the same grid and fully coupled within the Community
Earth System Model version 1 framework (Hurrell et al., 2013). For the experiments presented here, a tripolar
grid is used with approximately 1° zonal resolution along the equator. The Northern Hemisphere grid singu-
larities are located in Canada and Siberia. This gives a typical resolution in the Nordic Seas-Arctic Ocean of
approximately 40 km. In the vertical, the ocean model has 51 isopycnals referenced to 2,000 dbar, and a surface
mixed layer divided into two nonisopycnic layers. The ocean-ice model is forced by a 20th century atmo-
spheric reanalysis forcing (20CR,, ;) which is a blended data set derived from the ensemble mean version of the
20th Century Reanalysis (20CRv2; Compo et al., 2011), satellite observations, and the corrected Coordinated
Ocean-ice Reference Experiments phase-Il (CORE-II) forcing for the period 1871 to 2009 (He et al., 2016). The
original 20CRv2 resulted in Sea Surface Temperature and Sea Surface Salinity biases and hence an unbalanced
ocean heat budget. This is why the 20CRv2 was adjusted according to satellite observations and CORE.v2. A
detailed description of the correction, the different forcing components, and an evaluation of the data set is
given in He et al. (2016). We acknowledge that the model has relatively coarse resolution, and it is difficult to
say what impact this has on the transports through the FS and BSO. The simulation does not resolve mesoscale
eddies and relies on eddy parameterizations such as Gent and Mcwilliams (1990) to represent cross shelf
transport due to mesoscale eddies. In addition, parameterizations of surface processes in the mixed layer are
also important to capture the right water mass transformation in the Nordic Seas where buoyancy fluxes are
quite strong.

3.2. Observational Data

The observational data used in this study consist of several data sets. Time series of mean AW temperature is
based on the NOAA Climatological Atlas of the Nordic Seas and Northern North Atlantic (hereafter referred
to as NSA; Korablev et al., 2014). This data set is built on an enhanced collection of observations spanning
over a period from the end of the 19th century to 2012. It is based on in situ data that have been consider-
ably improved (data addition, editing, and quality control) within the framework of the Global Oceanographic
Data Archeology and Rescue Project (Korablev et al., 2014). The uncertainty, instrumental error, signal-to-noise
ratio, and method to calculate the annual means in this data set are being discussed in detail by Korablev
et al. (2014). A major source for uncertainty is the number of stations. An error estimate is provided with the
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data set, and we have used a threshold that excludes grid cells with a relative error higher than 0.25. In addi-
tion, we have performed a manual control of all annual profiles used in our analysis. To reduce the seasonal
bias of the annual means, a threshold value was used with at least one winter and summer value before aver-
aging. The standard error is larger in the beginning of our time series because of fewer observations. However,
we argue that there is enough data to calculate an annual mean. In addition, temperature and salinity profiles
from the N-ICE2015 drift expedition North of Svalbard (Meyer et al., 2017), the World Ocean Atlas (WOA13)
global climatology (Boyer et al., 2013), the Polar Science Center Hydrographic Climatology (PHC3) (Steele et al.,
2001), and a global monthly isopycnal upper-ocean climatology (MIMOC; Schmidtko et al., 2013) have been
used to compare and quality control the model simulation. Profiles are shown in Supporting Information S1.

3.3. Approach

Direct comparisons of AW temperature anomalies in different regions, and between observations and model,
are challenging. Several studies have used the maximum core temperature of the AW layer when discussing
AW variability. In this study, we rather choose the mean AW temperature between 50 and 700 m. This choice
is based on the fact that many of the historical observations are vertically interpolated or that they have
coarse vertical resolution. Arctic wide heat transports are calculated across the whole strait (magenta lines in
Figure 1), using a reference temperature of T, = 0°C. Since the same reference temperature is used for all
straits, we can compare them with each other. The heat transports that are computed in the model include
both the advective and diffusive components at each of the grid cell boundaries. The same is true for sim-
ulated volume transports. Division into northward and southward AW flow through the FS and BSO is done
off-line by summing up transports in all grid cells and at all depths with velocities in the meridional direc-
tion. The decomposition of heat transport into volume and temperature contributions (v’7_'cp c \7T’cp) is also
done off-line by using a mean temperature and mean volume transport averaged over the whole 120-year
simulation period. Here the primes denote varying annual averages.

When low-passed filtered data are presented, a third-order Butterworth filter has been used with a cutoff
period of 2 years to emphasize interannual and decadal variations. For the spatial correlation fields, detrended
annual mean anomaly time series are correlated against detrended annual mean 2-D fields. All correlations in
the text are significant with a significance level of 95%.

4. Results

4.1. Simulated Heat and Volume Transport Through Arctic Ocean Straits

Simulated volume transports from the NorESM20CR simulation for the period 1890-2009 are presented in
Figure 2a, and the temporal evolution of the simulated heat transports through Arctic Ocean Straits is shown
in Figure 2b. The northward-flowing AW in the FS and BSO combined stands for 80-90% of the total ocean
heat transport toward the Arctic Ocean over the last century. Here the AW is defined as all water with positive
northward velocities, with no temperature cutoff. We also find that nearly all (r = 0.97) of the year-to-year
variability in total ocean heat transport can be explained by variations in AW heat. This is our motivation to
assess the AW variability and the forcing mechanisms in closer detail. A major part of the AW already recircu-
lates before it reaches the FS but also a portion recirculates back into the FS after it has reaches the Arctic. We
note that eddies are not resolved in our model.

The simulated volume transport through the Bering Strait remains nearly constant at 0.8 Sv which is also
consistent with observations and the CORE-Il experiment (llicak et al., 2016; Tsubouchi et al., 2018; Woodgate
etal., 2005). The simulated outflow through Davis Strait is approximately 1-2 Sv, which Tsubouchi et al. (2018)
estimated at 2.1 Sv based on observations from Curry et al. (2014). Cuny et al. (2005) estimated this to be
approximately 2.6 Sv based on observations between 1987 and 1990. The multimodel mean from the CORE-II
model comparison experiment (llicak et al., 2016) is 1.75 Sv, a value consistent with our simulation.

Observation-based estimates of volume transport through Arctic Ocean straits by Tsubouchi et al. (2018)
from 2005 to 2006 indicate a net southerly directed volume transport through the FS of about 1 Sv, consist-
ing of a southerly directed transport in the East Greenland Current of about 8 Sv and a northward-directed
transport in the West Spitsbergen Current of about 7 Sv. Earlier estimates from Schauer et al. (2008) and
Beszczynska-Moller et al. (2011) for the period 1997 to 2006 indicate the same to a northward directed flow
of 5-7 Sv and a southerly directed flow of 3-5 Sv. The simulated net volume transport through the FS
varies between approximately 1 and 2 Sv southerly directed, which is in agreement with the observed 1 Sv
(Tsubouchi et al.,, 2018). This is also in agreement with mean values from the CORE-Il model comparison
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Figure 2. Time series of (a) simulated volume and (b) heat transports through the Arctic Ocean Straits from
NorESM20CR. The violet-dotted line shows the heat and volume transport of only the northward-flowing part (AW) in
the FS, while the red line shows the net transport of both the northward and the southward flow through FS. BSO =
Barents Sea Opening; FS = Fram Strait; AW = Atlantic Water.

experiment (llicak et al., 2016). In the CORE-Il study it was noted, however, that the northward and southward
transports were underestimated by a factor of two or more by all models. Most models in the CORE-Il exper-
iment were coarse like NorESM; most models had 1° horizontal resolution, three models had 0.5° resolution,
and one model had 0.25° resolution. The same was found by Pietschnig et al. (2017), and this is also the case
in our simulation, with a northward transport of about 3-4 Sv in the FS. In the BSO, Tsubouchi et al. (2018)
estimated a volume transport just above 2 Sy, which is consistent with observations provided by Smedsrud
et al. (2013) and the CORE-Il experiment. From 1890 to 2009, NorESM20CR simulates a BSO volume transport
ranging from 1 to 3 Sv with a mean of approximately 2.5 Sv and is thus also consistent with observations and
CORE-Il values. Note however that there is an increase in flow over the century of approximately 50% for AW in
the FS and BSO. What causes this increase is still an open question. We have not investigated this in particular
in this analysis but hope to include this in future work. Here we focus mainly on the interannual variations.

The BSO is the largest contributor of oceanic heat to the Arctic, followed by FS. In NorESM20CR, the BSO heat
transport ranges from 30 to 60 TW and is a factor three larger than the FS heat transport which ranges from 10
to 30 TW. Because of its low temperature (less then 0 °C), the outflow through the Davis Strait also contributes
to a positive northward heat transport of approximately 5-15 TW. The inflow of warm PW through the Bering
Strait is the smallest provider of oceanic heat to the Arctic with approximately 0-5 TW in the simulation.
The absolute values of the simulated oceanic heat transports are likely too small. As will be described in the
following section, the simulated AW layer is colder than observed in the FS, and hence, the total heat transport
will also be lower than observed. This was also noted by llicak et al. (2016) who found the heat transport to
vary significantly from model to model. We will therefore mostly focus on the variability when it comes to the
simulated heat transports.

From Figures 2a and 2b, we see that, except for in the Bering Strait, all heat and volume transports experience
relatively large year-to-year and multiannual to decadal variations. However, since the seasonal cycle is large
in the Bering Strait, taking the annual mean damps the variations. If we investigate the summer variations
only (not shown), we find that it varies as much as in the FS. The northward volume transport in the FS is
correlated (r = 0.65) with the AW flow through the BSO and can vary up to 1 Sv from year to year. The AW
volume transports are anticorrelated with the outflows through the East Greenland Current and Davis Strait
(r = —0.87), because the volume in the Arctic Ocean is conserved. Both FS and the BSO volume and heat
transports have prominent periods of 5-7 and 7-8 years. The volume transport through the BSO has shown
anincreasing trend since the 1960s, accompanied by a small decreasing trend in northward transportin the FS.

When we consider the long-term changes in simulated heat transport, all straits show a small increasing trend
throughout the 120-year integration period. The trend is the largest in the FS and the BSO. However, the ETCW
from the 1920s to 1930s followed by a colder period in the 1960s to 1970s can be seen in both BSO and
FS heat transports. The BSO heat transport experiences the largest change as it almost doubles from 30 to
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Figure 3. Inflow (northward) HT anomalies (low-pass filtered) across the BSO  that the heat transport variations are dominated by velocity fluctuations

and the FS. HT is computed HT by the model. HT can be decomposed into a
temperature component (7T’) and a velocity component (v/T). Red and
green lines show the calculated components and numbers show the

rather than temperature fluctuations. However, the increasing tempera-
tures also impact the heat transport. In the FS, the northward-flowing AW

correlations with the computed HT. Because T is close to 0 in the FS, the volume anomalies explains a small portion of the increase in heat trans-
magnitude of the green line in absolute values (TW) is smaller than the port. The increase in net heat transport through the FS is mainly due to
orange. This is why values are presented in standard deviations and not in increasing AW temperatures and increasing southward flow in the cold

TW. For both FS and BSO, 1 standard deviation in HT (black line) equals
approximately 6 TW. BSO = Barents Sea Opening; HT = heat transport; FS =

Fram Strait.

East Greenland Current. The increased outflow may partly be a response
to the increasing BSO inflow.

Changes in heat transport may occur as a result of changes in temperature
(T’) or through changes in volume transport (v'). Figure 3 presents the detrended heat transport anomalies
for the BSO and the northward-flowing AW in the FS decomposed into a temperature component (v7’) and a
velocity component (v/T). The primes denote annual means (variations), while v is the mean volume transport
over the whole period, and T is the mean temperature in the strait over the whole period. The components
are presented as standard deviation, because we wish to illustrate how well v/ and T’ correlate with the total
heat transport. The absolute magnitude of the two components is dependent on ¥ and T, and since the mean
temperature in the FS is close to the reference temperature, v/T is smaller than vT’. In BSO, the variability
of heat transport is affected by both changes in volume and temperature, but volume transport dominates
slightly (r = 0.87 for v/T and r = 0.79 for vT"). This result is consistent with Smedsrud et al. (2013). In the FS,
however, the result is opposite, and variability of heat transport appears to be dominated by temperature fluc-
tuations (vT’). The correlation of ¥T’ with the computed heat transport is r = 0.82, while the correlation of v'T
with the computed heat transport is only r = 0.35. This is likely because the volume transport is more steady
here. Figure 3 also shows that the large heat transport anomaly during the 1930s to 1940s was dominated by
temperature anomalies in both the BSO and the FS.

4.2. Observed AW Temperature Variability

Time series from 1920 to 2012 of observed AW temperature based on the NSA (Figure 4) show a gradual
cooling along the northward-flowing Norwegian Atlantic Slope Current and into the Arctic Ocean (Figure 1).
The AW mean temperature in the Svingy section over this 90-year-long record is 5.2 °C. In the BSO, the water
has cooled to approximately 4.5 °C, at Serkapp (76° N) to 2.5 °C, and at the FS section to 2.1 °C. The time
series of AW temperature shows prominent variations on both interannual and near-decadal time scales. In
all sections, the year-to-year variations typically have a range of approximately 1 °C.

In the Svingy section the AW temperature shows a range of 2.5 °C, whereas in the BSO and the FS the range is
2.9 and 2.2 °C, respectively. We note that before 1940, the data coverage is sparse, especially in the BSO and
FS sections. From visual inspection, we see that prior to the 1960s, the variability was particularly high and
fluctuations with short periods are dominant. After the 1920s, for example, in the FS and BSO, a quasi-regular
fluctuation on near-decadal (7 - 9-year) time scales appears to be more pronounced, although this times cale is
not statistically significant compared to a simulated red noise spectrum. Peaks can be produced even in a ran-
dom process, and we therefore conclude that the peaks that do not stick out of the red noise spectrum are not
necessarily real. In the Norwegian and Barents Seas, such near-decadal variability has previously been linked
to the large-scale atmospheric pressure patterns, as reflected in the NAO (Ingvaldsen et al., 2003; Venegas &
Mysak, 2000; Visbeck et al., 2001).
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Figure 4. Time series of observed annual mean AW temperature (50-700 m) in four regions (Figure 1) along the
pathway of the AW from 1920 to 2012. Thick-dashed lines show the linear trend from 1980 to 2012, and thin-dashed
lines show the linear trend from 1950. AW = Atlantic Water.

A low-pass filter analysis (not shown) of the time series shows two distinct warm periods: (1) from the 1920s
to the 1950s (ETCW; Bengtsson et al., 2004; Yamanouchi, 2011) and (2) from the 1980s to present with a rel-
atively cold period in between. From the early 1980s, we observe a relatively strong warming trend in all
regions. This trend is smallest in the Svingy section and at Serkapp (0.15 and 0.11 °C/decade, respectively). It
is strongest in the BSO (0.47 °C/decade), but it is also relatively strong in the FS (0.33 °C/decade). This trans-
lates to approximately 1-1.5 °C warming from 1980 to 2012, comparable to the 1 °C warming between 1967
and 1999 documented by Dickson et al. (1988a). However, we observe that temperatures were as high also
in the 1930s, possibly in the 1940s, and in the 1950s as well. Polyakov et al. (2004) suggested similar multi-
decadal variations in the central Arctic and so did Levitus et al. (2009) in the Barents Sea, who again linked it
to the Atlantic Multidecadal Oscillation index of Sutton and Hodson (2005). From 1950, our time series show
a positive trend in AW temperature in all sections apart from Svingy.

4.3. Simulated AW Temperature Variability

The anomalous simulated annual AW temperature from NorESM20CR is presented and compared with the
observed time series from the NSA in Figure 5. In general, the relative anomalies in the model agree fairly
well with the observations. The model, however, has a climatological bias and looses AW heat too quickly
northward from the Svingy section toward FS. For example, at the Svingy section, the model has a mean AW
temperature of 6 °C, which is 1 °C higher than observed. Further north in the BSO, the simulated AW has cooled
down to 3.5 °C which now is almost 1° below the observed. At Serkapp, it has cooled down to approximately
2 °Cwhich is close to the observed mean, but in the Northern FS, the AW layer is just above 1 °C, 1° below that
indicated by the NSA. Thus, from the Svingy section to 79° N, the simulated AW cools down with more than
5°, while the NSA only cools with 3°. From previous studies with NorESM and comparison with other similar
Coupled Model Intercomparison Project Phase 5 models (CORE-II experiments), it is known that NorESM has
a cold bias and loses oceanic heat to quickly in the Nordic Seas (llicak et al., 2016). This is likely connected to
the depth of the AW layer, cold water formation in the Barents Sea, and the vertical mixing parameterization
(Ihcak et al., 2016).

Despite the difference in the mean temperature, the simulated variations have high correlations with the
observations. Highest correlation is found in the BSO (r = 0.8 for 1950-2009) and is also significant at Serkapp
(r = 0.6 for 1950-2009). At the Svingy section and in the FS, correlation between the model and observations
is lower (r = 0.4 and r = 0.2, respectively), but they still appear to agree on some prominent features in
amplitude and timing (after 1980). The year-to-year variability typically has a range between 0.5 and 1.5 °C
and is thus comparable to the observations, although somewhat smaller at the Svingy section and in the FS
than in the BSO and at Serkapp. The variability is fairly constant throughout the whole 120-year period, with
some more prominent fluctuations at the near-decadal (6-9-year) time scales in the latter part of the time
series. Especially after the 1960s, the near-decadal variability is obvious in all regions.
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Figure 5. Anomaly time series of simulated (black lines) and observed (thin magenta lines) annual mean Atlantic Water
temperature (50-700 m) in four regions (Figure 1) along the pathway of the Atlantic Water from 1890 to 2009, (a) Fram
Strait, (b) Serkapp, (c) the Barents Sea Opening, and (d) Svingy. Red and blue bars denote the simulated decadal mean

anomalies relative to the 120-year average. No detrending. NorESM = Norwegian Earth System Model.

The power spectrum of the AW temperature time series in Figure 6 reveals periods of 5-6 and 8-9 years for
all sections. However, only the 5-6-year period peaks are significantly larger than expected from a red noise
process in the BSO and at the Svingy section. In the FS and at the Svingy sections, only the 8-9-year periods
stand out significantly. A 20-year peak (not shown in Figure 6), comparable to what is found by Arthun and
Eldevik (2016), is visible in all sections, but it does not stand out compared to the red noise. We do not find
any significant variations on longer time scales. One reason for this discrepancy could be model biases, but
it may also be due to the shortness of our integration period. Since AW temperature anomalies are advective
signals, all sections (Figure 5) have high-lagged (1-16 months) correlation (not shown), with values ranging
between r = 0.5 and r = 0.85 from one region to another. This supports the findings that AW anomalies can
be traced as a signal along the flow path (Arthun & Eldevik, 2016) over a longer time span (Figure S4). The
Svingy and BSO sections have maximum cross correlation with a lag of 11 months, indicating that a warm or
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Figure 6. Power spectrum (black lines) of simulated Atlantic Water temperature based on unfiltered data for the
120-year-long series, (a) Fram Strait, (b) Serkapp, (c) the Barents Sea Opening, and (d) Svingy. The blue line represents
the mean of 1,500 simulations of a fitted red noise spectrum, using a Monte-Carlo algorithm, and the dashed line is the
95% confidence limit about the red noise spectrum. BSO = Barents Sea Opening.

cold anomaly signal is advected in about 11 months time. The maximum cross correlation between Svingy
and Serkapp sections has a lag of 15 months and between Serkapp and the FS 4 months.

Simulated decadal anomalies shown in Figure 5 show small linear warming trends throughout the whole
120-year period for most sections (0.03-0.1 °C/decade or 0.4-1.4 °C of warming since 1890). The four last
decades are the warmest for all sections except from Svingy. No long-term trend can be observed at the Svingy
section, but since 1980, the AW has warmed with +0.28 °C/decade. In the BSO and at Serkapp section, the
simulated trends are 0.26 and 0.08 °C/decade, similar to observations (Figure 5). In the FS, however, the trend
since 1980 is small, but negative, and not significant.

Removing the linear trend from Figure 5 uncovers multidecadal variations similar to Polyakov et al. (2004) and
Polyakov, (2005; not shown). The ETCW (1930 to 1940) is very clear in the Svingy section but also clearly visible
in the BSO, the FS, and at Serkapp. This warm period is followed by a relatively short cold period onward to
the 1970s. The period prior to 1920 is relatively cold. During the ETCW, in the Svingy section and the FS, the
AW was as warm as during the early 2000s, while in the BSO and at Sorkapp, the 2000s are slightly warmer
than during the ETCW.

5. Discussion

In our 20th century forcing simulation, we have established that the heat transport through the FS and BSO
are dominating ocean heat transport anomalies toward the Arctic Ocean and that these depend on both
fluctuations in volume and temperature. Furthermore, the relative importance of these vary in time. Next,
forcing mechanisms of variations in heat and volume transport for both the BSO and the FS, and the relative
roles of ocean advection and air-sea fluxes in driving these ocean heat anomalies, will be assessed.

5.1. Forcing Factors for Volume Transport Variability

In order to assess the overall Arctic volume transport variability, we examine the FS, the BSO, and the
AW-dominated eastern part of the Nordic Seas (illustrated by the black box in Figure S3). These regions include
most of the northward flow in the Nordic Seas. We now define the inflow of AW to the Arctic Ocean as the
outflow from the Nordic Seas consisting of the FS and BSO combined. The anomalies (linear trend removed)
of volume transport through the FS and BSO combined is shown in Figure 7b. Figure 7a shows the volume
anomalies for the southern boundary of this region, at the Svingy section, near the AW inflow across the
Greenland Scotland ridge. The AW volume anomalies at the northern boundary (FS + BSO) and the volume
anomalies at the Svingy section appear to covary, but the correlation over the whole period is only r = 0.47
with a lag of 2 years. The relationship between the two varies over time, and a lagged gliding 30-year cor-
relation (not shown) has values ranging from r = 0.3 to r = 0.85. This implies that the volume anomalies
entering the Arctic Ocean are in some periods congruent with AW anomalies entering the Nordic Seas across
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Figure 7. Nordic Seas AW volume transport (detrended anomalies) across (a) the inflow (Svingy) and (b) outflow (BSO +
FS). (c) shows the principal component time series of the leading Empirical Orthogonal Functions of seasonal
(December through March) Sea Level Pressure anomalies over the Atlantic sector (20-80° N, 90° W-40° E), also known
as the North Atlantic Oscillation (NAO) index (Hurrell, 1995). Anomalies of the integrated wind stress curl in a region
across 55° N are shown in (d). (e) shows the gliding 30-year correlations of the NAO and curl with the outflow volume
anomalies. Colored lines in (a)-(c) show a low-pass 3-year butterworth filtered, while in (d), it shows the low-pass filter
of the 2-year accumulated wind stress curl. (f) shows the spatial correlation of annual mean outflow volume transport in
the Nordic Seas (b) and annual mean wind stress curl. (g) shows the pattern of the mean winter sea level pressure
anomaly from 1981 to 2009 explaining the NAO index. FS = Fram Strait; BSO = Barents Sea Opening; AW = Atlantic
Water; NCEP = National Centers for Environmental Prediction.

the Greenland Scotland Ridge but not always. Also, the lag appears to change; for the time period before 1970,
correlations are highest with a lag of 2 years, but after 1970, correlations are highest with zero lag. This indi-
cates that there are different controlling mechanisms that contribute to generating these volume transport
anomalies and these act over different time scales and in different regions.

We observe two periods with very low volume transport, one prior to the 1920s and one from the late 1950s
and throughout the 1960s. These periods coincide with periods of low heat transport (Figure 8). The largest
positive volume anomaly in the FS and BSO took place between 1940 and 1950; however, the Svingy section
anomaly was of the modest magnitude at this point, suggesting this was a period with a large inflow from
the western AW branch or a spin-up of the internal Nordic Seas circulation. Note here that during the 1930s
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Figure 8. Volume transport anomalies (a) for the region indicated by blue lines in (c). Outflowing relative contribution
for each of the three branches normalized to the inflowing volume is in (b). (d) and (e) show the spatial correlation with
the SLH and outflowing volume anomalies for the FS and the BSO, respectively. (f) shows the volume anomaly through
the FS section compared with the integrated wind stress curl in the whole Nordic Seas, while as (g) shows the volume
anomaly through the BSO compared with the absolute wind speed here. BSO = Barents Sea Opening; AW = Atlantic
Water; FS = Fram Strait; SLH = sea level height.

to 1940s, the volume anomaly is positive but relatively small both in south and in north, suggesting that the
large heat anomaly during the ETCW is mainly a result of temperature, not volume, anomaly.

The North Atlantic westerlies and also the wind stress in the Nordic Seas are both central for the mechan-
ical (wind) forcing. The leading mode of variability in this pattern is manifested in the NAO index, which is
a measure of the difference in sea level pressure between the mean Azores High and Icelandic Low pres-
sure as illustrated in Figure 7g. A positive NAO index leads to stronger westerlies and hence also a stronger
cyclonic atmospheric circulation in the Nordic Seas and a stronger anticyclonic circulation further south in the
North Atlantic. A time series of the NAO index by Hurrell and Deser (2009) is shown in Figure 7c. The negative
NAO indices prior to the 1920s and between 1960 and 1970 coincide with low volume transports. The strong
positive NAO in the 1920s, 1970s, and early 1990s also coincide with high AW volume transports. Correlation
coefficients are given in Figure 7e and discussed further below. In Figure 7d, we present a time series of the
2-year accumulated zonally integrated wind stress curl at 55° N. Figure 7f confirms that the volume transport
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through FS and BSO depends on this wind stress, with high spatial correlation between the volume transport
and the wind stress curl. Strong positive curl (from cyclonic atmospheric circulation) leads to increased vol-
ume transport. This can be seen as a “pushing” mechanism that creates a divergence in the central Nordic
Seas, by Ekman dynamics, piling up water toward the Norwegian and Greenland coasts. However, correlations
are as high south of the zero curl, but with the opposite sign, meaning that strong negative curl (from anticy-
clonic atmospheric circulation) further south also leads to an increased AW inflow. The physical interpretation
of this factor is to push the North Atlantic drift northeastward, toward the Greenland Scotland Ridge. Orvik
and Skagseth (2003) found high correlations with the AW volume transport at the Svingy section and the
integrated wind stress curl over a band at 55° N, south of the zero curl.

In Figure 7e, we present a gliding 30-year correlation of the AW volume transport with the NAO index and the
integrated wind stress curl at 55° N. Here we observe that we indeed have periods where the AW is highly
correlated with both NAO and the wind stress curl but that this relationship is not stationary in time and
that the relationship may break down completely. For example, during the 1930s and 1940s and during the
ETCW, correlations are low. This points toward changes in the atmospheric circulation, where there are differ-
ent regional variations in the wind forcing in the Nordic Seas and straits over time. In general, there is a good
correlation between the large scale atmospheric circulation and the AW flow through the straits. However,
when the relationship breaks down, we suggest that local atmospheric processes might be more important.
Over certain periods, there appears to be a high correlation between the large scale wind patterns and the
AW volume anomalies, but the relationship is not robust, and one can therefore not extrapolate based on this
relationship. We also note that Figures 7e and 7f are essentially identical if we correlate with the Svingy section
volume instead of the BSO and FS volume. These findings support the theory that the long-term AW volume
transport variability is partly dependent on the large scale atmospheric circulation as described in section 2.3.
However, we acknowledge that the thermohaline forcing is also important but likely on longer time scales.

5.2. Covariability Between the Barent Sea Opening and the FS

AW heat that enters the Arctic Ocean through the FS is believed to directly impact the sea ice cover here
(Ivanov et al., 2016; Onarheim et al., 2014; Polyakov et al., 2012). The AW that enters through the BSO prevents
sea ice to form, and more of its heat is lost to the atmosphere (Smedsrud et al., 2013). Because the fate of AW
heat is widely different if it enters through the FS or the BSO, the division between these two is examined.
Although the volume transports of AW through the FS and the volume transport through the BSO are highly
correlated (r = 0.7; Figure 2), we suggest that there are different processes at hand that govern how much of
the northward-flowing AW that enters the Barents Sea and the FS.

In order to assess this division of the Norwegian Atlantic Slope Current, we have created a “box” with bound-
aries as shown in Figure 9c. Figure 9a shows the volume transport anomalies of the AW outflow anomalies
through the FS, BSO, and the western boundary. Figure 9b shows the same but now normalized to the inflow-
ing volume transport. Figure 9a reveals that the largest outflow variability is found at the western boundary,
which can be interpreted as a recirculation branch. This tells us that most of the volume transport anomalies
are actually being recirculated, and a smaller portion goes through the BSO and the FS. On average, both the
FS and the BSO account for approximately 40% of inflow northward flow variability (Figure 9b). The remaining
20% is recirculated at the western boundary. During the 1930s and 1940s, a larger portion is carried through
the FS and the BSO. The interpretation of the negative percentage through the western boundary is that there
is a volume transport into the box here during these years.

We suggest that there is one forcing mechanism that controls how much of the northward-flowing AW that
enters the BSO and that the remaining AW continues downstream toward the FS before a portion of the cur-
rent recirculates and a portion continues northward toward the Arctic Ocean. On weekly and monthly time
scales, Ingvaldsen et al. (2004b) and Lien et al. (2017) showed that the BSO volume transport depends on the
local wind stress in the BSO and Barents Sea. These local winds would also depend on local sea level pres-
sure in the Barents Sea that again results in a sea level height (SLH) gradient between Svalbard and the coast
of Norway. Such a gradient would in turn set up a geostrophic current into the Barents Sea. This was also
discussed by Lien et al. (2013), showing that on relatively short time scales, low SLH around Svalbard would
lead to increased AW flow through the BSO. Here we test these existing relationships in a much longer time
frame. Figure 9e supports that the BSO volume transport depends on the local winds. Here we see the spatial
correlation between the BSO volume and the SLH spatial field is particularly high (r = 0.6) for the gradient
in the BSO. Especially from the 1960s, there is a high correlation (r = 0.8) between the BSO volume and the
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Figure 9. Nordic Seas AW heat transport (detrended anomalies) across (a) the inflow (Svingy) and (b) outflow (BSO + FS).
(c) shows the anomalies of ocean to atmosphere heat flux, and (d) shows the anomalies of the residual of the heat
budget (Qres = Qnorth ~ Qsvinoy — Quest — Qsurface) Which can be interpreted as heat stored from one year to another.
BSO = Barents Sea Opening; FS = Fram Strait.

mean absolute wind speed in the BSO (Figure 9g). We conclude that the low volume transports during the
1910s and the 1960s are caused by a drop in absolute wind speed locally in the BSO. Note that we here dis-
cuss the long-term annual averages. The local winds that promote enhanced volume transport through the
BSO have, however, also been shown to be associated with the cyclonic pattern over the central Nordic Seas
(Karcher, 2003).

While the BSO volume anomalies might be dominated by the local winds, the division further downstream is
more complicated. By using a high-resolution ocean model, Hattermann et al. (2016) showed that eddy-driven
recirculation is very important in the FS and that this explains a major part of the recirculation. Our model has
too coarse horizontal resolution to resolve mesoscale eddies and only uses eddy parameterization and there-
fore likely simulate the FS processes with less realism. Also, Fieg et al. (2010) and Wekerle et al. (2017) showed
the importance of high-resolution models when simulating volume transports in the FS and the Nordic Seas.
llicak et al. (2016) noted that the portion of recirculation in the FS differed a lot among the coarse CORE-II
global climate models, adding to the uncertainty.
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The spatial correlation between the FS AW volume anomalies and the SLH field is presented in Figure 9d.
Strong negative correlations (up to r = —0.7) are seen throughout the central Nordic Seas, implying that low
SLH in the central Nordic Seas results from a strong atmospheric cyclonic circulation and ocean divergence
of the Ekman transport, leading to increased flow of AW through the FS. This is in accordance with Ngst and
Isachsen (2003) who suggested that the large scale atmospheric circulation in the Nordic Seas drives the AW
flow through the FS and circulation in the Arctic Ocean. The FS is different from the BSO in such that the local
wind stress plays a less important role. In general, we have northerly winds in the FS and generally higher
SLH in the Arctic Ocean than in the Nordic Seas, both acting against the AW flow. The AW current in the FS
is also deeper, and more confined to the steep topography which likely makes it less influenced by the local
winds. In Figure 9f, we present the AW inflow anomalies though the FS compared with the integrated wind
stress curl within the Nordic Seas. Prior to 1930 and after 1970, there is relatively high correlation between
these two quantities (r = 0.5 and r = 0.6). As previously stated, the FS volume anomalies and the recirculation
volume anomalies are anticorrelated (r = —0.5; Figure 9a). As the FS volume is connected to the large-scale
atmospheric circulation, we suggest that the recirculation increases when the the large scale circulation is
weak and less AW is being pushed into the FS.

5.3. Drivers of Ocean Heat Anomalies

From the previous sections, it follows that the volume transport anomalies can partly explain the heat trans-
port anomalies. However, advected temperature anomalies and local atmospheric thermodynamic forcing in
the Nordic Seas are also of importance. Figure 8 shows the heat budget for the same region that was discussed
in section 4.2 corresponding to the AW-dominated eastern Nordic Seas (black box in Figure S3). Figure 9a
shows the heat transport anomalies at the Svingy section and Figure 9b the heat transport anomalies at the
FS and BSO combined. First, we note that there is a high correlation between the Svingy section volume trans-
port anomalies and the Svingy section heat transport anomalies (r = 0.96). The correlation between the heat
transport anomalies at the Svingy section and those at the FS and BSO, however, is a lot lower (r = 0.38
with 1-year lag; Figures 8a and 8b), indicating that processes within the Nordic Seas influence the advected
heat anomalies. If we split the FS and BSO heat transports, the correlations with the Svingy heat transport
anomalies are r = 0.55 and r = 0.42, respectively, both with 1-year lag.

Because the heat transport anomalies are largely dependent on temperature, we have investigated the prop-
agation of temperature anomalies from the Svingy section toward the north. In Figure S4a, we present a
Hovmoller diagram of detrended standardized temperature anomalies from 60° N, along the AW pathway
through the FSto 80° N. These anomalies have high-lagged correlations, and it takes approximately 20 months
for the signals to propagate from 60° to 80° N. Periods with positive heat transport anomalies (Figure 8) gen-
erally coincide with positive temperature anomalies. Especially the 1930s, the 1960s, 1970s, 1990s, and after
year 2000 stand out as warm periods. For comparison, Figure S4b shows salinity anomalies in the AW inflow. In
most cases, both temperature and salinity anomalies fluctuate in phase at the different latitudes. The largest
change in salinity was during the 1920s and the late 1930s, at the same time as the ETCW. Another large
anomaly is during the cool 1970s, when the Great Salinity Anomaly propagated through the Nordic Seas
(Dickson et al., 1988b), consistent with low AW inflow. The magnitude of the propagated anomalies can be
both damped or amplified poleward, and in some cases, the anomalies are also generated within the Nordic
Seas (Arthun & Eldevik, 2016; Furevik, 2001). While the warm anomaly in the first half of the 1920s weakened
toward the north, the warm anomaly in the 1990s became stronger as it propagated northward. Furevik (2001)
explained the latter with high air temperatures over the Nordic Seas, associated with an positive NAO index.
We also see a transition at approximately 66° N which may be attributed to the long residence time of the AW
in the Lofoten Basin (Poulain & Niiler, 1996).

A smoothened time series of ocean to atmosphere heat flux (Figure 8c) shows similar variability as the heat and
volume transports, with near-decadal periods (not shown). Figure 8d displays the residual of the heat budget
(Qres = Qnorth — Quvinoy = Quest = Qsurface) Which can be interpreted as heat stored from one year to another.
From Figure 8c, we also observe that the ocean to atmosphere heat flux is anticorrelated (r = —0.68) with the
advected heat transport anomalies through the Svingy section. This means that during years with strong heat
advection, we have a large loss of heat to the atmosphere and vice versa. The atmosphere efficiently dampens
the advected anomalies with approximately 50%. This is in accordance with Mork et al. (2014) who found
that air-sea heat fluxes explained about half of the interannual variability in heat content in the Norwegian
Sea. Carton et al. (2011), on the other hand, found that surface heat flux variations in some cases reinforce
anomalies but that the contribution generally was small.
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6. Conclusion

Northward ocean heat transport and its variability influence the Arctic sea ice cover, lead to surface warming
or cooling, or simply warm or cool the Arctic Ocean interior. The variability thus likely plays an important role
in Arctic Amplification, thermal expansion of the cold dense Arctic deep waters, or low-frequency variability of
the Arctic sea ice cover (R. Zhang, 2015). Here we have investigated variability in heat transport, volume trans-
port, and temperature using a forced global ocean model (NorESM20CR) aided by hydrographic observations
since 1900. Generally, our simulations capture the mean hydrography and observed decadal heat variability
well, despite a too strong poleward cooling.

The simulated net ocean heat transport toward the Arctic over the last century is about 68 TW, and 88% of this
occurs in the Atlantic sector in the Barents Opening and the FS. Northward-flowing AW dominates this ocean
heat transport and has typical variability of +40 TW over time scales between 5 and 10 years. Much of the
variability is wind-driven and carried by associated changes in volume transport. The AW volume transport
variability shows high correlations with the wind stress curl in the Nordic Seas and northern Atlantic and is
clearly dependent on the large scale wind patterns also manifested in the NAO. However, gliding correlations
show that the relationship between AW volume transport and wind stress curl or NAO are not stationary and
may completely break down in certain periods, for example, during the 1930s and 1940s. The 1960s is a good
example of low volume flow, that is, about 1 Sv less than 1900-2009 mean, occurring during a period with
low NAO values.

Temperature variations of the AW also plays a vital role, with poleward flowing anomalies of +£0.5 °C. The North
Atlantic atmosphere generally dampens these heat anomalies in time, but they are also varying spatially. The
atmospheric dampening of the advected heat anomalies in the Nordic Seas leads to about 45% of the total
variability. The positive heat transport anomaly during the ETCW (1930s to 1940s) appears to be mainly a
temperature anomaly and was also subject to weak atmospheric dampening. Temperature variability is thus
a combination of advective processes and local thermodynamic forcing in the Nordic Seas. The trends appear
to be stronger in the North and vary spatially. In future work, we plan to investigate the reason for this more
in detail.

On a centennial time scale, the AW branch entering the Barents Sea is the largest advected heat source for the
Arctic Ocean, contributing about 45 TW. Decomposition of the heat transport variability into mean volume
and mean temperature contributions reveals that volume variability dominates slightly in the BSO. There are
significant trends here, with values presently about 1 Sv higher in volume and +1.0 °Cin temperature over the
long-term mean. At the BSO, the AW volume transport depends largely on the local winds between Svalbard
and the Northern Coast of Norway.

In the FS, the centennial mean heat advected northward is about 15 TW, with a large contribution from the
colder than average southward-flowing water. The AW volume transport is comparable to that entering the
Barents Sea, but it is more steady, so temperature variability dominates heat transport variability here. There
is a complicated recirculation of AW in the FS, and the model bias is significant with a too strong cooling.
The moderate volume transport variability here is more dependent on the large-scale atmospheric circulation
in the Nordic Seas than local wind forcing. There are also variations in the other Arctic straits, but these are
relatively small. The heat transport in the Davis strait is about 50% of the FS (10 TW), and less than 5 TW flow
north in the Bering strait.

In both temperature and volume transport, we find prominent variability on 5-6-and on 8-9-year time scales.
Both simulations and observations indicate the presence of multidecadal variability. Admittedly, AW obser-
vations do not stretch far enough back in time to resolve multidecadal variability properly; however, also
our forced simulation has limitations due to the century-long integrations time, cyclic integration procedure,
uncertainties in the reanalysis fields, and model deficiencies. Long simulations from fully coupled climate
models may be useful to assess the variability on multidecadal time scales and beyond but with many of the
above caveats in mind. To produce useful future predictions, a good understanding of the existing long-term
variations is needed, and that is what we have have aimed at extracting here.
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Figure 2. Horizontally averaged vertical temperature and salinity profiles in five regions along the Atlantic

Water pathway (Fig. 1) from the Nordic Seas Atlas (NSA; Korablev et al., 2014), NorESM20CR (1890-
2009) and three different climatologocial datasets: (i) the Polar Science Center Hydrographic Climatology
(PHC3.0; Steele et al., 2001), (ii) World Ocean Database (WOD13; Boyer et al., 2013), and (iii) a monthly
isopycnal/mixed-layer ocean climatology (MIMOC; Schmidtko et al., 2013). In the Nansen Basin the ob-

served mean from the N-ICE2015 field campaign (Meyer et al., 2017) is also included.
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Figure 3. Annual mean spatial heat fluxes in the forced NorESM20CR simulation for the period of 1960-
2009: non-solar heat flux (sensible + latent) (a), solar heat flux (short wave) (b), heat flux due to melting or
freezing (c), and the net oceanic heat flux to the atmosphere (d). The box denotes the region for which we
have calculated the heat budget and here the red arrows denote the direction of Atlantic Water heat transport

into and out of the box.
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Abstract Multimodel Arctic Ocean “climate response function” experiments are analyzed in order
to explore the effects of anomalous wind forcing over the Greenland Sea (GS) on poleward ocean heat
transport, Atlantic Water (AW) pathways, and the extent of Arctic sea ice. Particular emphasis is placed
on the sensitivity of the AW circulation to anomalously strong or weak GS winds in relation to natural
variability, the latter manifested as part of the North Atlantic Oscillation. We find that anomalously strong
(weak) GS wind forcing, comparable in strength to a strong positive (negative) North Atlantic Oscillation
index, results in an intensification (weakening) of the poleward AW flow, extending from south of the
North Atlantic Subpolar Gyre, through the Nordic Seas, and all the way into the Canadian Basin.
Reconstructions made utilizing the calculated climate response functions explain ~50% of the simulated
AW flow variance; this is the proportion of variability that can be explained by GS wind forcing. In the
Barents and Kara Seas, there is a clear relationship between the wind-driven anomalous AW inflow and
the sea ice extent. Most of the anomalous AW heat is lost to the atmosphere, and loss of sea ice in the
Barents Sea results in even more heat loss to the atmosphere, and thus effective ocean cooling. Release of
passive tracers in a subset of the suite of models reveals differences in circulation patterns and shows that
the flow of AW in the Arctic Ocean is highly dependent on the wind stress in the Nordic Seas.

Plain Language Summary The North Atlantic Current is an extension of the Gulf Stream,
which brings warm Atlantic Water northward as the current flows through the Nordic Seas. Eventually,
it enters the cold deep Arctic Ocean basins through the Barents Sea and Fram Strait. Nine different
numerical ocean ice models have been analyzed and compared in order to investigate (1) their ability to
simulate this northward flow of Atlantic Water, (2) its dependence on wind forcing, and (3) its impact
on Arctic sea ice. Consistently, in all models, stronger winds in the Greenland Sea result in a stronger
northward flow of warm Atlantic Water. The response on ocean circulation occurs from the North Atlantic,
through the Nordic Seas and the Barents Sea, to the deep Canadian Basin. The flow of warm Atlantic
‘Water within the Arctic Ocean is thus highly dependent on the wind stress in the Nordic Seas. There is
particularly clear response in the Barents and Kara Seas where a wind-driven anomalous warm inflow
drives a smaller sea ice extent and thickness, and an increased heat transfer from the ocean to the
atmosphere above. Weaker winds in the Greenland Sea produces weaker flow and hence a larger sea ice
extent and thickness.

1. Introduction

Changes in climate associated with global warming are particularly pronounced at high northern latitudes.
Over the past decades the Arctic has warmed twice as fast as the global mean (IPCC, 2014), a characteristic
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often termed “polar amplification” (Screen & Simmonds, 2010; Serreze & Barry, 2011). This Arctic warming
manifests in many ways, for example, a dramatic and unprecedented decrease in sea ice extent (Carmack
et al., 2015; Onarheim et al., 2018) and volume (Kwok, 2018). Since satellite observations began in the late
1970s, the Arctic summer sea ice extent has declined by approximately 50% (Vihma, 2014), and winter sea
ice extent has steadily declined of 2.6% per decade (Cavalieri & Parkinson, 2012). Sea ice decline is projected
to continue in the future, and these changes will alter Arctic ecosystems and fisheries (Dalpadado et al.,
2014), influence transportation and exploitation of other natural resources (ACIA-Arctic Climate Impact
Assessment, 2005), change the cycling of carbon (Hinzman et al., 2013), decrease the surface albedo Curry
et al. (1995), and possibly affect climate and weather at lower latitudes (Liptak & Strong, 2014; Sorokina
et al., 2016). For example, the decline of winter sea ice cover could increase the probability of cold winters
in Europe (Cohen et al., 2014; Yang & Christensen, 2012).

Atmospheric forcing may be the biggest contributor to the sea ice loss (Serreze et al., 2007), but ocean
heat storage and transport play an important role in certain regions (Carmack et al., 2015; Perovich &
Richter-Menge, 2015; Polyakov et al., 2017). For example, the decline and variability in winter sea ice cover
north of Svalbard and in the Barents and Kara Seas is linked to an increased and warmer inflow of Atlantic
Water (AW; Arthun et al., 2012, 2017; Barton et al., 2018; Li et al., 2017; Onarheim et al., 2014, 2015, 2018).
The Barents Sea experiences the fastest surface warming in the Arctic (Screen & Simmonds, 2010), and a
recent study by Lind et al. (2018) found that the northern Barents Sea has transitioned from a cold Arctictoa
warm Atlantic-dominated regime. It is expected that warming will continue, and projections from Onarheim
and Arthun (2017) show that this region might become winter ice free in the time period 2061-2088 if the
Representative Concentration Pathway scenario 8.5 (Moss et al., 2010) is followed. Although the recent Arc-
tic surface changes have been well documented, the relative importance of the ocean remains uncertain
and may increase in the future (Carmack et al., 2015). The observed trends in sea ice cover, atmospheric
temperatures, and ocean heat transport due to increasing levels of greenhouse gases are superimposed on
internal and natural variability. It is therefore of great interest to understand these current changes with
respect to past change and to disentangle the different forcing factors in order to make skillful predictions
for the future.

Variability in the Barents Sea sea ice extent has been attributed to a number of processes, and variations in the
ocean heat transport is key (Arthun etal., 2012; Li et al., 2017; Smedsrud et al., 2013; Venegas & Mysak, 2000;
Zhang, 2015). These heat anomalies result from either increased volume transport in the Norwegian Atlantic
Current, a poleward extension of the North Atlantic Current (Muilwijk et al., 2018; Smedsrud et al., 2013),
or temperature anomalies that are either generated locally (Schlichtholz & Houssais, 2011) or advected in
from the south (Arthun & Eldevik, 2016; Furevik, 2001; Holliday et al., 2008; Skagseth et al., 2008). This has
motivated several studies that have explored the effect of wind forcing on the AW volume and heat transport.
Some studies focused on the impact of local wind forcing (Ingvaldsen et al., 2004; Lien et al., 2013, 2017;
Skagseth et al., 2011), while others have described the influence of large-scale atmospheric forcing in terms
of the North Atlantic Oscillation (NAO; Hurrell, 1995)—the dominant Northern Hemisphere (NH) mode of
atmospheric variability (Dickson et al., 2000; Grotefendt et al., 1998; Orvik & Skagseth, 2003; Visbeck et al.,
1998). As an example, Muilwijk et al. (2018) found a high correlation between the wind stress curl over the
Nordic Seas and the ocean heat transport entering the Barents Sea.

Here, we further investigate the relationship between anomalous wind forcing, poleward ocean heat trans-
port, and sea ice extent, with a particular focus on the Nordic, Barents, and Kara Seas using nine different
climate and ocean sea ice-coupled general circulation models. Ocean sea ice-coupled general circulation
models have been compared within the CORE2 project (Ilicak et al., 2016; Wang et al., 2016a, 2016b), and
analyzed and improved during the last decades through the Arctic Ocean Model Intercomparison Project
and its continuation, the Forum for Arctic Modeling and Observational Synthesis (https://famosarctic.com).
Within this framework Marshall et al. (2017) proposed a coordinated modeling experiment with the goal to
compute “climate response functions” (CRFs), the transient response of ocean and sea ice to abrupt “step”
changes in external forcing fields. Here, we analyze how a suite of models respond to a step change in the
Greenland Sea (GS) wind field (Figure 1), following the proposed protocol described in Marshall et al. (2017).
We are motivated by three questions:

1. How does the general circulation of the Nordic Seas and poleward ocean heat transport into the Arctic
Ocean respond to anomalous wind forcing over the GS?
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Figure 1. Overview map of the Arctic Ocean and its regional seas including the Atlantic Water inflow illustrated by the
large red arrow. The blue arrows and low-pressure system illustrate the location of the Greenland Sea wind anomalies
with stronger winds for the Greenland Sea Plus experiment and weaker winds for Greenland Sea Minus experiment.
Orange arrows in the deep Arctic basins illustrate the circulation of intermediate Atlantic Water masses based on
Carmack et al. (2015). Section S1 (presented in Figure S5) is shown in magenta, and the black dotted lines define the
Barents and Kara Seas region.

2. What are the downstream effects of anomalous GS wind forcing on the deep Arctic Ocean basins and the
Beaufort Gyre?
3. Does the system have any predictability?

Simulating the Arctic Ocean realistically is challenging due to the complexity of the dynamic and thermody-
namic processes shaping its domain, in combination with the sparseness of long-term observations (Ilicak
etal., 2016). Previous modeling studies document large differences in the mean state Arctic hydrography and
AW inflow in different Arctic Ocean Model Intercomparison Project models (Holloway et al., 2007; Karcher
et al., 2007) and Coupled Model Intercomparison Project models (Ilicak et al., 2016; Wang et al., 2016a,
2016b). The uniqueness and strength of the CRFs is that we study the model responses to external forcing
rather than comparing their mean states. This allows us to focus on the forcing mechanism physics, similar
to what is done in idealized studies such as Lique et al. (2015). A CRF approach also allows determination
of time scales on which the system adjusts to changing forcing, which helps to understand the dynamical
balance and predictability of the system. Here, step functions are useful because one can, if assuming linear-
ity, reconstruct the response to any historical forcing based on the impulse response from the step function
(Marshall et al., 2017). The ultimate goal is thus to learn how the Arctic Ocean responds to changes in exter-
nal forcing. The differences and similarities across model responses give insights into the robustness of the
results and the memory of the system.

The paper is organized as follows. A description of the region and a summary of previous studies investi-
gating the relationship between wind forcing, ocean heat, and sea ice is given in section 2. The models and
experimental setup are briefly described in section 3. In section 4 we explain the different responses to our
perturbation experiment and investigate the potential for prediction based on a convolution of the CRFs
with observed wind forcing. In section 5 we provide some further discussion on model differences and the
redistribution of AW heat. We summarize our conclusions in section 6.
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2. Background

Enclosed by the Eurasian and North American landmasses, the Arctic Ocean is the smallest of the world's
five (major) oceans. The Arctic Basin has three subbasins deeper than 2,500 m: the Eurasian, Makarov,
and Canadian Basins. These are separated by two ridges: the Lomonosov Ridge and the Mendeleev Ridge
(Figure 1). Surrounding these deep basins are extensive continental shelf areas (<500 m) that cover a third of
the total area: the Chukchi, the East Siberian, the Laptev, the Kara, and the Barents Seas. The Arctic Ocean
is connected to the Pacific through the Bering Strait. We define the Nordic Seas—the Greenland, Iceland
and Norwegian Seas—to be included in the Arctic Ocean, that is, in what Aagaard et al. (1985) termed the
Arctic Mediterranean. This Arctic Ocean definition follows that of the International Hydrographic Office
(Jakobsson & Macnab, 2006). The Fram Strait (FS) and the Barents Sea Opening (BSO) connect the deep
Arctic basins with the Nordic Seas, while the Canadian Archipelago connects Arctic waters to the Labrador
Sea through Baffin Bay. Most of the Arctic Ocean is characterized by a seasonally varying sea ice cover. With
maximum extent in March and minimum extent in September, it influences ocean stratification, circulation,
and freshwater and heat budgets (Haine et al., 2015).

2.1. AW Circulation and Atmospheric Forcing

AW that flows through the FS and the BSO is the dominant source of ocean heat and salt to the deep Arctic
basins (Aagaard et al., 1987; Muilwijk et al., 2018). This AW current is an extension of the North Atlantic
Current (Figure 1), which brings warm and saline water masses of subtropical origin into the Nordic Seas. In
the Nordic Seas the AW flows in two main current branches, one that circulates and feeds the interior of the
Nordic Seas, and one flowing northward as the Norwegian Atlantic Slope Current (Orvik et al., 2001; Wekerle
etal., 2017). This current finally enters the BSO between Norway and Svalbard and enters the FS as the West
Spitsbergen Current off the west coast of Svalbard (Beszczynska-Mdller et al., 2012; Pérez-Hernandez et al.,
2019). A portion recirculates in FS (Hattermann et al., 2016; Wekerle et al., 2017), but the AW that does
not circulates cyclonically in the Eurasian Basin, and a portion reaches the Makarov and Canadian basins,
before it finally exits through the FS with the East Greenland Current or through the Canadian Archipelago
(Carmack et al., 2015). The northward flow of AW in FS varies between 4 and 8 Sv (Beszczynska-Moller
et al., 2012), while that in the BSO is close to 2 Sv (Smedsrud et al., 2010).

The NAO explains more than one third of the temporal variance in large-scale sea level pressure (SLP) in the
North Atlantic. Its index is based on the difference between the subtropical (Azores) high and the subpolar
low northeast of Iceland (Hurrell, 1995). Dickson et al. (2000) found that both the temperature and volume
transport of AW to the Arctic Ocean increases during a strong positive NAO phase, which is characterized
by an intense subpolar low and strong meridional pressure gradient. This strong pressure gradient results
in stronger wind forcing in the North Atlantic, and thus an increased wind-driven northward AW current.
The latter is supported by a comprehensive series of studies (Czaja & Marshall, 2001; Eden & Jung, 2001;
Furevik, 2001; Langehaug et al., 2012; Lohmann et al., 2009; Medhaug et al., 2012; Muilwijk et al., 2018;
Visbeck et al., 2013).

2.2. The Barents Sea and AW Impact on Sea Ice

The Barents Sea is a key region for determining the thermodynamic state of the Arctic Ocean. It dominates
the region's heat storage, and more than 50% of the Arctic Ocean's surface heat loss occurs here (Serreze
et al., 2007). In their pioneering work, Helland-Hansen and Nansen (1909) noted that varying inflow of AW
influences the seasonal sea ice cover by determining the amount of winter freezing. This, and how the AW
is modified before it exits the Barents Sea through the St. Anna Trough, has since been described by several
other studies (Arthun & Schrum, 2010; Sande et al., 2010; Smedsrud et al., 2010, 2013).

In the Arctic Basin, exchange from AW to the mixed layer and sea ice above is generally suppressed because
of strong stratification (Carmack et al., 2015; Lind & Ingvaldsen, 2012; Lind et al., 2016). However, near the
inflow regions such as the southern Barents Sea and north of Svalbard, where the AW layer is close to the
surface or near steep topography, more of the heat reaches the surface and can contribute to direct bottom
melting (Ivanov et al., 2016; Sande et al., 2014). It has also been suggested that, with further warming of
AW and increase of northward ocean heat transport, the warm AW might reach further into the Arctic
Ocean. This so-called “Atlantification” represents an essential step toward a new Arctic climate state, with a
substantially greater role for Atlantic inflow (Polyakov et al., 2017). As the sea ice becomes thinner, it is more
mobile and less resistant to wind, surface, and tidal currents, facilitating the creation of more open-water
areas. This may lead to a positive feedback. For example, increased input of momentum feeds turbulent
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Table 1

Summary of the Models Participating in the Experiment in Alphabetical Order

Group Ocean model

Ice model Horiz. res. Domain/grid Forcing

Alberta NEMO v3.4
AWI-MPI MPIOM
FESOM FESOM
IFREMER NEMO v3.6
ITU-MOM MOMS5
JHU MITgcm
MIT MITgecm
NorESM NorESM-O
Ox-HiGEM HiGEM

LIM 2 Nominal 0.5° Regional/ANHA2 2002-2016 CGRF (Smith et al., 2014)
MPIOM Nominal 1.5° Global/bipolar Partially coupled, wind from NCEPcfsr (Saha et al., 2010)
FESIM 25km in Arctic Global/bipolar 1948-2009 CORE-II (Griffies et al., 2012)

LIM 3.5 Nominal 0.25° Regional/CREG025 1979-2015 DEFS 5.2 (Brodeau et al., 2010)

SIS Nominal 1° Global/tripolar 1948-2009 CORE-II (Griffies et al., 2012)

MITgem Nominal 1/8° Regional ERA-Interim 1998 repeat year
MITgem 36 km Regional/cubedsphere 1979-2013 JRA-25 (Onogi et al., 2007)

CICE 4 Nominal 1° Global/tripolar 1870-2009 20CR (He et al., 2016)

CICE 4 Nominal 1/3° Global/bipolar Fully coupled

mixing, which again could assist in bringing more AW heat to the surface (Peterson et al., 2017). Therefore,
both the variation of the AW inflow and the local processes in the Barents Sea are important.

3. Experiment Setup for the Ocean-Only Models

In this coordinated study, the models considered have different resolutions, domains (both global and
regional), and different atmospheric forcing (see Table 1). The common factor is that the models are per-
turbed by adding the exact same anomaly of wind/SLP to the original forcing. These wind anomalies affect
all the forcing fields (and in particular the air-sea heat flux), which depend on the wind when estimated
through a bulk formula. All other modeling choices are the preference of individual groups.

Prior to the sensitivity experiments, the models were run with an unperturbed atmospheric forcing cover-
ing a historical period. Several models use the CORE-II forcing (Griffies et al., 2012), but other reanalysis
products are also used (Table 1). The perturbation experiment was then conducted by modifying the forcing
field instantly after the models were “spun up” for a period of time (Marshall et al., 2017). Most perturbed
runs were over the same time period (with the anomalous SLP field added in January 1980), and the dif-
ference between simulated fields in the perturbed and the control runs was used to evaluate the models
responses. Exceptions are the Alberta model, which was run for the period 2002-2016 (and then repeated
the 2002-2016 forcing to have a total of 30 model years like the other model runs), and the JHU setup, which
uses repeat-year forcing.

The CRF of a certain diagnostic (e.g., the barotropic stream function, AW volume transport, or sea ice extent)
was calculated as the difference between the perturbed and control simulation. The evaluation of step func-
tion anomalies and responses is used to distinguish between linear and nonlinear responses in the climate
system (Gregory et al., 2015). From the CRFs, it is possible to construct the linear response to time history of
the forcing (Marshall et al., 2014). One may calculate the evolution of the variable R(¢) by (see, e.g., Marshall
etal., 2014)

t
R = / crF¢-)E v, )
s at

where F is the anomalous forcing (wind anomaly in the present study) and CRF(f) is the time-dependent
response to a unit step change in forcing.

3.1. Description of Models

We analyze monthly mean output from nine different models, five of which are global in extent. Key details
of model configurations are given in Tables 1 and 2. The IFREMER and Alberta groups both use a regional
model based on the Nucleus for European Modelling of the Ocean (Madec, 2014), but with different ver-
sions and resolution. The IFREMER version is a regional extraction (i.e., the “northfold” discontinuity of
the global grid is removed) of the ORCA025 configuration, and the Alberta group uses a regional extrac-
tion of the ORCAO05 configuration, both developed jointly by the Drakkar consortium and Mercator-Ocean
(Barnier et al., 2009), encompassing the Arctic and parts of the North Atlantic down to 20° S. The Alberta
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Table 2

Detailed Information About the Participating Models

Group

Vertical

Tracers Background vertical diffusivity Runoff

Alberta
AWI-MPI
FESOM
IFREMER
ITU-MOM
JHU

MIT
NorESM
Ox-HiGEM

z (50)
z (40)
z (47)
z(75)
z (50)
z (50)
z (50)
0, (52)
z (40)

No

TKE model (Blanke & Delecluse, 1993) Bamber et al. (2012), Dai and Trenberth (2002), (Dai et al., 2009)
(Pacanowski & Philander, 1981) scheme Coupled MPI-ESM
KPP scheme (Wang et al., 2014) Dai and Trenberth (2002), Dai et al. (2009)
TKE model (Blanke & Delecluse, 1993) Bamber et al. (2012), Dai and Trenberth (2002), Dai et al. (2009)
KPP scheme (Dunne et al., 2012) Dai and Trenberth (2002), Dai et al. (2009)
KPP scheme (Wang et al., 2014) AOMIP
KPP scheme (Wang et al., 2014) Dai and Trenberth (2002), Dai et al. (2009)
TKE model (Fox-Kemper et al., 2008) Dai and Trenberth (2002), Dai et al. (2009)
Hybrid scheme (Shaffrey et al., 2009) n/a

configuration has 50 geopotential levels in the vertical, and climatological conditions are provided by GLO-
RYS2v3 (Masina et al., 2015). The IFREMER configuration has 75 geopotential levels and uses the initial
conditions from World Ocean Atlas 2009 (Levitus et al., 2009).

The MITgcm is another regional Arctic Ocean simulation (Marshall et al., 1997) with a setup as described in
Marshall et al. (2017). JHU (Stewart & Haine, 2013) is also a regional MITgcm configuration but uses 1998
repeat-year surface forcing and idealized open boundary conditions.

Of the five global models participating, the ocean component of the Norwegian Earth System Model
(Bentsen et al., 2013) from the Bergen working group is the only model that has isopycnic layers (52 in num-
ber) in the vertical. For an in-depth analysis of physical mechanisms, a 120-year-long control simulation is
used from NorESM, which is forced by a twentieth century reanalysis product. The setup of this model is
similar to He et al. (2016), and an evaluation of the AW variability was performed by Muilwijk et al. (2018).

The only unstructured-mesh model in the analysis is FESOM Version 1.4 (Wang et al., 2014), a commu-
nity ocean ice model developed and maintained by the Alfred Wegener Institute (AWI). FESOM is a global
multiresolution ocean general circulation model using triangular meshes (Danilov et al., 2004; Wang et al.,
2008). Its sea ice component is also formulated on the same surface triangular meshes (Danilov et al., 2015).
In this study we employed a global setup at a nominal 1° horizontal resolution in most parts of the ocean
and 24-km resolution north of 45° N. The resolution is refined along the coast and in the equatorial band.
In the vertical, it has 47 z levels with 10-m resolution in the upper 100-m depth. This setup has been used
in several previous studies with a focus on the Arctic Ocean (Wang et al., 2016a, 2016b, 2019).

The AWI-MPI group uses the fully coupled atmosphere-ocean-sea-ice-model MPI-ESM. A detailed descrip-
tion of the ocean component of the model can be found in Jungclaus et al. (2013). Wind anomalies are
applied following the so-called Modini method, a partial coupling approach of Thoma et al. (2015). This
method enables the ocean component of MPI-ESM to be driven by prescribed wind forcing, while main-
taining consistency of heat and energy exchanges between the atmosphere and the ocean, and allowing
feedbacks between climate system components.

The ocean component of the ITU-MOM uses the Modular Ocean Model (MOMS5) code from Griffies (2012).
MOMS employs an Arakawa B-grid with nominal 1° horizontal grid resolution and bathymetry (refined
meridionally to 1/3 degree at the equator) and a tripolar grid poleward of 65° N. The vertical grid has 50
levels, with 22 in the upper 220 m. This grid configuration was also used in the CORE-II intercomparison
experiments (Danabasoglu et al., 2014; Farneti et al., 2015; Griffies et al., 2014). K-Profile (Large et al., 1994)
and GM (Gent & Mcwilliams, 1990) parameterizations are used for vertical and isoneutral mixing, respec-
tively. Further details of the numerical methods and physical parameterizations of the ocean are provided
in Dunne et al. (2012).

Finally, we also analyze results from the Ox-HiGEM group with the fully coupled HiGEM climate model
(Shaffrey et al., 2009). This model is not perturbed using the same approach as the forced simulations, but
instead, multiple linear lagged regression is used to extract the responses to a hypothetical step increase in
the principal components of Greenland Sea Plus (GSP) SLP pattern. This method is described by Kostov
et al. (2017) and in section 3.3.
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Figure 2. North Atlantic sea level pressure (SLP) anomalies over time. In the middle is the Hurell North Atlantic
Oscillation (NAO) index with observed temporal variability. Maps of SLP anomalies for selected years with a strong
positive NAO phase (1-4) are shown above, and selected years with a strong negative NAO phase (5-8) are plotted
below. For comparison, the idealized SLP perturbation anomalies used for the Greenland Sea Plus (GSP) and Greenland
Sea Minus (GSM) experiments are shown on the right. Note the GSP corresponds to anomalously low pressure over the
Greenland Sea (stronger wind forcing) and GSM corresponds to anomalously high pressure (weaker wind forcing).

3.2. Wind Anomalies

The perturbation experiments consist of anomalous low/high SLP in the GS region, hereafter called the
GSP/Greenland Sea Minus (GSM) experiments. GSP results in a stronger mean cyclonic atmospheric circu-
lation, and GSM results in a weaker mean cyclonic atmospheric circulation. The anomalous pressure fields
are shown in Figure 2. The center of the anomalies are located in the Greenland Sea at 70.55° N and 6.04° W
(Figure 2) and have a magnitude of 4 mbar with a radius of influence of approximately 1,000 km. Compared
to seasonal changes in SLP, reaching 20-30 mbar, the applied anomalies are relatively weak. The anomalous
forcing is of the same order of magnitude as the long-term trends in the Arctic (Marshall et al., 2017), and
comparable locally in the GS to the difference between a NAO neutral year and a strong positive/negative
NAO year (Figure 2). The anomaly is located near the northern center of action of the NAO and is also
termed the Icelandic Low. We use the term GS low from now on.

The center of this anomaly is similar to the first empirical orthogonal function of SLP in Thompson and
Wallace (1998), who described the NAO as a regional manifestation of a hemispheric mode of variability that
they named the Arctic Oscillation. The GS low is likely to be dominant during winter (Hurrell, 1995), and the
anomaly center has shifted northeastward in recent decades (Moore et al., 2013; Zhang et al., 2008). Studies
have shown that another center of SLP variability can be found in the Nordic Seas, named the Lofoten Low
(Jahnke-Bornemann & Briimmer, 2009; Moore et al., 2012). Therefore, a perturbation experiment similar to
our GS SLP perturbation was performed using the MIT model with the center of the anomaly shifted toward
the Lofoten Low. Results from this experiment showed that the responses of the AW circulation were very
similar to those in the GS perturbation experiment (not shown). Hence, we conclude that the GS anomaly
is well located for our investigation of responses.
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3.3. CRFs From the Fully Coupled HiGEM Simulation

The Ox-HiGEM CRFs are calculated from the coupled climate model HIGEM. The method, following Kostov
et al. (2017), first identifies a target time series and a forcing time series, the latter of which is thought to
exert some control on the former. The target time series is one of the metrics under investigation and is
deseasonalized; the forcing time series is the regression of deseasonalized SLP variability onto the prescribed
GSP anomaly pattern. The target time series is then considered as a convolution of the forcing time series
with an unknown impulse response function. A solution for the impulse response function is found using
multiple linear least squares regression of the target against the lagged forcing. Thousands of estimates are
obtained for the impulse response function by varying (a) the cutoff lag, between 30 and 35 years; (b) the
part; and (c) the length of the control run of the regression. The mean of these estimates for the impulses
over the first 30 years is taken. Because this technique relies on a linear method, the symmetrical GSP and
GSM forcing anomalies yield symmetrical responses. An estimate of uncertainty is derived from combining,
in quadrature, the standard deviation of all estimates with a measure of the error associated with the fit
between the original target and a convolution of each impulse estimate and the forcing, shown in Figure
S8 in the supporting information. Finally, a step response is obtained by integrating the impulse response
through time lags. The same technique was employed by Johnson et al. (2018) to probe the time-evolving
relationship between Arctic freshwater and atmospheric circulation in HIGEM. This method is only used
for the Ox-HiGEM CRFs.

3.4. Tracer Release

Passive tracers have been released “online” in four of the participating models (FESOM, ITU, MIT, and
NorESM) in order to track the AW transport routes both in the climatology and perturbation experiments.
The usage of “online” passive tracers in ocean circulation models is a useful method to investigate advection
pathways and diffusion of water masses. One can view the tracers as a conservative dye that colors water
particles with a certain concentration. At the release point the tracer concentration is set to 100% for every
integration time step, starting in January 1980. It is then advected and diffused as the water masses circulate
and mix. The passive tracers have been released in three locations along the AW flow (Figure 1): in the
North Atlantic Current at the Sviney section (63° N), in the BSO (70-74° N), and in the FS (79° N). Tracer
diagnostics are computed as depth-integrated tracer volume for each grid cell.

4. Results

4.1. Circulation of AW in the Nordic Seas and Response to Wind Perturbations

In this section, the circulation of AW in the Nordic Seas and its relationship to the overlying atmospheric
forcing is examined, followed by the responses of the AW flow to the two wind perturbation experiments,
GSP and GSM.

In order to quantify the strength of the AW circulation in the Nordic Seas, an integrated quantity, like a
“gyre index,” is useful. To this end, the spatial pattern of the annual mean sea surface height (SSH) and
the barotropic stream function have been examined using empirical orthogonal function analysis of the
120-year-long NorESM control simulation (Muilwijk et al., 2018). The barotropic stream function is here
defined as

west

-0 0

y/:—/ vdx, u:_W & v=—W, )
east ay ox

where u and v are the depth-integrated currents in the x and y directions. As previously shown by Aagaard
(1970), Nest and Isachsen (2003), and Chatterjee et al. (2018), the leading mode features a barotropic cyclonic
circulation in the Nordic Seas. Consequently, the area-average barotropic stream function over the central
Nordic Seas (bounded by 66-76° N, 15° W to 10° E) can be used as an indicator of the strength of the Nordic
Seas gyre circulation. A time series of the monthly mean NorESM barotropic stream function for the period
1880-2009 is shown in Figure S1. This time series shows that the NorESM barotropic circulation has a mean
strength of approximately 6 Sv. Seasonally, it varies with a range of approximately 7 Sv, and interannual
variations are approximately 1-3 Sv. Significant (with 95% confidence) positive correlations (¥ = 0.7) are
found between the area-averaged barotropic stream function and the wind stress curl in both the Nordic
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a)

Figure 3. Annual mean barotropic stream function computed from each of the models. Negative values denote
cyclonic circulation, and positive values denote anticyclonic circulation. Panels on the left show the control
simulations. Middle panels show anomalies resulting from the Greenland Sea Plus (GSP) experiment (stronger wind
forcing), and right panels show anomalies resulting from the Greenland Sea Minus (GSM) experiment (weaker wind
forcing). All values are averaged over the last 10 years of integration (20-30 years after perturbation).
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Seas and the Subpolar Gyre, and the NAO index (Figure Slc). Throughout the remainder of the text, all
statistical significance has been determined using a Student's -test.

4.1.1. Mean State

On average, all models have a similar spatial pattern in the Nordic Seas, a cyclonic ocean circulation that is
strongest in the GS and Lofoten Basin (Figure 3). The cyclonic flow starts at the Greenland-Scotland Ridge
and extends all the way north to FS in all models. This is due to a low in the SSH field in the central Nordic
Seas caused by Ekman divergence as presented for NorESM in Figure 5a.

The absolute magnitude of the barotropic stream function generally varies between —8 and —10 Sv in the
Nordic Seas (Figure S1c). An exception is the JHU model where the barotropic stream function is five times
stronger than the other models. This has been investigated further and appears to be connected to strong
deep circulation in the deep parts of the basins. Figure 3 clearly displays differences in the spatial pattern
of the cyclonic flow between the models. Some models have a strong circulation throughout the entire
Nordic Seas, while others are more confined to the smaller basins. Based on Nest and Isachsen (2003), these
differences are possibly linked to variations in Ekman pumping, the local bathymetry and its discrete repre-
sentation, and the parameterization of the eddy field based on the actual hydrographic background states.
The latter also results in different geostrophic currents. We will further explore these issues in section 5.1.

In the other Arctic basins the strength of the flow is less consistent between models (Figure 3), which could
indicate different circulation patterns among the models. Further north, most models show a relatively
strong cyclonic circulation in the Eurasian Basin, indicating that most of the AW recirculates here. A part of
the AW continues to circumnavigate the Arctic Basin as a boundary current. As is shown by passive tracers
in section 5.3, models differ by how the AW crosses the Lomonosov Ridge and extends into the Canadian
Basin. The Alberta and ITU-MOM models have relatively strong cyclonic circulation throughout most of the
Arctic Basin. An anticyclonic barotropic stream function is observed in the Beaufort Gyre for the AWI-MPI,
FESOM, ITU-MOM, JHU, MIT, and NorESM models, but its magnitude and spatial pattern vary consider-
ably. In the Beaufort Gyre the cyclonic circulation in the AW layer sits beneath the anticyclonic surface layer,
so differences in the barotropic stream function, which integrates the two, may be a product of different
halocline depths between models (Steiner et al., 2004). In the Beaufort Gyre, differences in the circulation
may also be due to differences in vertical mixing (Zhang & Steele, 2007) or the simulated sea ice cover (not
shown), as explained by the “ice-ocean governor” theory of Meneghello et al. (2018) and Wang et al. (2019).
They argue that when wind blows over the ice, the ice drags the ocean, but when the gyre spins up, the
geostrophic current catches up with the ice, and the surface stress is reduced. To first order, if simulated
sea ice states are different among the models, the momentum transfer from the air to the ocean will also
be different. Due to the lack of ocean current observations in the Arctic Ocean, the real barotropic stream
function is not well known. We can therefore only compare the models with each other.

4.1.2. Response to Perturbations

Stronger cyclonic atmospheric wind forcing in the GSP enhances the Ekman divergence, leading to a deep-
ening of the SSH trough in the Nordic Seas, as is seen for NorESM in the middle panel of Figure 4a. The
perturbation also causes a stronger SSH gradient between the Arctic Basin and the Nordic Seas, which
results in an increased barotropic flow as is seen in the center panels of Figure 3. All models behave consis-
tently in this respect, and the average response is a 50% increase of the average barotropic stream function
in the Nordic Seas. The JHU barotropic response is approximately five times stronger than that for the other
models. All models show a slightly weaker, and in some cases opposite, response in the Eurasian Basin.
We note that a local wind anomaly in the GS sets up a barotropic response extending over the entire Arctic
Ocean, consistent with Peralta-Ferriz et al. (2014), and also upstream into the Subpolar Gyre (Figure S4) for
most models. The weakened cyclonic atmospheric wind forcing in the GSM experiments results in a nearly
identical, but opposite, response. This is consistent with previous analyses based on observations (Curry &
McCartney, 2001) and model simulations (Brauch & Gerdes, 2005).

The spatially averaged barotropic stream function anomalies in the Nordic Seas governed by the GSP and
GSM experiments are shown in Figure 5a. The amplitude of the response varies between 2-4 Sv in the
GSP case and 1-5 Sv in the GSM case. Some asymmetry is seen among the responses, with the strongest
response and largest spread for GSM. It also appears that the variability in the GSM case is larger than
in the GSP case and that the ITU-MOM and IFREMER models do not reach equilibrium after 30 years.
Ox-HiGEM has the weakest response for both cases, but this response increases over time. NorESM has
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Figure 4. Annual mean and mean response for sea ice and SSH) in the NorESM model due to wind forcing. Panels on
the left show the control simulation, middle panels show anomalies resulting from the stronger GSP forcing, and right
panels show anomalies from the weaker Greenland Sea Minus (GSM ) forcing. All values are averaged over the last

10 years of integration (20-30 years after perturbation). (a) SSH, (b) sea ice concentration, (c) sea ice thickness, and
(d) sea ice transport. GSP = Greenland Sea Plus.

the lowest response of the models without an atmosphere, but otherwise, these are relatively similar. The
response began in 1980 for most models, with a typical 2- to 5-year dynamic adjustment time before a new
quasi-equilibrium state was obtained, in qualitative agreement with the findings in He et al. (2016). We find
that the barotropic response to the wind anomalies is immediate and happens in the first month. This is
also why the largest response is seen in the first year. The adjustment time scale is mainly set by dynamical
adjustment of temperature and salinity. For NorESM this is investigated by looking at the depth-evolution of
isopycnal layers (Figure S10). The perturbation results in a slow uplifting of the isopycnals, and the response
in the intermediate and deep layers is therefore delayed by some years. A part of this delayed response might
be advective, but it might also be related to convective mixing. This is discussed further in the upcoming
sections.
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Figure 5. Annual mean Nordic Seas and Barents Sea climate response functions for the Greenland Sea Plus (GSP) and
Greenland Sea Minus (GSM) wind anomalies. (a) Nordic Seas barotropic stream function strength (negative GSP values
indicate stronger cyclonic circulation), (b) Barents Sea Opening inflow volume, and (c) Barents Sea Opening heat
transport. The 4-mbar GSP and GSM forcing is shown in Figure 2, and the Nordic Seas area in Figure 3. The JHU
response in (a) has been divided by 5 to scale with the other models.

4.2. Volume and Heat Transport Through the BSO

Ocean heat transport varies due to changes in both temperature and volume, and its absolute value depends
on the chosen reference temperature (Schauer, 2004). We have chosen 0 ° C as a reference temperature for the
inflow. Arthun et al. (2012) and Schauer et al. (2002) showed that 0° Cis a representative value for the cold
waters exiting the Barents Sea to the deep Arctic Basin, and we therefore simplify and refer to this transport
as a heat transport and not a temperature transport. We acknowledge, however, that a physically consistent
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Table 3
Climatological Values Obtained From the Control Simulations of the Different Models
Barotropic Inflow Inflow Sea ice Net surface
stream volume heat extent Sea ice heat flux
function transport transport Barent and extent NH Barents and
Group Nordic Seas (Sv) BSO (Sv) BSO (TW) Kara Seas (10'! m?) (102 m?2) Kara Seas [TW]
Alberta -8.0(0.7) +4.3(0.5) +100.2 (15.8) +10.0 (1.7) +10.4(0.3) -82.1(21.7)
AWI-MPI —-8.8(0.7) +3.5(0.3) +99.2 (8.3) +11.1(0.9) +11.1 (0.2) -109.0 (13.3)
FESOM ~7.7(0.8) +3.4(0.3) +68.4(8.8) +11.7 (1.1) +12.9(0.3) -82.3 (10.0)
IFREMER —4.8(1.1) +2.8(0.3) +53.4(7.6) +13.6 (1.1) +11.5(0.2) -71.9(10.1)
ITU-MOM -7.9(1.1) +22(0.4) +38.9 (8.6) +13.8(1.5) +12.0 (0.4) -55.0 (10.1)
JHU —32.0(0.0) +3.6 (0.0) +67.6 (0.0) +16.9 (0.0) +12.3 (0.0) -32.6 (0.0)
MIT —-5.9(0.7) +3.3(0.4) +58.8 (11.7) +13.5(1.2) +12.1(0.3) -42.0 (13.9)
NorESM —6.5(1.0) +2.9(0.3) +51.7(7.8) +13.6 (1.0) +12.0(0.3) -73.1(10.1)
Ox-HiGEM —-7.9(1.8) 3.4(0.8) +93.6 (18.7) +9.1(1.3) +8.7(0.3) -254.7 (40.3)

Note. Values represent annual means averaged over the time period 1980-2005, with the exception of the Alberta model, which covers the period 2002-2016,
and the JHU model, which utilizes a 1998 repeat year. We note that observational values also do not cover the exact same time period as the model averages.
The observed value of the net surface heat flux only covers the Barents Sea and not the combined Barents and Kara Seas. Values in parenthesis are the standard
deviations (annual cycle not included).

ocean heat budget independent of reference temperature results only from the heat convergence of a closed
mass budget (Montgomery, 1974; Schauer & Beszczynska-Moller, 2009). To calculate such a closed heat
budget for the Barents and Kara Sea region would require calculating the V' T' terms on very short time
scales at all grid points. This diagnostic was regrettably not available for all the models.

Temperature fluctuations are important for the BSO heat transport, but it is dominated by volume fluctua-
tions (Muilwijk et al., 2018; Smedsrud et al., 2013). The CRFs of the associated heat transports are calculated
relative to 0 ° C, and overall, there is consistent CRF response among the models for the eastward volume
and heat transport (Figure 5). There is some interannual variability in the CRFs, and it is still an ongoing
research project to fully understand this, but we believe that this variability is a nonlinear response to the
daily forcing of the models. Volume and heat transport through the BSO in the AWI-MPI model show inter-
annual variability that is much larger than the response to the forcing anomalies. Therefore, the response
cannot be clearly identified. As a consequence, responses further downstream in the Arctic are also obscured
by large variability. The AWI-MPI model results concerning the BSO fluxes and Arctic metrics are therefore
excluded from the following analysis and are shown instead in Figure S9.

In the case of GSP, models show an increased flow of AW into the Barents Sea (Figure 5b). On average, the
GSP response is +0.3 Sv, resulting in an advected heat anomaly of approximately 7 TW. For comparison,
the multimodel mean volume and heat transports are 3.3 Sv and 62 TW, respectively. Thus, GSP results in
roughly 10% increase in the transports. The multimodel mean is slightly elevated compared to observations
indicating 2.3 Sv of total inflow in the BSO (Smedsrud et al., 2013). However, because observations are only
available for AW inflow since 1998, there are substantial uncertainties in variations in the strength and
extent of the Norwegian Coastal Current, and there are no observations available between Bear Island and
Svalbard where models indicate a small net inflow. The simulated multimodel mean heat transport is smaller
than the observation-based estimate of 70 TW (Smedsrud et al., 2013), with only one model exceeding the
observation-based value (Alberta; 100 TW; Table 3). This implies that in most models water flowing east in
the BSO is too cold.

There is a connection between the barotropic circulation anomalies in the Nordic Seas (Figure 5a) and the
BSO volume transport anomalies (Figure 5b). A strong Nordic Seas cyclonic circulation due to GSP, result-
ing in negative stream function anomalies, occurs simultaneously to a stronger BSO inflow. However, the
BSO transport anomalies are more variable and have a wider spread. Also, one model (FESOM) crosses the
zero line several years after the initial response. There may be several reasons for these large differences
among the models. First, the branching of the North Atlantic Current (between the BSO, FS, and recircula-
tion near the FS) and the connection between the AW flow in the Nordic Seas and the BSO transport appear
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Figure 6. Correlations between key diagnostics from each model. Top, summer (July), and bottom, winter (February).
All time series are detrended, and their means are removed. Boxes containing “n.s.” mean no significant correlation
with a 95% confidence level. Correlations: (1) mean barotropic stream function (Psi) in the Nordic Seas and Barents Sea
Opening (BSO) zonal volume transport, (2) mean barotropic stream function (Psi) in the Nordic Seas and Fram Strait
(FS) northward volume transport (not net), (3) BSO zonal volume transport and BSO zonal heat transport, (4) BSO
zonal heat transport and sea extent in the Barents and Kara Seas, (5) BSO zonal heat transport and sea volume in the
Barents and Kara Seas, and (6) BSO zonal volume transport and FS northward volume transport. The JHU model is not
included because it uses a repeat-year forcing and does not have realistic interannual variability.

to differ greatly between the models. Second, this connection is not steady in time and appears to vary sea-
sonally. Figure 6 shows correlation values for summer (Figure 6a) and winter (Figure 6b) between different
time series for all the model control simulations. Most models have a high correlation between the strength
of the barotropic circulation in the Nordic Seas and the volume transport through the BSO (Figure 6). The
Alberta model is an exception with no correlation during summer. During winter, however, the correlation
is high also for the Alberta model, and higher for all models than during summer, meaning that the rela-
tionship between the barotropic circulation in the Nordic Seas and the BSO volume transport is generally
stronger during winter. The correlation values between the barotropic circulation in the Nordic Seas and the
FS volume transport are generally low, and much lower than for the BSO (Figure 6). During winter, these
values are also slightly higher, and the Nordic Seas circulation in NorESM has a relatively high correlation
with the FS volume transport (r = 0.60). Overall, the relationship between the barotropic stream function
and the BSO volume transport is stronger than the relationship between the barotropic stream function and
the FS volume transport. Most models show no significant correlation between the northeastward BSO vol-
ume transport and the northward FS volume transport. Exceptions are FESOM, which has a correlation of
r = 0.45 during summer, and ITU, which has a correlation of r = 0.41 during winter.
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The BSO transport responses to GSM are larger than to GSP (Figures 5 b and 5c), with even greater differ-
ences than the Nordic Seas barotropic stream function (Figure 5a). One possible explanation is that in GSM,
the Nordic Sea gyre weakens but also contracts, while for GSP it only strengthens but cannot expand. The
volume and heat transport anomalies resulting from GSM vary between 0.3 and 1.2 Sv and between 4 and
30 TW, respectively, a reduction of 7-50%. The adjustment time scale of the CRFs in the BSO is also approx-
imately 2 to 3 years, but with substantial response the first year. We believe that the adjustment time scale
in the BSO follows directly from the adjustment of the Nordic Seas barotropic circulation. The barotropic
response time is days to weeks, but the baroclinic response also has to be taken into account. The baro-
clinic response time is likely slower due to advection of temperature and salinity anomalies that result from
circulation changes.

The wind forcing in the GS is not the only forcing mechanism driving variations in the inflow at the BSO.
The inflow is primarily driven by the strength of the local westerly winds following the coastline of northern
Norway, which in turn sets up an Ekman transport toward the coast (Furevik, 2001; Ingvaldsen, 2004; Lien
et al., 2017; Muilwijk et al., 2018; Sande et al., 2010). These local wind patterns may or may not correlate
with the NAO pattern, and thus the GS wind stress and barotropic stream function in the Nordic Seas.
For example, Zhang et al. (1998) and Lien et al. (2017) showed that in recent decades with strong positive
NAO index, the BSO AW inflow was strong and had an anomalous eastward extent, but Muilwijk et al.
(2018) showed that this relationship is not stationary over long time scales. For the long NorESM control
simulation, there is on average a relatively high correlation (r = 0.5 — 0.8) between the strength of the
barotropic circulation in the Nordic Seas and BSO inflow volume transport, but there are also periods when
this relationship completely breaks down, for instance between 1930 and 1950 (Figure S1).

We note that AW exits the Nordic Seas through both the BSO and FS; however, we focus on the BSO and the
northeastward flow through the Barents Sea. The dynamics in FS are more complex, with both a northward
AW flow in the West Spitsbergen Current, and a southward flow in the East Greenland Current on the west-
ern side. Although there is a clear connection between the flow through FS and the circulation in the Nordic
Seas (Nost & Isachsen, 2003), the responses in both inflow and outflow due to the GSP and GSM experi-
ments are less consistent across the models. We believe this is in part because the balance between the BSO
AW-branch, the FS AW-branch, and the FS outflow is different across the suite of models we investigated.
The FS is also a region with recirculation (Hattermann et al., 2016; Wekerle et al., 2017), and the volume
transport varies a lot depending on where the sections are defined (Marnela et al., 2013). Here the models
are likely to be different, and the response in recirculation due to GSP and GSM can also differ. Additional
complications in the FS are the strong northerly winds, especially during winter, and the steep topography,
possibly resulting in large differences in eddy activity depending on model resolution. The complexities of
FS demand further investigation using higher-resolution models. However, we discuss the role of the FS
branch briefly in section 5.

Although there are some differences among the models, there is a clear relationship between the GS wind
stress, the circulation of AW in the Nordic Seas, and the volume transport through the BSO. We find that
there is a linear relationship between volume transport anomalies and heat transport anomalies for all
models which will be discussed in more detail in the following section.

4.3. Sea Ice Response

The sea ice responses in the NH, and in the combined Barents and Kara Seas, are consistent across the
models for the GSP and GSM experiments (Figures 7a and 7b). With an increased GSP wind stress and
increased BSO heat transport, all models show a significant reduction of sea ice extent in the Barents and
Kara Seas. On average, the annual mean reduction is 50,000 km?, approximately 5% of the simulated annual
mean in the Barents and Kara Sea region. The spatial pattern of sea ice anomalies (Figures 4b and 4c) shows
that the response of sea ice area and thickness is confined to the Barents and Kara Seas, North of Svalbard,
and the ice edge in the GS, all regions near the AW inflow. Figure 4 shows the NorESM model, but other
models behave similarly. As is discussed in the upcoming sections, the response of sea ice in the Barents
and Kara Seas occurs mainly during winter. As for the other CRFs, the response of the sea ice cover is also
asymmetric between the GSP and GSM cases (Figures 7a and 7b). Due to the reduced GSM wind stress and
ocean heat transport through the BSO, all models experience an increase of sea ice extent in the Barents and
Kara seas, which is more than double the GSP reduction. The increase in sea ice extent varies from 30,000 to
150,000 km?, an increase of 3-13%. In general, the sea ice response from the fully coupled Ox-HiGEM model
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Figure 7. Annual mean climate response functions for sea ice and heat loss. (a) Sea ice extent in the Barents and Kara
Seas region, (b) Northern Hemisphere sea ice extent, and (c) spatially integrated net surface heat flux in the Barents
and Kara Seas region. The 4-mbar Greenland Sea Plus (GSP) and Greenland Sea Minus (GSM) forcing is shown in
Figure 2, and the Barents and Kara Seas area in Figure 1.

is larger than for other models. We believe this is due to the ocean-atmosphere feedback mechanisms related
to the surface heat fluxes, which are not captured in the forced simulations. These feedback mechanisms are
discussed at the end of the section 4.4. Here it is also important to remember that the Ox-HiGEM responses
are symmetric by construction, because we assume linearity. The sea ice extent response in the whole NH
is significantly larger than in the Barents and Kara Seas region, mainly due to the large response in the
GS (Figure 4). The NH multimodel mean sea ice extent response is approximately 13% for both the GSP
and GSM.
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Figure 8. Annual mean values from the climate response functions of Barents and Kara Sea transport, sea ice and heat
flux anomalies plotted against each other: (a) heat transport through the Barents Sea Opening (BSO) as a function of
volume transport; (b) sea ice extent as a function of BSO heat transport; and (c) integrated net surface heat flux over the
Barents and Kara Seas as a function of BSO heat transport. GSP = Greenland Sea Plus; GSM = Greenland Sea Minus.

We find a linear relationship between volume transport anomalies and heat transport anomalies for all mod-
els (Figure 8a). There is also a near linear relationship between the advected BSO heat transport anomalies
and Barents and Kara sea ice extent anomalies (Figure 8b). Because a larger heat transport leads to less ice,
the correlation is negative. On average, a 10-TW heat transport anomaly will result in a change of 50.000 km?
sea ice area. The direct influence of AW heat anomalies on Barents sea ice has previously been suggested
and was estimated by Arthun et al. (2012) to be 70.000 km? per 10 TW. An effect of AW heat anomalies has
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also been suggested for the area north of Svalbard by Onarheim et al. (2014), and here the sea ice is observed
to melt effectively if advected over warm AW in the surface layer (Peterson et al., 2017). The AW heat can
thus reduce the sea ice cover through direct bottom melt (Sande et al., 2014) and the reduction of sea ice
growth during winter. The latter has been suggested to be the most important in the Barents Sea, and this
is why the influence of AW is mainly a winter signal (Onarheim et al., 2018). Another recent study by Bar-
ton et al. (2018) showed that since 2005, the winter sea ice edge in the Barents Sea has been restrained by
an increase in temperature gradient across the Polar Front, which is a potential vorticity constrained shelf
slope current in the eastern Barents Sea. This change may be driven by an increase in AW temperature (Bar-
ton et al., 2018). During summer, the Barents Sea is mainly ice free, and therefore, the influence of AW is
much smaller.

Changes in sea ice cover involve a complex interplay between atmospheric and ocean forcing. During winter,
the ocean often plays a more important role because of the cold air temperatures and lack of solar radia-
tion, but untangling these two driving forces is complicated. In our study, the atmospheric variability in the
Barents Sea region is not altered, and only the remote winds are perturbed, which results in an increased
ocean heat transport here. We therefore know that the changes in sea ice must largely be related to changes
in ocean heat transport. Another possible explanation for altered sea ice cover is changes in sea ice advec-
tion. Change in sea ice transport due to GSP and GSM wind anomalies is shown for NorESM in Figure 4d.
Response is small in the Barents Sea, but the climatic mean FS sea ice southward export is increased by ~10%
due to GSP and decreases similarly for GSM. The downstream GS ice cover increases with GSM for both
sea ice thickness (Figure 4c) and extent (Figure 4b) and decreases for GSP, suggesting that the strong GSP
winds also bring more AW to the northern GS and melt ice there. It is possible that ice transport anomalies
in the Northern Barents Sea explain a part of the sea ice extent anomalies in the Barents and Kara Seas.

Although the response of the sea ice cover is generally consistent across the suite of models, there is some
spread in the CRFs, and we believe that this is partly linked to spread in the heat transport CRFs and partly
due to differences in the mean sea ice state of the models. For example, models that already have a large
sea ice cover experience a small GSM response, and models with a small sea ice cover experience a large
increase during GSM. The mean sea ice extent for each of the models is given in the supporting information.
NorESM, FESOM, and JHU are the models with smallest GSM response (Figure 7a) and have the largest
ice cover in the control simulations. We anticipate a southern maximum limit set by radiative fluxes for the
sea ice edge in the Barents and Kara Seas, even with a strongly reduced ocean heat transport. Other models
have less ice in their control simulation and therefore grow more ice before they reach the same limit. The
forcing of the Alberta model covers a later time period than all other models and therefore has a warmer
climatic mean state, and a reduced sea ice cover in comparison to the other models. This might explain why
it also has the strongest response during the GSM experiments.

Because the AW influence on sea ice cover in the Barents Sea is mainly a winter signal, we need to ensure that
the models have a realistic seasonal cycle. We have therefore compared the variability in the different control
simulations to satellite observations. Figure S3 presents a Taylor diagram of the model's seasonal cycle (a)
and interannual variability (b), for the time period 1980-2010 in comparison to satellite observations from
the National Snow and Ice Data Center (NSIDC; Cavalieri et al., 1996). All models simulate the seasonal cycle
well, with correlations higher than r = 0.97, but with relatively large differences in standard deviation. There
is a relatively large difference between the observed and simulated interannual variability. The ITU-MOM,
IFREMER, and FESOM models are closest to the NSIDC variability with correlation coefficients higher than
0.8. The ITU-MOM and FESOM models share the same forcing data set and are therefore expected to have
similar variability.

The third from bottom and second from bottom rows of Figure 6 represent the correlation values over the
control simulation between the heat transport through the BSO and the sea ice extent and volume in the
Barents and Kara Seas. As expected, in summer the correlation values are low. During summer, most of
the area is ice free, and the relatively warm atmosphere and incoming solar radiation appear to control the
remaining interannual variability. During winter, however, the atmosphere is generally cold; there is no
melting due to solar radiation, and hence, we expect the ocean to play a more important role. Indeed, winter
correlation values are generally high for all models. There is, for example, a significant correlation (with
a significance level of 95%) between BSO heat transport and sea ice extent, with values ranging between
r = 0.37 and r = 0.61. NorESM has the highest correlation (r = 0.61), followed by MIT (r = 0.57). The
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IFREMER model has the lowest correlation (r = 0.37) between BSO heat transport and sea ice extent. For
most models, with an exception of ITU-MOM, the correlation is higher with sea ice extent than with sea ice
volume.

4.4. Air-Ocean Heat Exchange in the Barents Sea

The Barents Sea occupies only 10% of the Arctic Ocean, and the mean depth is 230 m, creating favorable
conditions for cooling of the inflowing AW. In wintertime, when the incoming solar radiation is negligible,
this heat loss from the ocean increases, but sea ice also limits this ocean heat loss. Figure 9 displays the
annual mean net ocean-atmosphere surface heat flux (averaged over the last 10 years of simulation for all
models) and the response due to GSP and GSM. Negative values represent a cooling of the ocean. In general,
the mean values are negative in the Nordic Seas and the Barents Sea, with the largest fluxes found along the
pathway of the North Atlantic Current. As expected, the surface heat fluxes in the Barents and Kara Seas
are highly dependent on the sea ice cover. The average values for the integrated surface heat fluxes and sea
ice area in the Barents and Kara seas for the control simulations of the different models are given in Table 3.
While the JHU and MIT models have relatively low surface heat flux in the Barents Sea, most models are
close to the estimated 76 TW for this region (Table 3; Smedsrud et al., 2013). The fully coupled Ox-HiGEM
model has three times the net surface heat flux. Models with a small ice cover, such as Alberta and FESOM,
generally lose more heat than models with a larger ice cover. For the majority of models the heat loss is
largest toward the north, where the atmosphere is colder and cold-air outbreaks occur. A prominent feature
in most models is also large heat loss in the West Spitsbergen Current and near the sea ice edge in the
GS. In the FESOM, IFREMER, JHU, and NorESM models there is an annual mean surface heating in the
Norwegian and Iceland Seas, a feature that is not prominent in the Alberta, ITU-MOM, and MIT models.

Center and right panels in Figure 9 show a consistent response in surface heat fluxes due to GSP and GSM
across the suite of models. The stronger atmospheric GSP forcing causes increased northward ocean heat
transport, increased heat loss from the Barents Sea, west of Svalbard, and near the sea ice edge in the GS.
Due to the faster GSP circulation, less heat is lost in the Norwegian and Iceland Seas, and warmer anomalies
reach further north and increase heat loss there. The opposite is true for decreased GSM atmospheric forcing.
The response in the Barents Sea is mainly confined to the northern Barents Sea and linked to the retreat of
the winter sea ice edge. On an annual basis this region has more open water and therefore loses more heat.
The CRFs of the integrated surface heat fluxes over the Barents and Kara Sea are presented in Figure 7c.
The multimodel mean response is approximately 10 W/m? for GSP and 20 W/m? for GSM, approximately
15-30% relative to the control annual mean. The time scale of this response is slightly longer than for the
BSO fluxes and sea ice, approximately 10 years. Again, we believe the spread for GSM is mainly connected to
the differences in sea ice state. Models with a large mean sea ice cover tend to have a larger response in sea
ice during GSP and open up a large area of open water resulting in a large response in surface heat fluxes.
The opposite is true for the GSM case. Heat transport anomalies through the BSO may warm the Barents and
Kara Seas, enter the deep Arctic basins, or be lost to the atmosphere. A scatter plot of the surface heat flux
anomalies versus the ocean heat transport anomalies is shown in Figure 8c. Although the spread between
models is slightly bigger than for Figures 7a and 7b, the scatter plot indicates a near linear relationship
between the ocean heat transport anomalies and the surface heat flux anomalies. Direct comparison of the
surface heat flux anomaly with the ocean heat transport anomaly is difficult since we do not have a closed
heat budget. Figure 8c suggests that a large portion of the advected heat anomalies are lost to the atmosphere
in the Barents and Kara Sea region. This is mainly because the positive AW heat anomalies prevent formation
of sea ice increasing the open-water area, cooling the AW more efficiently. Arthun et al. (2012) showed that
the BSO inflow heat transport carries 79% of the annual variance in the net advective heat convergence in
the Barents Sea, and 94% if monthly values are considered. The variabilities of the heat convergence and the
inflow are thus closely related, and the temperature variability in the water exiting the Barents Sea is small.
This supports the theory that most heat anomalies are not advected into the deep Arctic basins but are either
completely lost to the atmosphere or change the heat content locally. This is discussed further in section 5.2.

Several positive feedback loops in the coupled Barents Sea ocean-ice-atmosphere system are possible (Smed-
srud et al., 2013). For example, increased surface heat loss from the ocean to the atmosphere, resulting from
anomalous ocean heat transport, has been proposed to reinforce the ocean heat transport (Ikeda, 1990; Ikeda
et al., 2001; Smedsrud et al., 2013). The increased surface heat loss would lead to a reduction in SLP, and
hence, the resulting cyclonic atmospheric circulation anomaly would produce stronger westerly winds over
the BSO. Smedsrud et al. (2013) also hypothesized another positive “ocean-feedback” mechanism, where the
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Figure 9. Surface heat flux from the different models. Negative values denote heat loss from the ocean to the
atmosphere. Panels on the left show the control simulations, middle panels show Greenland Sea Plus (GSP) anomalies
(stronger wind forcing), and right panels show Greenland Sea Minus (GSM) anomalies (weaker wind forcing). All
values are averaged over the last 10 years of integration (20-30 years after perturbation).

increased ocean heat loss results in more dense water formation in the Barents Sea and a stronger outflow
in the northern Barents Sea, which has to be compensated by a stronger inflow of AW through the BSO.

The models included in Figures 8c and 7c do not include the possibility for any ocean-atmosphere feedback
mechanisms, so we believe that the relationship and the response shown there might be different in a fully
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Figure 10. Historical low-pass filtered sea level pressure (SLP) anomalies in the central Greenland Sea from
ERA-Interim reanalysis (Wgg in equation (4)). (b) Analytical fit (green curves) of the multimodel barotropic stream
function climate response function (CRF; C, equation (3)), and anomalous strength of the barotropic stream function,
BTSys, predicted by the CRFs (equation (4); blue curve) and directly simulated by the models (red curve). Note that
the green curve has a different scale compared to the red and blue curves and that this is per mb. (c) Analytical fit
(green curves) of the multimodel Barents Sea Opening (BSO) volume transport CRF, and anomalous BSO volume
transport, VTggo, predicted by the CRFs (blue curve) and directly simulated by the models (red curve). (d) Analytical
fit (green curves) of the multimodel Barents and Kara Seas sea ice extent CRF, and anomalous Barents and Kara Seas
sea ice extent, SIg: observed from National Snow and Ice Data Center (NSIDC; dark green curve), predicted by the
CRFs (blue curve) and directly simulated by the models (red curve). Green values denote the correlation between the
predicted and the observed time series, and red values denote the correlation values between the predicted and
simulated sea ice extent. All time series are detrended. The blue dotted line represents a hypothetical prediction if we
assume the CRF has an amplitude three times larger than the multimodel mean.

coupled system. In our simulations, while sea ice cover responds to the changing ocean conditions, the rean-
alyzed atmospheric forcing remains unaltered and is based on the prescribed sea ice cover of the reanalysis
product. Air temperatures over ice covered regions are indeed lower than over open ocean. For new open
water regions, these cold temperatures over regions that used to be ice covered will probably be too cold.
This is an uncertainty because we only simulate a part of the naturally occurring coupling. For example, the
sea ice response to increased AW heat input could be a low-end estimate because of strong heat loss where
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the atmosphere is too cold. The Ox-HiGEM CRFs are calculated from multiple linear lagged regression in
a coupled model control run and, as such, partly incorporate atmospheric feedbacks related to surface heat
fluxes. This may explain the stronger Ox-HiGEM sea-ice response.

The negative correlation between BSO ocean heat transport and sea ice extent suggests that ocean variabil-
ity is an important driver of sea ice variability. The increased ocean heat transport from the GSP anomalies
results in a smaller sea ice cover in the Barents and Kara Seas. The larger open water area hence results
in increased ocean-to-atmosphere heat fluxes in all models. Similar dependence was found from direct
observations by Ivanov et al. (2003) and Smedsrud et al. (2013).

4.5. Convolution of the CRFs and Potential for Prediction

Having described the response resulting from anomalous SLP in the GS and the form of some key CRFs, we
now use this to compute the response to a historical time series of SLP anomalies in the GS (Figure 10a).
These “hindcasts” are then compared to calculations from the different models and observations. This com-
parison gives a sanity check on the utility of the CRFs and can provide us with information on how much of
the simulated (or observed) variability can be explained by the GS SLP anomalies. The methodology follows
the same procedure as described in Marshall et al. (2017). Here, the focus will be on the relationship between
the GS SLP anomalies and the CRFs of the barotropic stream function in the Nordic Seas (Figure 5a), BSO
volume transport (Figure 5b), and sea ice extent in the Barents and Kara Seas (Figure 7a).

‘We define C (units Sv/mbar) as the response function per unit forcing of the mean barotropic stream function
strength in the Nordic Seas. B/fS‘NS (units Sv) is the amplitude of the resulting change in the barotropic stream
function induced by pressure anomalies over the GS. We fit an analytical expression to the multimodel mean
CRFs shown in Figure 5a and assume that the responses to GSP and GSM are roughly equal of magnitude
but of opposite sign. All calculations have also been performed with the CRFs of the individual models (not
shown), but since we did not find notably different results, we have chosen to only present the fit based on
the multimodel mean. The following analytical expression broadly captures the form of C:

Cx Wslcp = ET\SNS(I —exp(—rt)), 3)

where the scaling factor W,,,, is the magnitude of the step function in forcing (4 mbar in our case). The
time scale of response is very short, as described earlier. An analytical fit based on Figure 5a suggests that
y = % y~! (i.e., an e-folding response time of 2 years) with B/T\SNS = 2.5 Sv (green lines in Figure 10b).
Following equation (1), we may now write

t
BTSys(t) = / C@t—- t/)mj—[m(t’)dt’, 4)
0

where W (units mbar) is a time series of historical pressure anomalies over the GS, as shown in Figure 10a
from the ERA-Interim reanalysis (Dee et al., 2011). We have also tested other reanalysis products, but the
results are not sensitive to the product being used. The solution of equation (4) gives us an estimate of
the barotropic stream function solely based on GS SLP anomalies and our analytical CRF and is presented
in Figure 10b. Unfortunately, there are no observations of the Nordic Seas barotropic circulation strength
with which to compare, but comparison with the multimodel mean from the control simulations gives high
correlations (r = 0.7). These results lend strong support to a close relationship between anomalous SLP in
the GS and the barotropic circulation in the Nordic Seas. The success of the convolution in reconstructing the
variability in the strength of the Nordic Seas barotropic circulation suggests that almost all of the variability
in this circulation is driven by the imposed wind pattern, we have imposed, and that the relationship is
relatively linear.

A similar exercise can be repeated for the BSO volume transport, which we will define as VTyg,. As explained
above, we can fit an analytical expression similar to equation (3) to the multimodel CRFs shown in Figure 5b.
The green curves in Figure 10c represent the fitted analytical response function C (units Sv/mbar) for the
BSO volume transport with y = % y~! and VT, = 0.5 Sv. The blue curve in Figure 10c shows the solution
of the convolution (as equation (4)) for the BSO volume transport CRF. The estimated volume transport
compares well with the simulated multimodel mean, and their correlations are relatively high (r = 0.58). The
skill on this estimate is somewhat lower than for the barotropic stream function in the Nordic Seas, but this
is expected because we are further away from the perturbation location and also expect other mechanisms
to influence the variations in the BSO volume transport. For example, the local wind direction in the BSO is
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likely to be important (Muilwijk et al., 2018). Also, the models we use differ in how well correlated the BSO
volume transport is with the Nordic Seas barotropic circulation, and hence with the winds in this region.
This will be further discussed in section 5.2. In general, we conclude that there is also a relatively close
relationship between anomalous SLP in the GS and the volume transport through the BSO.

Finally, we investigate the convolutions of CRFs from sea ice extent in the Barents and Kara Seas, which we
define as SI;. A multimodel analytical fit of the CRFs presented in Figure 7a is shown in green in Figure 10d.
Again, the analytical fit, C (units m?/mbar), may be expressed like equation (3), now with the coefficients
y = i y~! and 8l = 0.8 - 101! m2. For sea ice extent in the Barents and Kara Seas a good observational
record can be obtained from NSIDC passive microwave satellite data (Cavalieri et al., 1996). In Figure 10d,
the observed sea ice extent anomalies in the Barents and Kara Seas region are compared with the simu-
lated multimodel mean sea ice extent anomalies, and with the prediction based on the convolution of the
analytical CRF and the GS SLP time series (similar to equation (4)). First we would like to point out that
although the multimodel mean anomalies are somewhat smaller than the observed anomalies, the corre-
lation between these two time series is high (r = 0.84, not shown). The correlation of the time series from
individual models with the observed sea ice data was discussed in section 4.3 and can also be seen in the Tay-
lor diagram in Figure S3. Because these are simulations with a forced “realistic” atmosphere, it is expected
that they simulate the sea ice variability quite well (Ilicak et al., 2016). The estimated sea ice variability based
on the analytical CRF and the GS SLP anomalies is shown in blue in Figure 10d. Its correlation with the
observed sea ice anomalies is r = 0.45, and the correlation with the simulated multimodel mean anomalies
isr = 0.43, thus much smaller than for the barotropic flow or the BSO volume transport. Also, the amplitude
of the anomalies from the convolution time series is smaller than what is observed and simulated.

The limited success of the reconstructed sea ice variability based on GS SLP anomalies is not unexpected.
First, as discussed in section 4.3, there may be several nonlinear responses and feedback mechanisms that
are not captured in our CRFs due to the nature of our forced simulations. Hence, we hypothesize that
our sea ice response is underestimated (an argument supported by the CRF results from the fully coupled
Ox-HiGEM simulation). If our CRFs were to reach an equilibrium that is larger than ST gk = 0.8-10! m?, the
estimate would slightly improve. This is illustrated by the dotted blue line in Figure 10d, which shows the
convolution based on a hypothetical CRF with an amplitude three times larger than the multimodel mean
CREF, and slightly larger than the Ox-HiGEM CRF in Figure 7a. Second, and most importantly, although we
do observe a clear linear response in the Barents and Kara Seas sea ice cover following the GS SLP anoma-
lies (Figure 8), there may be other atmospheric and oceanic remote effects that have a potential impact but
are not captured in our CRF convolution (Nakanowatari et al., 2014). For example, Onarheim et al. (2015)
presented a framework for skillful prediction of sea ice in the Barents Sea based on ocean heat transport,
but ocean heat transport is affected by both temperature and volume transport anomalies. Advected tem-
perature anomalies from the south also influence the ocean heat transport into the Barents and Kara Seas
(Arthun et al., 2017; Muilwijk et al., 2018). In our CRF experiment we mainly perturb the volume transport.

Hence, we conclude that our CRFs provide a good potential for prediction on relatively short time scales
(2 years) of the Nordic Seas barotropic circulation and the BSO volume transport, but not for sea ice extent.
The convolutions allow us to produce an estimate of the variability in Nordic Seas circulation directly from
knowledge of the winds, without running a model. They also underpin the utility of our perturbation exper-
iments and the value of computing CRFs. Further investigation of the convolution procedure is a current
research focus, and this method will likely be refined in future work.

5. Discussion

5.1. Ekman Pumping and the Resulting Circulation

The barotropic circulation results presented in Figure 3 are in accordance with Isachsen et al. (2003), who
presented a lowest order theory of the temporal variability for circulation in the Nordic Seas, and related it to
Ekman-dynamics. Isachsen et al. (2003) found that anomalous Ekman convergence contributes to a spin-up
(or spin-down) of the gyres within regions enclosed by contours of constant f/H, where f is the Coriolis
parameter and H is the water depth. In this barotropic model, gyres will spin up cyclonically for cyclonic
wind stress anomalies and vice versa. The barotropic response we see from our GSP and GSM experiments is
also bounded by f/H contours (not shown) and thus consistent with the simple model of Nest and Isachsen
(2003). However, cyclonic wind stress is likely not the only explanation for the mean cyclonic gyre circulation
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in the Nordic Seas because baroclinic pressure terms will eventually balance the surface Ekman pumping
(Nost & Isachsen, 2003). The cyclonic circulation in the Nordic Seas and the narrow cyclonic AW boundary
current in the Arctic Basin is likely also partially explained by eddy-topography interaction, or the so-called
“Neptune effect” (Holloway, 1987).

From Figure 3 we see that there are relatively large differences across the suite of models in regard to the
strength and spatial patterns of barotropic circulation. The barotropic circulation is mainly wind driven, and
hence dependent on surface stress and Ekman pumping. Nest and Isachsen (2003) simulated the barotropic
circulation in the Arctic Ocean by using the Ekman Pumping and the hydrographic forcing resulting from
the geostrophic shear as “forcing terms.” The Ekman Pumping velocity (W, ) can be calculated from the
surface stress (z,) and is given as

Ts

W, =V X .
o pof

©)

The hydrographic forcing resulting from geostrophic shear (W,) can be calculated from the density field and
is given as

Wg:_Vs'Vf/fs (6)

where
1 0
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Here V is the geostrophic shear, p the hydrostatic pressure, f the Coriolis parameter, H the water depth, and
po a reference density of 1,027.8 kg/m>. Based on their results we explore whether major model differences
in the barotropic circulation in the Nordic Seas are a result of either differences in W, or differences in W,,
the latter being mainly dependent on the mean hydrography. Differences in the resolution dependent repre-
sentation of bottom topography in the models may also influence the barotropic circulation. The topography
might be especially important for the division of the North Atlantic Current into the BSO or FS branches.

Figure 11 shows maps of the annual mean strength of W, in the control simulations. In general, most mod-
els share similar Ekman pumping behavior, but regional differences are visible, particularly in the Barents
Sea region. The strongest upwelling is found in the Irminger Basin, Iceland Sea, and southern part of the
GS. The strong Ekman pumping in the Irminger Basin is related to the Greenland tip-jet. Nearly all models
experience a modest upwelling in the Norwegian Sea and GS, with a minimum in the center of the Basin.
NorESM shows relatively large upward Ekman velocities in the GS and Lofoten Basin but also downward
Ekman velocities in the central Norwegian Sea. This downwelling is related to the position of the climato-
logical atmospheric low-pressure center in NorESM. While most models experience one large low-pressure
system over the Nordic Seas in their long-term mean, NorESM experiences a SLP structure (not shown) with
a second low-pressure center centralized over the Lofoten Basin and one low-pressure center over Iceland.
Both these centers create Ekman divergences and upwelling, but where they meet in the central Norwe-
gian Sea, they create a convergence zone and downwelling. The wave-like structure in Ekman pumping in
NorESM is a result of the topography of Greenland and Iceland. ITU-MOM has the largest regions with
strong upwelling in the GS and Irminger Basin.

Relatively strong coastal downwelling is found east of Greenland and Svalbard and is strongest for the
FESOM model. All models also experience general downwelling in the Canadian Basin, this is strongest
in the JHU model. The values noted in Figure 11 represent long-term average values of the mean Ekman
pumping strength for the central Nordic Seas region, and also the mean strength of the Ekman pumping
anomalies due to GSP and GSM. From these values we observe that there are relatively large variations in
the mean Ekman pumping strength in this region. Spatial maps of W, anomalies due to the GS experiments
are shown in Figure S11.

There is no clear link between the average strength of Ekman Pumping (values noted on Figure 11) and
average strength of the barotropic stream function in the same region (Table 3). From the models with
relatively low Ekman pumping strength (Alberta, IFREMER, and MIT), only IFREMER and MIT have a
relatively weak barotropic circulation. NorESM is another model with relatively weak barotropic circula-
tion, but NorESM has relatively strong Ekman pumping. All models have relatively similar Ekman pumping
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Figure 11. (a-g) Map of the annual mean Ekman pumping (V X zy/pgf) field computed from the model control
simulations. Positive values denote upward velocities. Values in the upper left represent the long-term mean (and
anomalies due to Greenland Sea Plus [GSP] and Greenland Sea Minus [GSM]) Ekman pumping averaged over the
Nordic Seas region (green box Figure 3). Values are given in 1077 m/s. (h) Map of the annual mean “hydrographic
forcing” (given by the geostrophic shear, -V - Vf/f) computed from the NorESM control simulation. All values are
averaged over model years 20-25. Black lines show f/H contours. Maps of the spatial anomalies due to GSP and GSM
are given in the Supporting Information (Figure S11).

anomalies in response to the GSP and GSM forcings (Figures 11 and S11). NorESM, however, has relatively
weak anomalies, and this might explain the relatively weak response for the barotropic stream function
(Figure 5a). Based on these results, we hypothesize that differences in the mean (and anomalous) barotropic
circulation may partially be explained by spatial differences in the Ekman pumping, possibly related to dif-
ferences in sea ice cover. Differences in Ekman pumping (Figure 10) may also result from differences in
model resolution or differences in the bulk formula, which may impact the barotropic circulation.

Another possible explanation for differences in the barotropic circulation may be differences in mean state
hydrography (Nest & Isachsen, 2003). Differences in hydrography will be manifested in differences in
geostrophic currents as a result of equation (7)). The spatial hydrographic forcing from the geostrophic shear
(equation (7)) has only been calculated for the NorESM model and is presented in Figure 11h. On average,
this forcing results in a much smaller contribution compared to the Ekman pumping contribution. However,
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where f/H contours are close to each other, the geostrophic shear is relatively large. The GS is such a region
with relatively large topographic changes. Differences in mean state hydrography here will likely result in
different geostrophic shear in this region, which will in turn affect the barotropic circulation. As is shown
in section 5.2, the models have substantial differences in hydrography in this region, making this a plausi-
ble partial explanation for the differences in barotropic circulation. The GS is also a region with convective
mixing resulting in colder and fresher waters at intermediate depth. Differences in convective mixing in the
models may thus also affect the mean state hydrography here, and hence the circulation.

5.2. Fate of the AW Heat Distribution and Its Dependence on the Wind

Local increase and decrease in wind stress affects the barotropic circulation strength in the Nordic Seas and
the northward heat transport through the Barents Sea (Figure 5). But how far into the Arctic Ocean basins
does this anomaly propagate? The GS wind likely also affects the division of the North Atlantic Current
between the BSO and FS and, as is described in further detail in section 5.3, it also affects the AW pathways
inside the Arctic Basin. The fate of the ocean heat carried by the FS and BSO branches is substantially
different. The BSO branch releases a vast amount of heat to the atmosphere in the Barents Sea (Figure 7c),
resulting in a strong local cooling of the AW and relatively cold outflow through the St. Anna Trough into
the Arctic Basin. Where the FS branch meets the sea ice edge north of Svalbard, the upper layer melts ice,
but at intermediate depth the AW continues into the Arctic Basin releasing heat more gradually over a much
larger area (Rudels et al., 1996). Changes in the division of the North Atlantic Current between the FS and
BSO will likely affect the fate of the AW heat.

Total vertically and horizontally integrated heat content relative to a reference temperature of 0 ° C shows a
clear evolution over time for the different regions (Figure 12, left panels). For the Nordic Seas (Figure 12a),
there is an overall cooling for stronger GSP wind stress and warming due to weaker GSM wind stress across
the suite of models. This is mainly the result of a temperature change of the upper 1,000 m, which can be
observed from the long-term mean profiles (Figure 12b). On average, the models experience a warming or
cooling of 0.1-0.5 ° C in the Nordic Seas AW layer as a result of the wind perturbations. Generally, cooling is
associated with a slight freshening of the AW layer and warming is associated with a slightly saltier AW layer.
Change in the vertically integrated heat content comes from changes in the surface heat fluxes (increased
or decreased heat loss) and heat flux divergence due to lateral fluxes. The anomalies in heat content are,
consistently in all our models, largely explained by changes in lateral fluxes, but local processes in the Nordic
Seas are also important, and these result might be slightly different in a system with a coupled atmosphere.
We note that there are also substantial differences in the mean Nordic Seas hydrography for the different
models. NorESM and IFREMER generally have a cold and shallow intermediate layer, while the ITU-MOM
model, for example, has a very deep and warm intermediate layer. These differences translate into large
differences in total heat content for the control simulations.

Concerning changes in lateral fluxes, we hypothesize that the reduction in heat content in the Nordic Seas in
the GSP case is mainly a result of enhanced AW export in the north and enhanced import of cold Polar Water
in the EGC. Another process causing decreased heat content under the GSP forcing is increased Ekman
pumping leading to a lifting of the colder water (around 0° C) from below 1000 m. The gyre spin up is
associated with a doming of deep isopycnals, and import of more cold deep water from outside the domain,
which then contributes to a general decrease of heat content. Tesdal et al. (2018) showed that this also
happens in the Subpolar Gyre. Concerning local forcing, the stronger winds lead to stronger heat loss by
increasing the turbulent fluxes of sensible and latent heat. Asbjernsen et al. (2019) have recently shown that
50% of the variability in the Nordic Seas ocean heat content can be attributed to local surface forcing, and
although we have not investigated this in depth, we speculate that the changes in heat content arise due to
a combination of advection and local forcing. Note that the accelerated Norwegian Current (and resulting
greater heat transport from the south) is mainly excluded from the Nordic Seas box shown in Figure 3.

The CRFs of heat content in the Barents and Kara Seas region are shown in Figure 12c. Although the
responses are less consistent between models than in the Nordic Seas, most models, with the exception of
MIT and JHU, experience an increase in total heat content due to GSP and decrease due to GSM. An increase
in heat content is consistent with the increase in heat transport through the BSO (Figure 5) and associated
with a slight warming of the whole water column (Figure 12d). The opposite is true for the decrease. This is
consistent with Arthun et al. (2012) and strengthens the theory that heat anomalies advected through the
BSO mainly affect the surface heat fluxes (Figure 8c) and the heat content locally. A closed heat budget anal-
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Figure 12. Arctic Ocean heat anomalies, mean temperature profiles, and salt anomalies. Left: climate response
functions of vertically and horizontally integrated heat content relative to 0 ° C for the Greenland Sea Plus (GSP) and
Greenland Sea Minus (GSM) wind anomalies. Solid lines represent the GSP simulations, and dashed lines represent
the GSM simulations. Note that GSP implies a stronger cyclonic forcing over the Nordic Seas and increased barotropic
circulation strength in the Nordic Seas. Heat content is calculated over the full depth. Middle and right: annual mean
temperature profiles and salinity anomalies for the different basins and models averaged over the last 10 years of
integration (20-30 years after perturbation). Solid lines represent the control simulations, dotted lines represent the
GSP simulations, and dashed lines represent the GSM simulations. Note that for temperature the actual profiles are
shown, but for salinity, only the anomalies are shown.
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ysis is needed to confirm this. The only models that do not experience a warming in the Barents and Kara
Seas region are MIT and JHU. This might be due to changes in sea ice cover, such that heat loss outweighs
the increased heat input. The temperature distribution in the Barents and Kara Sea is relatively uniform
throughout the water column, but there are large contrasts between the models, with a difference of more
than 2 ° C. We believe this is mainly due to advection.

The GSP and GSM perturbations have a consistent impact on the heat content in the deep Arctic Basins
(Figure 12). The response here is delayed, but after approximately 5 years all models experience an increase
in heat content in the Eurasian Basin as a result of the GSM perturbation. The MIT, JHU, NorESM, and
ITU-MOM models also experience a decrease in heat content in the Eurasian Basin resulting from GSP, but
Alberta, IFREMER, and FESOM show no clear response.

There is also a response downstream in the Beaufort Gyre. As in the Eurasian Basin, most models experience
asmall decrease in heat content from GSP and a slightly larger increase in heat content due to GSM. During
GSP the AW layer in the Beaufort Gyre becomes slightly colder and saltier, and during GSM, the AW layer
becomes warmer and fresher. It seems likely that less ice and larger surface heat loss in the Barents Sea
during GSP result in colder water ultimately entering the Eurasian Basin. After approximately 10 years
this anomaly is subsequently advected into the Beaufort Gyre. The opposite is true for GSM, with the AW
entering the Arctic through the St. Anna Trough retaining more of its heat due to a more extensive ice cover
and less heat loss in the Barents Sea. As is shown from passive tracer results (section 5.3), during GSP, more
AW enters the deep Arctic Basins. Because more AW volume is inconsistent with a decrease in heat content,
the temperature of the AW must be lower. It is to be noted that the GSP and GSM anomalies are relatively
small, and smaller than both the anomalies from the individual models and the differences between the
different models. Overall, the effect of the GSP and GSM experiments on the Beaufort Gyre region is not
very strong. The FESOM and JHU models show the opposite responses to the other models in the Beaufort
Gyre. In section 5.3 we show that the FESOM model is the model with least response in total AW volume
in the deep Arctic Basins, which might explain the lack of response in heat content. The JHU model may
behave similarly, but unfortunately, this model did not have passive tracers implemented.

Generally, the models have a more similar hydrography in the Eurasian Basin and Beaufort Gyre, but
NorESM stands out with a cold bias, and ITU-MOM with a slight warm bias. This is well known and dis-
cussed in detail in Ilicak et al. (2016). JHU has a warm bias only in the AW layer. We hypothesize that the
change in heat content in the deep Arctic basins is mainly connected to the increased or decreased cooling
of AW in the Barents and Kara Seas, and the changing circulation pathways. The lack of response in the
Eurasian Basin in the Alberta and IFREMER models might result from redistribution between the different
basins. Possibly, the AW is colder, but at the same time more AW stays in the Eurasian Basin. These two pro-
cesses might outweigh each other. Unfortunately, the IFREMER and Alberta models did not have passive
tracers implemented to allow us to check this.

5.3. AW Flow From Passive Tracer Release

To further investigate the circulation of AW, we consider the advection and diffusion of passive tracers that
were released in four of the models. These tracers were released continuously at three locations along the
AW flow path for approximately 30 years, starting in 1980 (Sviney, BSO, and FS). Figure 13 shows the mean
concentration of a passive tracer 20-25 years after release in the BSO. The tracer concentrations are stan-
dardized by depth in order to visualize the differences between the shallow Barents Sea and deep Eurasian
Basin. By this we mean that all tracer volumes have been divided by water depth, and it can be interpreted
as a fraction of the water column that is filled with tracer. Figures S6 and S7 show the same for the Sviney
and FS tracers. For the BSO tracer we also show the surface concentration and the concentration at the
depth of the AW layer (400 m) in Figures S12 and S13, respectively. Most of the Barents Sea is quickly filled
up with AW from the BSO, and this eventually enters the Eurasian Basin through the St. Anna Trough. In
all models the AW continues to circulate cyclonically in the deep Arctic basins, but the bulk does not cross
the Lomonosov Ridge and remains in the Eurasian Basin. After some modification, here the AW circulates
back to the Nordic Seas through FS. Animations of these passive tracer concentrations are available in the
supporting information.

The tracer release experiments reveal substantial differences in advection between these four different con-
trol simulations (Figure 13). The ITU-MOM and FESOM models have the strongest circulation inside the
Arctic Basin, where a substantial portion of the BSO tracer ends up in the Canadian and Makarov basins. In
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Figure 13. Vertically integrated concentration of passive tracer released continuously at all depths in the Barents

Sea Opening (BSO) in four models. Panels on the left show the control simulations, middle panels show anomalies
resulting from the GSP experiment (stronger wind forcing), and right panels show anomalies resulting from the

GSM experiment (weaker wind forcing). All values are averaged over model years 20-25. Tracer release started
simultaneously with the beginning of the perturbation. All values are standardized by depth. The pink line marks the
tracer release location.

the MIT simulation less of the BSO tracer crosses the Lomonosov Ridge, and most of the BSO tracer remains
in the Eurasian Basin, whereas in NorESM nearly none of the BSO tracer crosses the Lomonosov Ridge.
Observations of the circulation in this area are scarce, but Karcher et al. (2012) make the point that the ability
of the AW to cross the Lomonosov Ridge might vary over time. One possible explanation is that the MIT and
the NorESM models create more dense water in the Barents Sea, and this subsequently has trouble crossing
over the Lomonosov Ridge. This is likely related to numerics in the model. The Lomonosov Ridge creates a
potential vorticity barrier, so differences between the momentum advection schemes and momentum clo-
sure schemes (i.e., viscosity operator) might lead to differences among the models. The tracers released in
the FS and at Svingy also show that there are large differences in how much of the AW recirculates in the
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FS. Both MIT and NorESM have relatively high recirculation in the FS whereas ITU-MOM and FESOM
generally transport AW further into the Arctic Ocean (Figures S6 and S7).

In general, GSP results in an increased volume of BSO tracer in the deep Arctic Basins for all models and vice
versa for GSM after 20-25 years (Figure 13). Because the heat content of these basins goes down (Figure 12),
this AW must be colder than before. There is a very limited response in the Barents and Kara seas, because
these regions were already filled with AW from the BSO. However, the spatial distribution is also very dif-
ferent from the control simulations. For NorESM and MIT, the AW originating from the BSO and the FS
(Figures S6 and S7) is more confined to the southern part of the Eurasian Basin in the GSP case. Here, the
Nansen Basin experiences an increased volume of AW, while the Amundsen Basin experiences a decreased
volume of AW after 25 years. More AW enters the Arctic Basin in the GSP case, but it does not reach as
far north and west into the deep basins. For these two models the increased circulation results also in a
quicker recirculation and shorter residence time; as more AW enters, the “throughflow” in the Arctic Basin
increases, and more AW exits through FS. This could also contribute to a lower heat content. The opposite
is true for the GSM case, where a lower wind stress in the Nordic Seas results in less AW in the deep Arctic
Basins. For MIT there is a positive AW volume anomaly in the Makarov and Canadian basins for the GSM
case, meaning the AW reaches further to the north and west when the circulation is weak. This contributes
to the positive anomaly in heat content of the Beafort Gyre in the GSM case (Figure 12).

The ITU-MOM and FESOM models behave slightly differently than MIT and NorESM. The ITU-MOM
model also experiences an increased AW volume in the deep Arctic basins in the GSP case, but here the
increase mainly results in more tracer volume further away from the inflow region, toward the Laptev Sea,
Makarov Basin, and Canadian Basin (Figure 13). This increase is Arctic-wide for ITU-MOM, but with the
strongest response in the Laptev Sea. Because this increase of AW volume is related to a decrease in heat
content (Figure 12), the AW must be colder than before. FESOM actually experiences a decrease of AW vol-
ume in the Nansen Basin and an increase in the Makarov and Canadian Basins. For FESOM, the GSP case
does result in a longer AW residence time in the Arctic Basin, and hence less AW volume in the outflowing
East Greenland Current. In the GSM case, the ITU-MOM model also experiences an overall decrease of AW
volume in all the deep Arctic basins. Again, the response is strongest in the Laptev Sea. For FESOM there is
also a general decrease in AW for GSM, but also a small increase in the Nansen Basin and the southern parts
of the Canadian Basin. In the Barents and Kara Seas we see an initial response due to the stronger circula-
tion, which tells us that the Barents and Kara Seas fill up with AW faster due to the GSP perturbations and
slower due to the GSM perturbations. In 20 years an equilibrium is reached because the seas are completely
filled with AW originating in the BSO. The BSO tracer increases steadily in the Eurasian Basin during the
GSP case for the ITU-MOM, MIT, and NorESM models and vice versa for GSM. The FESOM model has an
initial response, which is similar to the other models, but in the long term there is no change in absolute
tracer volume in the Eurasian Basin. Overall, in the Eurasian and Canadian Basins, an increase of total AW
volume is related to a decrease in total heat content, thus the AW temperature is lower than before. The
model with least clear response in AW volume in these deep basins (FESOM) is also the model with the
smallest response in heat content change.

The change in temperature in the Eurasian Basin has been investigated thoroughly for the NorESM (Figure
S5). The average annual mean temperature shows a thick near-surface layer of relatively warm AW entering
through FS. This layer cools but continues at depth toward the Laptev Sea. We note that NorESM has a
cold bias (Ilicak et al., 2016) and that the absolute temperatures are therefore too low. The GSP perturbation
results in a stronger AW circulation and a warmer intermediate and surface layer, but colder temperatures
at depth and near the inflow region (Figure S5b). This is consistent with a stronger throughflow in the
Nordic Seas combined with a more effective lifting of the colder deep water due to the stronger GSP wind
forcing. In the Eurasian Basin the temperatures are colder from the surface to the bottom, apart from just
downstream of the FS at intermediate depth. As discussed in section 5.2 this is likely due to the stronger
“throughflow” and cooling in the Barents Sea, increasing the proportion of AW that has been effectively
cooled and densified, and which ends up at depth in the Eurasian Basin. The cooling could also result from
increased transport of colder waters from the Western Arctic.

We conclude that the changing GS wind forcing clearly affects the AW pathways and its residence time in the
different seas and basins of the Arctic Ocean. Likely, the strength of the barotropic circulation also affects the
vertical distribution, temperature, and possibly also salinity of the AW in the Arctic Ocean. When it comes
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to the AW pathways, there are, however, larger differences across the suite of models, both in the mean state
and in the responses.

6. Summary and Conclusions

We have here analyzed a suite of different Arctic Ocean model simulations to understand the effect of
anomalous wind forcing over the GS. We examined similarities and differences in Nordic Seas circulation,
poleward ocean heat transport, AW pathways, and Arctic sea ice. This coordinated model comparison grew
out of the Forum for Arctic Modeling and Observational Synthesis community, and one main goal here is
to compute CRFs for the Atlantic sector of the Arctic Ocean to understand climate and model sensitivity to
changes in wind forcing. We have successfully shown that CRFs based on SLP anomalies have a potential
for prediction purposes and that there is a clear link between the GS winds, northward ocean heat transport,
and sea ice. Overall, there is a strong general agreement between the different models, but for some aspects
the models behave differently and had different biases, which underlines the value of doing cross-model
comparisons.

‘We focus on the sensitivity of AW circulation to stronger and weaker GS winds. The stronger wind forcing,
termed GSP, is the geostrophic wind increase related to a 4-mbar drop in surface pressure in the central
GS. The weaker forcing is opposite in strength and termed GSM, and they are both comparable to observed
Nordic Seas annual mean SLP anomalies that resemble the NAO variability.

A stronger GS wind stress results in stronger cyclonic barotropic circulation in the Nordic Seas and increased
northward transport of AW volume and heat through the BSO. A weaker GS wind stress results in the oppo-
site. The responses in the BSO have a response time of 1-5 years where most of the response happens during
the first year after the perturbation begins. The change in AW flow extends from south of the Subpolar
Gyre, through the Nordic Seas, and all the way north into the Canadian Basin. There is a corresponding net
decrease in the depth-integrated heat content in the Nordic Seas, Eurasian Basin, and eventually in the Cana-
dian Basin due to GSP. This net decrease in Nordic Seas heat content is likely connected to increased input
of cold water from the north, uplifting of cold waters from the deep ocean, and increased heat loss within
the Barents and Kara Seas. In a similar way, the weaker GSM forcing leads to an increased depth-integrated
heat content along the AW inflow pathway.

The GS experiments impact the AW flow all the way downstream into the Canadian Basin, but overall, the
effect of the GSP and GSM experiments on the Beaufort Gyre region is not very strong. During GSP, the
AW layer in the Beaufort Gyre becomes slightly colder and saltier, and during GSM, the AW layer becomes
warmer and fresher. The response in this region is relatively small, and the GSP/GSM anomalies are not
larger than the temporal anomalies in the control simulations from the individual models or the differences
between the different models.

The higher GS wind stress of the GSP experiment results in an increased transport of warmer AW into the
Barents and Kara Seas. Likewise, the weaker GSM wind stress leads to a smaller AW inflow volume transport.
This response is clear in all models, but the strength of the response varies. The most remarkable result is the
very close-to-linear response in the heat transport into the Barents Sea, the heat content in the Barents/Kara
Seas, the heat loss to the atmosphere, and the change in sea ice extent. The response integrated over the
whole Arctic amounts to a loss of about 10% of the annual mean sea ice area for a 4-mbar SLP anomaly over
the GS. The positive AW inflow volume anomaly due to GSP leads to a higher ocean heat transport into the
Barents Sea, a local warming, less sea ice, and a stronger heat loss to the atmosphere. The opposite is true
for the weaker GSM forcing. This response is similar to the main cause of Barents Sea variability examined
over the last 2,500 years by Smedsrud et al. (2013), but our results increase the confidence in this response
by demonstrating that it appears across a suite of models.

The CRFs have a 2- to 5-year dynamic adjustment time, suggesting that there is potential for predictabil-
ity on these time scales. A reconstruction of the strength of the barotropic circulation in the Nordic Seas
based solely on a linear convolution of SLP anomalies in the GS with the CRFs explains 49% of the variance
simulated by the models. Also, for the AW volume transport into the Barents Sea there is high correlation
(r = 0.58) between the CRF hindcast and the direct calculations from the models, explaining approximately
34% of the variance. For sea ice extent, the reconstructions based on GS SLP anomalies are not well corre-
lated with observed or simulated variability. This is likely due to a combination of missing ocean-atmosphere
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feedback mechanisms and the fact that there are other major forcing mechanisms influencing ocean heat
transport and sea ice extent. One of these important mechanisms, which are captured to limited extend in
our CRF prediction, is the propagation of temperature anomalies from the south, which Arthun et al. (2017)
has shown also strongly affect the ocean heat transport and, hence, the sea ice extent in the Barents Sea.

Increased ocean heat transport into the Barents Sea results in an increased net surface heat loss, and a net
cooling effect on the AW that exits the Barents Sea. As most of our models are forced with atmospheric
reanalysis, this strong cooling might be overestimated because the atmosphere is not able to respond to such
increased heat fluxes. This is not the case for the CRFs from the Ox-HiGEM group, which are calculated
by multiple linear lagged regression in a fully coupled ocean-ice-atmosphere simulation. Consequently, the
response in sea ice is stronger in this coupled system, because there is less heat loss to the atmosphere to
dampen the initial sea ice loss, and more AW heat available to prevent sea ice growth. The Ox-HiGEM results
show that ocean-atmosphere feedback mechanisms in the Barents Sea are important and that the sea ice
response might be underestimated in the forced simulations we focus on here.

Passive tracers show that anomalous wind stress in the Nordic Seas results in different AW pathways in the
Arctic Ocean. This is consistent with Ilicak et al. (2016), who found substantial differences between Arc-
tic Ocean simulations. Differences in barotropic circulation between models can be attributed to different
climatological states, differences in AW pathways, and differences in Ekman pumping. The details of the
circulation pathways, including the relative intensity of AW recirculation, FS, and Barents Sea inflows, will
likely depend on the exact position of the wind anomaly, but we nevertheless expect the conclusions drawn
here to be robust. In general, the CRF approach appears valuable for comparing climate models and their
response to key drivers of climate variability, and for extracting the governing processes within the large and
dynamic present-day changes occurring in the Arctic Ocean.
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Figure 1. Circulation in the Nordic Seas and related forcing over the last century. a) The mean barotropic
streamfunction strength (“Gyre-index”) from the forced NorESM 130 year control simulation. Blue line
shows monthly values and the red line shows the annual mean. b) Low-pass filtered anomalies of the annual
mean barotropic streamfunction (as above) expressed in standard deviations (red and blue) compared with
anomalies of annual mean Atlantic Water inflow volume transport through the Barents Sea Opening (BSO,
positive north-eastward). Positive values show years with a strong cyclonic barotropic circulation regime
and negative values show weak cyclonic circulation . ¢) Gliding 30-year correlations of the “Gyre-index”
anomalies and NAO-index, BSO inflow volume transport, mean wind stress curl strength in the Nordic Seas,

and mean wind stress curl strength in the Subpolar Gyre. NAO=North Atlantic Oscillation.
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Figure 2. Model mean states from the start of simulation. Note that the Alberta model is simulated over a

different period as the others. The JHU model has no variability since it is forced with repeated 1998 forcing.
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Figure 3. Taylor diagram of the Northern Hemisphere sea ice cover variability from different model control
simulations (B=ITU, C=MITB500, D=IFREMER, E=NorESM, F=FESOM, G=JHU and H=Alberta) com-
pared to NSIDC satellite observations (A). Values that appear closest to the (A) in the Taylor diagram are
closest to the observations. JHU is not included in the right panel because it utilizes a repeat year forcing and

hence has no realistic interannual variability.



Figure 4. The annual mean response to a 4mb surface pressure anomaly on the barotropic streamfunction
in the subpolar gyre region computed from three of the global CRF-models. Negative values denote cyclonic
circulation and positive values denote anticyclonic circulation. Panels on the left show the control simula-
tions, middle panels show anomalies resulting from the GSP experiment (stronger wind forcing), and right
panels show anomalies resulting from the GSM experiment (weaker wind forcing). All values are averaged

over the last 10 years of integration (20-30 years after perturbation).
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Figure 5. Vertical section of the mean temperature field along the Atlantic Water inflow path for NorESM
(section S1 shown in Figure 1). Upper figure shows the mean values, lower figures anomalies resulting from
the GSP and GSM experiments. The left arrow in all panels shows Fram Strait while the right arrow shows

the St. Anna Trough where water from the Barents Sea exits into the Arctic Basin.

6



Figure 6. Vertically integrated volume of passive tracer released continuously at all depths at SvinAjy in
four models. Panels on the left show the control simulations, middle panels show anomalies resulting from
the GSP experiment (stronger wind forcing), and right panels show anomalies resulting from the GSM exper-
iment (weaker wind forcing). All values are averaged over the last 10 years of integration (20-30 years after
perturbation). Tracer release started simultaneously with the perturbation start. All values are standardized by

depth.
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Figure 7. Vertically integrated volume of passive tracer released continuously at all depths in the Fam Strait
in four models. Panels on the left show the control simulations, middle panels show anomalies resulting from
the GSP experiment (stronger wind forcing), and right panels show anomalies resulting from the GSM exper-
iment (weaker wind forcing). All values are averaged over the last 10 years of integration (20-30 years after
perturbation). Tracer release started simultaneously with the perturbation start. All values are standardized by

depth.
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Figure 8. Errors that arise from the multiple linear regression method used to calculate CRFs from the fully

coupled Ox-HiGEM simulation.

Figure 9. CRF responses from the partial coupled AWI-MPI simulation. Grey lines represent six different

ensembles, and the pink lines show the ensemble mean CRF response.
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Figure 10. Time evolution of the density field in the central GS before and after the GSP and GSM exper-
iments from the NorESM simulations. Color shading in the left panels shows the temperature by depth for
each month, and on the right panels it shows the salinity by depth. Black contours mark different isopycnal
layers. Top panels represent the control simulation, middle panels represent the GSP experiment, and lower
panels represent the GSM experiment. The red line marks the start of wind perturbation (1980), and dashed

white lines each mark one year after the perturbation is applied.
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