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Abstract

Accurate predictions of coastal and fjord wave conditions are vital for several sec-
tors such as fish farming, fisheries, as well as coastal and maritime infrastructure. In
complex coastlines such as the Norwegian coast with thousands of islands, islets, and
narrow fjords, accurate wave prediction is challenging. In addition to the necessity of
using a state-of-the-art nearshore wave model with high spatial resolution, there is a
need for high quality and resolution of forcing fields such as wind, surface currents and
bathymetry. Moreover, in such areas, satellite remote sensing techniques are not reli-
able due to the proximity to the land. The observations are thus mainly limited to point
measurements, e.g., wave buoys. In recent years, the Norwegian Public Roads Admin-
istration has conducted one of the largest measurement campaigns for wind, wave, and
current conditions along the Norwegian coast. The campaign aims to obtain the es-
sential data to construct a ferry-free E39 highway route. It provides observations for
advanced met-ocean studies in coastal areas and fjords that previously have not been
possible. Using these unique measurements together with a high-resolution wave sim-
ulation system based on a spectral wave model, this thesis advances our knowledge
about coastal and fjord waves.

Papers I-III investigate wind-generated gravity waves in a complex coastal system
with narrow fjords, partly exposed to some of the most energetic offshore waves at the
western coast of Norway in the Norwegian Sea. In Paper I, we investigate the impor-
tance of wind forcing on coastal and fjord wave conditions. The results indicate that
a high-resolution wind forcing is essential to obtain a realistic wind field in complex
fjord topography. The best model performance is found at the exposed to open sea lo-
cations using high-resolution wind forcing. Local phenomena such as lee effects and
wind channelling significantly affect the wave estimates. During extreme cases, simu-
lations without wind forcing are unable to predict the wave height accurately in any of
the fjord locations. Paper II focuses on the performance of three different deep-water
source term formulations in narrow fjords, known as the Komen approach (based on
a pressure-pulse white-capping), the saturation-based white-capping approach, and the
observation-based scheme (ST6). The results pinpoint that the fetch geometry has a
distinct effect on the model’s accuracy at inner fjord locations. The saturation-based
white-capping approach performs most accurate in fjords with mixed swell–wind sea
conditions. In narrow fetch geometries without swell, all source term packages over-
estimate the wave energy, with ST6 showing the highest sensitivity to fetch geometry
and local wind variations. At inner locations and during strong wind conditions, the re-
sults illustrate that the white-capping in ST6 is relatively weak compared to its strong
wind input. In Paper III, we quantify the impact of surface currents on wave conditions
in fjords and coastal areas. The results highlight the significant role of ocean surface
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currents on wave modulation at inner fjords. In such areas, the incorporation of ocean
forcing considerably improves the wave height estimates. Wave-current interaction is
also found to have an effect on wave characteristics such as the relative frequency,
spectral bandwidth, and directional spreading in narrow fjords.



Outline

This thesis consists of an introductory part (Chapter 1 to 4) that provides the frame-
work for three scientific papers. Chapter 1 presents the introduction and objectives.
The scientific background of spectral wave modelling and met-ocean observations in
fjords and coastal areas is given in Chapter 2. Chapter 3 provides a summary of the
main results, as well as the concluding remarks. Perspectives and outlook are given in
Chapter 4. The three scientific papers (Chapter 5) included in the thesis are:
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II. Christakos, K., J.V. Björkqvist, L. Tuomi, B.R. Furevik, and Ø. Breivik (2021),
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input formulations, Ocean Modelling, 157, 101730.
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Chapter 1

Introduction

As wind blows over the ocean surface, it generates surface waves (vertical motions
of the ocean surface). When the restoring force is gravity, they are known as wind-
generated gravity waves or surface gravity waves. There are two types of these
waves: wind sea (short-crested and irregular waves) and swell (long-crested and regu-
lar waves). Wind sea is under the influence of the local wind. When waves leave the
generation area, or their phase velocity exceeds the local wind speed, they are called
swell.

Precise prediction of surface gravity waves is essential for safe marine navigation.
Coastal areas often need extra attention from seafarers due to islands, islets and vari-
ation in depth that affect the wave conditions through different processes, such as re-
fraction, shoaling, and depth-induced breaking. Both traditional coastal activities (e.g.,
fish farming, fisheries, tourism, and maritime transport) and new developments, includ-
ing floating urban areas, wind turbines, wave energy converters, floating solar panels,
floating bridges, and autonomous ships, demand reliable and detailed information on
wave conditions. This information is essential for designing structures, estimating load
and response, and finding the optimal weather windows for operations.

According to the National Transport Plan 2014-2023 (The Norwegian Ministry of
Transport and Communications, 2013), the Norwegian government has the ambition
to develop a modern transport system for easier, faster, and safer travel and transport
of goods. The Coastal Highway Route E39 project is a central part of this plan. The
project, which the Norwegian Public Roads Administration carries out, aims to design
and construct bridges and tunnels for fjord-crossings creating a ferry-free E39 highway
route (Dunham, 2016). In addition to a large campaign for met-ocean observations
in several fjords along the route between Kristiansand and Trondheim, the project re-
quires accurate high-resolution met-ocean estimates to be used for load and response
calculations. The simulations of surface waves are vital for floating bridge design. For
instance, penetration of low-frequency waves such as swell in fjords can induce large
vertical displacements/oscillations in such structures (Aalberg, 2017). Moreover, Dai
et al. (2021) associated the wave field inhomogeneity in a fjord with a possible response
and fatigue damage of a floating bridge.

During the last decades, predictions of surface waves based on spectral models (see
Section 2.1) have achieved a high degree of reliability in open seas. We can hence
predict with higher accuracy integrated wave parameters, including significant wave
height, wave period, and direction up to a week in advance (e.g., Bidlot et al., 2002;
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Janssen, 2008; Janssen and Bidlot, 2018). This achievement has been attained mainly
by (i) the improved quality of the wind input due to the systematic development of
numerical weather prediction models, (ii) the improvements in the deep-water source
terms ( i.e, wind input, white-capping and quadruplet wave-wave interactions, see Sec-
tion 2.1.3) of spectral models (Babanin, 2011), and (iii) an increased number of avail-
able wave measurements from in situ sensors (e.g., wave buoys) to remote sensing
(e.g., satellite altimeters) that have been extensively used to calibrate the spectral mod-
els (e.g., Amarouche et al., 2019; Cavaleri and Sclavo, 2006; Martínez-Asensio et al.,
2013).

Despite the significant improvements of wave predictions in the open sea, their ac-
curacy is still insufficient in the coastal and semi-enclosed seas (Cavaleri et al., 2018).
The models have not been extensively validated in complex coastal systems, and their
predictions are overall less reliable compared to the respective ones for the open sea.
For validation/calibration purposes, coastal measurements are limited mainly to in situ
observations due to restrictions of satellite remote sensing techniques (proximity to
land). In situ measurements are expensive, usually restricted in number and limited
in duration in coastal areas. In addition, this type of measurements at a nearshore
site describes conditions in a limited area, a few hundred meters around the point of
observation, since the wave conditions can vary significantly in space due to local char-
acteristics such as exposure to open sea, presence of islands, islets, varying depth, tidal
currents, and variation in wind field induced by topographic effects. Given the varying
topography along complex coastlines, such as the Norwegian coast, model results are
expected to be valid for limited (geographically-restricted) areas, and generalisation of
conclusions must be dealt with caution.

1.1 Wave foresting and hindcasting in Norway

1.1.1 Open ocean
From the first half of the 20th century, the Norwegian Meteorological Institute (MET
Norway) and its regional department in Bergen, known as Vêrvarslinga på Vestlandet,
was sending gale warnings using telegraph/radio (kystradiostasjon) for fishing banks
in the open seas. Even if these warnings were not based on actual wave predictions,
they indicated dangerous sea states. The beginning of the Norwegian oil era in the
1970s led to significant developments in wave forecasting and hindcasting. By the
end of the 1960s, Odd Haug from MET Norway created a hybrid model that combines
swell components with a parametric wind sea evolution, known as the Norwegian Wave
Model, NOWAMO (Guddal, 1985; Haug, 1968). Apart from forecasting, this model
contributed to the development of the first Norwegian wave hindcast (Haug, 1981).
In 1982, MET Norway, supported by the oil company Statoil (now Equinor), started
implementing the WINCH model, which was based on the second-generation wave
model (2G) developed by Oceanweather Inc. (Oceanweather Inc., 2018). The model
was run in a grid resolution of 75 km in the North Sea and most of the Norwegian
Sea and the Barents Sea nested into a 150 km grid covering a large part of the North
Atlantic. The model was used for operational wave forecasting until 2001. Besides,
MET Norway used the WINCH model to produce historical data over a period of about
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50 years starting from 1955 and covering areas of the Norwegian continental shelf
(Skjæveland and Sætre, 2016).

On December 12, 1990, a severe storm passed over the North Sea, with significant
wave heights reaching up to 13 m at the Ekofisk oil and gas site (located in the cen-
tral North Sea). At that time, it was already known for several years that the seafloor
under Ekofisk’s platforms was subject to subsidence. The sea floor had sunk by 4
meters and compensatory actions had been taken (e.g., extending platform legs by 6
meters in 1986, and building a large wall around the central platform, completed in
1989) to compensate for the deck height being closer to the sea surface and thereby
being more exposed to extreme wave crests. However, the considerable storm dam-
ages on the Ekofisk platforms highlighted the need for both accurate forecasts and
advanced measurements. The operator at that time, Phillips Petroleum Norway (now
ConocoPhillips), contacted MET Norway to develop a special forecasting service for
Ekofisk, known as the EXWW (Ekofisk eXtreme Wave Warning) project. Until today,
the system has been sending warnings when high waves are expected, where the target
parameter is a statistical maximum crest height (formulae based on Forristall (2000)).
The parameter also includes variations of water level due to tides and atmospheric ef-
fects. Met-ocean measurements have been of paramount importance for the oil and gas
industry. The EXWW system has made Ekofisk one of the most well-equipped loca-
tions in the open seas, including a wave buoy, two altimeter systems based on laser and
radar techniques, a marine radar, and stereo cameras.

In 1999, MET Norway started using operationally the third-generation wave model
WAM (The Wamdi Group, 1988). The first operational model (based on WAM) was
known as the WAM50 (50 km grid), covering most of the North Atlantic and run-
ning parallel to WINCH for some years. In 2007, WAM10 became operational with a
finer grid (10 km) for the Nordic Seas and boundary conditions from WAM50 (Car-
rasco and Gusdal, 2014). Two years later, MET Norway started running operationally
the WAM model in a domain that covered areas off the Scandinavian coast (4 km res-
olution) and used boundaries from WAM10 (Carrasco and Gusdal, 2014). In 2015,
WAM4 with a 4 km grid covering the Nordic Seas started running operationally, re-
placing WAM10. The WAM model was also applied for hindcast purposes, such as in
the development of the NORA10 hindcast (Reistad et al., 2011) which was initiated
by the oil and gas industry. NORA10 has been widely used not only in offshore sec-
tor but also in climate and renewable energy studies (e.g., Aarnes et al., 2012, 2017;
Bruserud et al., 2016; Furevik and Haakenstad, 2012; NORSOK N-003:2017, 2017;
Semedo et al., 2014; Solbrekke et al., 2020; Varlas et al., 2017). The hindcast covers
the Nordic seas with a 10 km grid, nested into a 50 km grid covering most of the North
Atlantic. In 2020, the NORAEI, a revised version of NORA10, became openly avail-
able (Haakenstad et al., 2020). MET Norway is currently producing a new version,
known as NORA3, with a 3 km grid resolution based on the WAM model.

Wave observations have played a key role in wave model developments in the open
seas. Wave buoys, altimeters or platform-based remote sensing sensors are often de-
ployed in the vicinity of oil platforms/rigs to provide detailed observations for model
validation and advance our knowledge on wave conditions in the open seas e.g., ex-
treme waves (Cavaleri et al., 2017; Donelan and Magnusson, 2017; Dysthe et al., 2008;
Magnusson and Donelan, 2013; Magnusson et al., 2019).
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1.1.2 Fjords and coastal areas
Advancements in coastal wave predictions arose much later compared to offshore
areas. Wave models developed for open seas have been considered until recently
as too computationally expensive to be operated on fine coastal grids. In the sec-
ond half of the 20th century, several wave propagation models such as the spec-
tral refraction/refraction–diffraction models (e.g., Isobe, 1987; Izumiya and Horikawa,
1987; Kirby, 1986; Le Méhauté and Wang, 1982; Longuet-Higgins, 1957; O’Reilly and
Guza, 1993) were developed. These models were limited to coastal areas where the as-
sumption of spatially homogeneous offshore boundary wave spectrum was valid and
local wave growth was limited. Thus, the first prediction system for coastal waves
in Norway (Torsethaugen et al., 1998) was established in 1997 by SINTEF and MET
Norway, and it was based on a refraction (ray-tracing) model following the study by
Mathiesen (1987). The forecast system was set up for the coastal area near Stad in
the western Norwegian coast, providing prediction of wave parameters such as wave
height, period and direction, and a ray-tracing diagram with some associated text.

In the evening of 26 November 1999, the tragic accident of the high-speed ferry
MS “Sleipner” (Eidesen et al., 2000) became the starting point for the first operational
wave forecast along the whole Norwegian coast. The ferry ran aground on a rock on
its way from Stavanger to Bergen, close to Ryvarden lighthouse (north of Haugesund).
It is considered the most severe ferry accident in Norwegian history, with 16 people
dead and 69 being rescued from the sea. The accident happened during a strong wind
from the southwest, with wave heights exceeding the ferry’s limitations. After the
accident, the government stated that wave forecasts should be developed in coastal
areas with high-speed traffic. Thus, the Polytec R&D Institute (now NORCE), with
funding from the Norwegian Coastal Administration, started the development of the
fine-scale (100 m) wave forecast along the Norwegian coast (Segtnan et al., 2013).
In collaboration with MET Norway, the system, known as CoastEx covering a few
selected areas, became operational in 2003. The first CoastEx forecast was run by MET
Norway based on a look-up table, input from the offshore wave forecast (WAM), and
pre-generated maps of integrated wave parameters (wave height, period and direction).
The maps had been created by Polytec R&D Institute based on the steady-state wave
model STWAVE (Massey et al., 2011). The CoastEx approach is based on a diagnostic
model assuming (i) steady-state (i.e. the wind has remained steady for enough long
time for the wave field to reach fetch-limited or fully developed conditions) and (ii) a
uniform wind field over the domain. This approach is suitable for small coastal domains
without significant variations in the wind field and the offshore (boundary) waves.

Hence, MET Norway used a dynamical downscaling technique to develop its own
coastal forecast in 2005. It was based on a high resolution (500 m) prognostic spectral
model SWAN (Booij et al., 1999) nested into a coarser wave model (WAM), referred to
as WAM/SWAN (Breivik et al., 2009; Furevik and Reistad, 2006; Gusdal et al., 2010).
The term “dynamical downscaling” means that the boundary conditions to SWAN were
provided by WAM as a two-dimensional wave spectrum. The SWAN was running in a
non-stationary mode and it was forced by fine resolution (4-5 km) wind. The forecast
was running operationally for the areas of Trondheimsleia and Karmøy, at the western
Norwegian coast.

During 2012-14, the project MyWave: A pan-European concerted and integrated
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approach to operational wave modelling and forecasting a complement to GMES My-
Ocean services coordinated by the MET Norway led to the development of the opera-
tional coastal wave product, known as WAM800. The forecast is based on the spectral
model WAM using boundaries from a coarser model grid (WAM4) and wind forcing
(AROME2.5/MEPS with 2.5 km grid resolution) to calculate the wave conditions.
The whole coast of Norway is covered by 5 domains with a fine grid of 800 m. The
WAM800 has been the coastal operational model at MET Norway since 2015.

During the last decade, the CoastEx system has been developed covering the whole
Norwegian coast (in 2017) and including, in addition to integrated wave parameters
along selected fairways, an indication of crossing waves (BarentsWatch, 2016).

Over the last years, the Coastal Highway Route E39 project has initiated several
coastal research wave studies based on spectral models (e.g., Stefanakos et al., 2020;
Wang et al., 2018). In addition to the spectral representation of waves, Wang (2020)
showed developments on a large-scale coastal phase-resolved wave model in terms of
computational cost, efficiency, and accuracy for the E39 project.

Apart from coastal forecast systems, the need for historical data to estimate ex-
tremes (return values) for the coastal wave climate led to the application of statistical
downscaling methods. These methods were used to create direction-dependent transfer
functions between an open ocean hindcast and high-resolution nearshore simulations
during a common training time period (typically a few years). Breivik et al. (2009), us-
ing a training period of 16 months of WAM/SWAN simulations, found the statistical
downscaling of about 50 years of the WINCH hindcast in the Karmøy area, to be very
efficient and comparable to measurements.

Compared to 1999, seafarers have nowadays more advanced information on the
wave conditions along the Norwegian coast. Nevertheless, the complexity of coastal
areas affects the model precision and the lack of coastal wave observations to verify/cal-
ibrate the wave prediction systems has been a limitation for further development of the
wave modelling. As described by Cavaleri et al. (2018), the accuracy of wave predic-
tions is still not sufficient in the coastal and semi-enclosed seas. Furevik (2017) found
that the current Norwegian wave forecasts show poor performance in several fjords and
coastal areas, indicating the need for improvements. These operational forecast models
use an old approach for deep-water source terms and the effect of ocean forcing is not
included. In addition, the grid of the WAM800 model and its wind forcing have coarse
spatial resolutions for narrow fjords. Hence, the aforementioned factors affecting the
performance of the current coastal wave forecasts and the need for high-quality wave
estimates in the Coastal Highway Route E39 project constituted the study’s motivation.
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1.2 Objectives

Fjords are deep, long, and narrow water channels often associated with strong winds in-
duced by steep mountains and variable surface currents. In typical (shallow) nearshore
regions, the deep-water source terms of spectral wave models have a minor impact
on wave evolution (Battjes, 1994; Holthuijsen, 2007). However, in fjords, deep-water
source terms and wave-current interaction may play a key role in wave growth. To
our knowledge, there have been no investigations to quantify their effect on the wave
growth in fjords.

This study’s overall objective is to advance our understanding of wind-generated
(gravity) waves in fjords and coastal areas. This is pursued by implementing the third-
generation spectral wave model SWAN, in a complex coastal system with narrow fjords
and taking advantage of the Coastal Highway Route E39 project’s unique measurement
campaign to systematically study and quantify the effects of the forcing, the fetch ge-
ometry, and the deep-water source terms on the evolution of the wave field. The specific
objectives and research questions leading to the three scientific papers are

• How important is the forcing for accurate modelling of wave conditions in a fjord
system? What is the effect of local wind and surface currents on coastal and fjord
wave climate? (Paper I and III)

• How does the geometry of the fjords affect the wave model accuracy? (Paper
II-III)

• How do the different types of the deep-water source term formulations perform
in the narrow fjord geometry? (Paper II)

• What is the limitation of pure wave propagation (no wind forcing) to reproduce
realistic wave conditions in exposed fjords, and, related to this, how important
are the open ocean boundary conditions for fjord wave climate? (Paper I)



Chapter 2

Scientific background

2.1 Modelling of spectral waves

2.1.1 Variance density spectrum
Looking at the ocean surface, we notice the random and irregular nature of wind-
generated waves. Due to this irregularity, a deterministic approach to describe the sea
surface is impractical. On the contrary, a stochastic approach is more feasible since av-
erage parameters, e.g., wave height, period and direction, change slower in time and
space compared to the individual wave characteristics. For a statistically stationary sea
state, the sea surface elevation (η) at any point in time and space can be described as
the sum of a large number of harmonic waves (Eq. 2.1), which are independent of each
other. The application of the central limit theorem to this description shows that the
surface elevation is a Gaussian process.

η(x,y, t) =
N

∑
i=1

M

∑
j=1

ai, j cos(2π fit − kixcosθ j − kiysinθ j +Θi, j) (2.1)

Here, ai, j, Θi, j, θ j, ki, and fi are random amplitude (Rayleigh distributed), random
phase (uniformly distributed between 0 and 2π), direction, wavenumber, and (linear)
frequency of each wave component (i, j). This model for describing the surface eleva-
tion is known as the random-phase/amplitude model (e.g., Holthuijsen, 2007).

The variance of the sea surface elevation is given by:

〈η2〉=
∫

∞

0

∫ 2π

0
E( f ,θ)dθ d f (2.2)

where E is the variance density spectrum (ρwgE is the energy density spectrum,
where ρw is the water’s density and g is the acceleration due to gravity). The de-
scription of surface waves using the variance density spectrum is called the spectral
representation of waves. The integrated wave parameters can be estimated using the
nth-order moment of the density spectrum:

mn =
∫

∞

0
f nE( f )d f (2.3)
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For instance, the significant wave height (Hs or Hm0) and the mean wave period
(Tm01) are estimated as 4

√
m0 and m0/m1, respectively.

2.1.2 Kinematics
In the linear wave theory, the propagation velocities of waves in Cartesian coordinates
and spectral space are given by the wave train’s kinematics (e.g., Whitham, 1974):

(cx,cy) =

(
dx
dt

,
dy
dt

)
= cg +uc, (2.4)

cσ =
dσ

dt
=

∂σ

∂D

(
∂D
∂ t

+uc ·∇D

)
− cgk · ∂uc

∂ s
, (2.5)

cθ =
dθ

dt
=−1

k

(
∂σ

∂D
∂D
∂m

+k · ∂uc

∂m

)
. (2.6)

Here, σ is the relative circular (or radian) frequency, cg (= ∂σ

∂k ) is the group velocity,
cx and cy are the propagation velocities in x, y−space, cσ and cθ are the propagation
velocities in σ , θ−space, uc is the ambient current, D is water depth, s is the space co-
ordinate in the wave propagation direction (θ ) while m is a coordinate perpendicular to
s. The absolute circular frequency ω (=2π f ) equals the sum of σ and the multiplication
of wavenumber and uc (the Doppler shift),

ω = σ +k ·uc, (2.7)

where σ is given by the dispersion relation,

σ
2 = g|k| tanh(|k|D). (2.8)

2.1.3 Action balance equation
The phase-averaged information on the sea state is contained in the variance density
spectrum E. The most popular wave models, e.g., WAM, WAVEWATCHIII (The
WAVEWATCH III® Development Group, 2016) and SWAN, use the action density
N = E/σ instead of E since only the former is conserved during propagation in the
presence of ambient current (Holthuijsen, 2007; Whitham, 1974). The change of the
action density N(σ ,θ ;x,y, t) at a grid point is given by the action balance equation:

∂N
∂ t

+∇ · [(cg +uc)N]+
∂ (cσ N)

∂σ
+

∂ (cθ N)

∂θ
=

S
σ
. (2.9)

The left-hand side of the equation contains the kinematic part. The first term denotes
the local rate of change of N in time, and the second term represents the propagation
of energy in x,y-space, including the effect of shoaling. The third and fourth terms
indicate the effect of σ -shift and refraction due to variations in surface currents and
depth.
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The action balance equation’s right-hand side consists of the term S/σ ; S represents
the main non-conservative source or sink terms, including the physical processes of
generation, dissipation, and redistribution of wave energy at a grid point.

Eq. (2.9) can be re-written in Cartesian coordinates

∂N
∂ t

+
∂ (cxN)

∂x
+

∂ (cyN)

∂y
+

∂ (cσ N)

∂σ
+

∂ (cθ N)

∂θ
=

S
σ
, (2.10)

or in spherical coordinates (e.g., SWAN team, 2017; The Wamdi Group, 1988)

∂N
∂ t

+
∂ (cλ N)

∂λ
+

1
cosφ

∂ (cφ N cosφ)

∂φ
+

∂ (cσ N)

∂σ
+

∂ (c̃θ N)

∂θ
=

S
σ
, (2.11)

where λ and φ are longitude and latitude, cλ and cφ are propagation velocities in geo-
graphic space, and c̃θ is the propagation velocity cθ in spherical coordinates.

The six main physical processes that contribute to S are

S = Sin +Sds +Snl4 +Snl3 +Sfric +Sbrk, (2.12)

where the first three terms are known as the deep-water (typically depth which is equal
or greater than half the wavelength) source terms: Sin is the energy input by wind,
Sds is the dissipation induced by white-capping, and Snl4 is the nonlinear wave energy
transfer due to quadruplet wave interactions. The last three terms, which have their
major contribution in shallow water, consist of the triad nonlinear interaction Snl3, the
bottom friction Sfric, and the depth-induced wave breaking Sbrk.

Wind input

Two processes describe the transfer of energy by the wind to surface waves:

• The resonance mechanism (Phillips, 1957)
The mechanism describes the generation of waves on the sea surface initially at
rest by a random pressure distribution induced by turbulent wind. The pressure
field can be expressed as the superposition of harmonic pressure waves propagat-
ing in wind direction. When a pressure wave and a free surface wave are in-phase,
then the pressure wave transfers energy to the surface wave by resonance. This
transfer of energy contributes to wave generation at the initial stages. Assuming
a constant wind blowing over the sea surface, the energy transfer is constant over
time, leading to a linear wave growth in time.

• The feed-back mechanism (Miles, 1957)
After the generation of a surface wave by the resonance mechanism, the wave
creates a disturbance of the wind profile resulting in minimum air pressure on
the lee side of the wave crest and a maximum on the windward side of the wave
crest. Thus, when the sea surface moves down (windward side), the wind pushes
the surface down, and when the sea surface moves up (lee side), the wind pulls
the surface up, following the same motion and transferring wind energy to surface
waves. This wave growth is exponential in time since the wave grows faster as it
becomes larger.
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According to these two mechanisms, the total wave growth by wind can be ex-
pressed as the sum of linear (A) and exponential (BE) term:

Sin(σ ,θ) = A+BE(σ ,θ). (2.13)

The linear term A is given by Cavaleri and Rizzoli (1981), while several expressions
can be found for B (e.g., Plant, 1982; Snyder et al., 1981; Yan, 1987) in spectral mod-
els. The Sin term depends mainly on wind direction, friction velocity (u∗), and wave
characteristics (i.e., frequency, direction and phase velocity). The estimation of u∗ is
based on a wind drag formula (e.g., Fan et al., 2012; Guenther et al., 1992; Rogers
et al., 2012; Zijlema et al., 2012) that uses as input the wind speed at 10 m above the
sea level (U10). The effect of surface currents on Sin is considered using the relative
wind (Ur = U10 −uc).

The linear term A found to have a minor effect on Sin in this study (not shown), and
it is thus neglected. The reader can refer to Paper II (Chapter 5) for more details about
the different formulations of B.

White-capping

The term white-capping (or white horses) is used to describe the wave breaking in deep
water. The dissipation by white-capping in wave models has a general form of

Sds(σ ,θ) =−ΨE(σ ,θ), (2.14)

where Ψ describes the statistical properties of white-capping. Some of the main mod-
els/approaches for estimation of Ψ in spectral models are:

• The pressure pulse model of Hasselmann (1974)
The white-cap creates a pressure pulse on the lee-wind side of the breaking crest,
acting against the rise of sea surface and sinking wave energy. In this wave dis-
sipation process, the white-caps transport energy from the waves to turbulence
and surface currents. This method is also known as the Komen approach since
Komen et al. (1984) formulated it in a numerical wave model. In this approach,
Ψ is a function of mean wave parameters, i.e., the mean steepness (S̃) and mean
wavenumber (k̃). However, these dependencies are proved to be problematic in
mixed wind sea and swell conditions (see van der Westhuysen et al., 2007, and
references therein).

• The saturation-based method
The saturation-based method is an alternative to the Komen approach, expressed
by Alves and Banner (2003), and further developed in the spectral wave mod-
els by van der Westhuysen et al. (2007). The method expresses white-capping
without the S̃ and k̃ dependencies using instead the spectral saturation, which is
positively correlated to the breaking probability. The wave breaking starts when
the spectral saturation at that frequency exceeds a threshold. Extensions are made
by Ardhuin et al. (2010), who added a direction-dependent spectral saturation, a
cumulative term (smoothing of the surface by large wave breakers) and a dissipa-
tion term (Sturb) due to wave turbulence interactions.
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• The observation-based model, known as ST6, (Babanin et al., 2010)
The white-capping in ST6 is an observation-based formulation consisting of
an inherent and cumulative dissipation term. Contrary to the saturation-based
method, the waves start breaking when the spectral density at a specific frequency
exceeds a spectral density’s limit based on the spectral saturation. In addition to
white-capping, ST6 contains formulations for wind input and non-breaking dis-
sipation.

The reader can refer to Paper II (Chapter 5) for more details about the different
formulations of Ψ.

Nonlinear wave-wave interactions

The nonlinear wave-wave interactions are important processes that affect wave growth.
They re-distribute energy among the wave components by resonance. The nonlinear
wave-wave interactions can be categorized in:

• Quadruplets
The quadruplet wave-wave interactions exchange energy between two pairs of
wave components that fulfil the resonance conditions. If the conditions are met
(the frequency, wavenumber, and direction of the two pairs match), the energy is
distributed among the four-wave components (quadruplet). The resonance con-
ditions can be expressed mathematically,{

k1 +k2 = k3 +k4

σ1 +σ2 = σ3 +σ4
, (2.15)

The mechanism is responsible for transferring energy from the spectral peak (i)
to lower frequencies shifting the peak frequency to lower values and (ii) to higher
frequencies for which the mechanism of white-capping dissipates the energy.
Since a full computation of the quadruplet is not feasible for practical applica-
tions due to high computational cost, it is estimated using the Discrete Interaction
Approximation (DIA) (Hasselmann and Hasselmann, 1985; Hasselmann et al.,
1985) in this study, with the following configurations in frequencies:

σ2 = σ1

σ3 = σ1(1+λ )

σ4 = σ1(1−λ )

, (2.16)

where λ is equal to 0.25 (default).

• Triads
The triad wave-wave interactions transfer energy from lower to higher frequen-
cies in very shallow water. The triads resonance conditions are met if the sums
of wavenumber vectors and frequencies of two wave components are equal to the
wavenumber vector and frequency of a third wave component. These resonance
conditions cannot be fulfilled in deep water since the dispersion relation (linear
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theory) does not permit this wave components’ combination (e.g., Holthuijsen,
2007). Sensitivity analysis showed that these interactions have a minor effect on
fjord wave applications (not shown), and they thus were neglected in this study.

Bottom friction

The bottom friction model in this study is according to the JONSWAP empirical model
(Hasselmann et al., 1973) expressed in (e.g., SWAN team, 2017):

Sfric(σ ,θ) =−Cb
σ2

g2 sinh2 kD
E(σ ,θ), (2.17)

where Cb is a bottom friction coefficient set to 0.067 m2s−3 in the SWAN simulations,
as suggested for depth-limited wind sea conditions by Bouws and Komen (1983).

Depth-induced wave breaking

The energy dissipation due to the depth-induced wave breaking in this study is param-
eterized according to Eldeberky and Battjes (1996), which is based on the bore model
of Battjes and Janssen (1978), in SWAN (e.g., SWAN team, 2017):

Sbrk(σ ,θ) =
Da∫ 2π

0
∫

∞

0 E(σ ,θ)dσ dθ
E(σ ,θ) =−αBJ

Qbσ̃

β 2π
E(σ ,θ). (2.18)

Here Da(< 0) is the average rate of energy dissipated during the breaking process per
unit area, β = Hrms/Hmax, Hrms is the root-mean-square wave height, Hmax = γD is the
maximum possible wave height in depth D, γ is the breaking coefficient, σ̃ is the mean
relative circular frequency, and Qb is the fraction of depth-induced breakers depending
critically on β . In this study, we used the default values for γ = 0.73 and αBJ = 1.

Generations of spectral wave models
There are three generations of spectral models with the main differences:

• The first-generation models, e.g., Gelci et al. (1956), Pierson (1966), Cavaleri
and Rizzoli (1981), use a parameterized wind input, enforcing a high-frequency
tail to feature the white-capping and the quadruplet effects.

• The second-generation models, e.g., Barnett (1968), Yamaguchi et al. (1988),
Zakharov and Pushkarev (1999), are similar to the first-generation, but with
the quadruplet effects being estimated via parametric formulas, e.g., JONSWAP
spectrum.

• The third-generation models, e.g., WAM (The Wamdi Group, 1988), SWAN
(Booij et al., 1999), and WAVEWATCHIII (The WAVEWATCH III® Development
Group, 2016), are currently the most advanced wave prediction (spectral) mod-
els, which estimate the quadruplet explicitly, e.g., through DIA, allowing thus the
spectrum to develop without any theoretical shape restriction.
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2.2 Wave conditions in fjords and coastal areas

2.2.1 The wave climate on the west coast of Norway
The wave climate in the west part of Norway is characterized by mixed swell–wind sea
conditions. Fig. 2.1 illustrates regions dominated by swell (green) or wind sea (blue)
along the Norwegian coast, based on a wave energy flux’s analysis by Christakos et al.
(2020). Swell waves reaching the coastline are mostly generated by cyclones in the
North Atlantic Ocean. The highest swell energy reaching the coast is detected in the
Norwegian Sea due to its exposure to ocean waves originating from the North Atlantic
(e.g., Christakos et al., 2020; Semedo et al., 2014). Swell is weaker in the Norwegian
coastal areas located in (i) the North Sea due to sheltering by the British Isles and (ii) in
the Barents Sea due to propagation over a longer distance (swell decay). In coastal areas
located in the Norwegian Sea, the wind sea has a dominant southwest direction parallel
to the coastline following the dominant wind pattern. However, the wind sea is often
characterized by high temporal and spatial variations due to the frequent passages of
extra-tropical cyclones and coastal wind phenomena (Barstad and Grønås, 2005, 2006;
Christakos, 2013; Christakos et al., 2014, 2016; Jonassen, 2012).

The wave climate in fjords differs from the typical coastal climate since (i) the
wave direction is steered by the fjord axis, (ii) the propagation of swell depends on the
exposure to open sea, and (iii) the local wind sea growth depends on the local wind
which is steered by the topography and fjord geometry. The fjord locations can be
categorized into:

• Exposed to open sea (or outer) locations: where the offshore waves (e.g., swell or
old wind sea) dominate the wave climate, but the local wind sea can be compa-
rable depending on the fjord geometry, the exposure to open sea (partly exposed
locations) and the weather conditions, e.g., strong wind channelling.

• Sheltered (or inner) locations: where the local wind sea dominates the wave cli-
mate and swell is nearly absent.

2.2.2 Area of investigation
In this thesis, the study area is a complex coastal system with narrow fjords, partly ex-
posed to the Norwegian Sea, at the west coast of Norway (red rectangle in Fig. 2.1).
According to Christakos et al. (2020), this region has some of the most energetic off-
shore wave climate along the Norwegian coast. Moreover, with its dense grid of met-
ocean observations (section 2.2.4), this fjord system is a natural laboratory for coastal
and fjord wave studies. Simulations of wind-generated wave simulations are performed
using the third-generation spectral model SWAN.

2.2.3 Modelling system
Dynamical downscaling & boundary conditions

The intrusion of both wind sea and swell from the open sea to the nearshore areas re-
quires full two-dimensional (2D) spectra as offshore boundary conditions to the coastal
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Figure 2.1: Conceptual illustration of areas with the dominant swell (green) and wind sea (blue) along
the coast of Norway, based on the analysis of the climatology of the wave energy flux by Christakos et al.
(2020). The red rectangle indicates the location of the fjord system studied in Papers I-III (Chapter 5).

wave model. As discussed by Breivik et al. (2009), this type of nested setup with full
2D wave spectral information on the offshore boundaries is known as dynamical down-
scaling. In this way, the nested model can resolve fine-scale phenomena because of its
high-resolution bathymetry and wind field, which is not possible by a coarse grid of
open ocean wave model e.g., WAM.

The offshore boundary conditions for SWAN simulations in Papers I-III (Chapter
5) were provided by the NORA10 hindcast 2D spectra with 3-hourly temporal resolu-
tion. The spectral nesting and interpolation of offshore boundaries were according to
Breivik et al. (2009). The wave component of NORA10 hindcast is a 10 km × 10 km
WAM model forced by HIRLAM (Undén et al., 2002) winds nested inside a 50 km
× 50 km WAM model forced by ERA-40 (Uppala et al., 2005) winds, as described
by Reistad et al. (2011). The NORA10 grid covers a significant part of the North At-
lantic, allowing a realistic propagation of long waves (swell) to the Norwegian coast.
Information regarding the NORA10 hindcast is also provided in Papers I-III (Chapter
5). To achieve high spatial resolution nearshore and resolve coastal and fjord features,
we used two (one-way) nested domains in SWAN with horizontal resolutions of 1 km
(D1: outer) and 250 m (D2: inner), as presented in Fig. 2.2. The computation on
the D1 grid used wave boundary conditions from NORA10, while the finer D2 grid
used boundary conditions from D1. The SWAN model was running in a non-stationary
mode with spherical coordinates and a time step of 10 min with 4 iterations of the im-
plicit scheme (sensitivity analyses with smaller time steps showed minor differences).
Finally, 36 directions and 32 discrete frequencies from 0.04 Hz to 1 Hz (logarithmically
spaced) were used. Experiments with a higher number of directions (72) illustrated no
significant differences in wave height estimates (not shown).



2.2 Wave conditions in fjords and coastal areas 15

Atmospheric forcing

In Papers I-III (Chapter 5), SWAN was forced with atmospheric forcing by WRF0.5,
a downscale product of the reanalysis ERA-Interim (Dee et al., 2011) based on the
Advanced Research WRF-ARW (Skamarock et al., 2008) state-of-the-art numerical
weather prediction model version 3.5.0. The WRF0.5 wind fields have a spatial reso-
lution of 0.5 km and 1-hourly temporal resolution. In Paper I, in addition to WRF0.5,
wind fields with coarser spatial resolutions, such as ERA5 (Hersbach et al., 2020),
NORA10 (Reistad et al., 2011), and AROME2.5 (Müller et al., 2017), were used to
force the SWAN model. More details about the different wind forcing are provided in
Paper I (Data and methods).

Ocean forcing

In Paper III (Chapter 5), we forced the SWAN model with surface currents by
Norkyst800 (Albretsen et al., 2011). Norkyst800 is a high spatial resolution (800 m)
operational coastal ocean modelling system covering the entire Norwegian coast and
predicts ocean currents, salinity, temperature, and water level with a 1-hour tempo-
ral resolution. It is based on the numerical model ROMS (Regional Ocean Modeling
System; http://myroms.org). Norkyst800 was developed by the Institute of Marine
Research in collaboration with the MET Norway and the Norwegian Institute for Wa-
ter Research. The forcing fields contain wind and freshwater (river) discharge which
are essential for nearshore applications. The model output is available via the Thredds
Service at MET Norway.

Bathymetry

The bathymetry (bottom topography) data was derived by EMODnet Bathymetry Con-
sortium (2018). It has a spatial resolution of approximately 115× 115 meter which is
considered suitable for coastal and fjord applications. The bathymetry of the studied
area is illustrated in Fig. 2.2.

2.2.4 Met-ocean observations
An extensive met-ocean measurement program is carried out by Fugro Oceanor AS on
behalf of the Norwegian Public Roads Administration in connection with the Coastal
Highway E39 project. This study has used wind, wave and surface current measure-
ments from five Wavescan buoys located in Breisundet/Sulafjorden and Vartdalsfjorden
in the fjord system (Fig. 2.2). The buoys D, A and B were deployed in October 2016
(Fig. 2.3), while C in April 2017 and F in November 2017 (Table 2.1). The depth ex-
ceeds 200 m at all measurement locations. The measurements include both integrated
wave parameters and raw data (heave, pitch, roll), as well as wind and currents (Fure-
vik et al., 2020). The wind sensors are mounted 4.1 m above the sea level, and acoustic
measurements of surface current are obtained at 1 m below the sea surface. Quality
control of met-ocean observations was performed to assure reliable data in this study.
For wind forcing evaluation, the observed and modelled wind speeds are adjusted on
the same level height using the logarithmic wind profile (more details in Paper I). To
estimate the frequency wave spectrum from the observed surface elevation (heave), the
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Buoy (location) longitude,latitude [WGS84] Depth[m] Period
D (Breisundet) 5.93, 62.44 345 10.2016 - ongoing
A (Sulafjorden) 6.05, 62.43 375 10.2016 - ongoing
B (Sulafjorden) 6.08, 62.40 325 10.2016 - ongoing
C (Sulafjorden) 6.05, 62.39 450 04.2017 - ongoing

F (Vartdalsfjorden) 5.90, 62.22 217 11.2017 - ongoing

Table 2.1: Location, depth, and measurement period for wave buoys D, A, B, C and F.

python function Heave_to_WelchSpec1D is used (Christakos, 2021). The function,
which is based on the SciPy library (Virtanen et al., 2020), applies Welch’s method
(Welch, 1967), with a Hanning window in the Fourier transform after detrending.

In theory, a buoy is limited to measure waves with wavelengths (λ ) longer than
its diameter dbuoy (Stewart, 2008). Nevertheless, even if λ is greater than dbuoy, the
buoy’s size still affects the waves (wave–structure interaction). Performing a quality
check, we found that a good quality of wave data is achieved for λ larger than 1.5 to 2
times dbuoy (not shown). Hence, for the wave buoys used in this project (dbuoy=2.8 m),
the maximum observed frequency ( fmax) is ca. 0.5-0.6 Hz (Fig. 2.4), which is lower
than the Nyquist frequency (1Hz, i.e., half of the buoy’s sampling frequency). This is
usually not a limitation in exposed locations where the frequency of dominant waves
(e.g., swell/old wind sea) is much lower than this limit. However, in some cases, it
may be problematic in sheltered areas (e.g., Vartdalsfjorden), where the frequency of
dominant waves (young wind sea) is close to fmax limiting detailed investigations on
the high-frequency tail.
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Figure 2.2: Top: outer (D1) and inner (D2, red rectangle) model domains (with depth in meters) for the
wave simulations. The green rectangles indicate the measurement areas (north: Breisundet/Sulafjor-
den, south: Vartdalsfjorden). Bottom: location of buoys in the measurement areas.
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Figure 2.3: Deployment of wave buoys in Sulafjorden, October 2016 (photo credit: B.R. Furevik).
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Figure 2.4: Maximum observed frequency ( fmax) as a function of buoy diameter (dbuoy) for different
minimum thresholds of wavelength (λmin) in deep water.
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Paper I: The importance of wind forcing in fjord wave modelling

Christakos, K., B.R. Furevik, O.J. Aarnes, Ø. Breivik, L. Tuomi, and Ø. Byrkjedal
(2020), Ocean Dynamics, 70, 57–75.

Paper I investigates the role of wind forcing on surface wave conditions in a partly ex-
posed fjord system at the west coast of Norway. In this study, we implement the spectral
model SWAN using surface wind fields from four different atmospheric models, includ-
ing the ERA5 reanalysis (31 km grid spacing), NORA10 hindcast archive (10 km grid
spacing), AROME2.5 operational model (2.5 km grid spacing), and WRF0.5 (0.5 km
grid spacing). The offshore boundary conditions are provided by the NORA10’s wave
component. Simulation with no wind forcing is performed to quantify the importance
of the open ocean boundary conditions and the local wind in the fjord system. In ad-
dition to long-term statistics, two case studies of wave simulations with onshore and
offshore winds are investigated. Both wind and wave estimates are compared with in
situ observations from five fjord locations.

Key findings:

• The high-resolution wind forcing is necessary to obtain a realistic wind field in
complex fjord topography.

• The best model performance in terms of wave height is found at the exposed (to
open sea) locations using high-resolution wind fields.

• The spatial resolution of wind forcing has a pronounced impact on wave estimates
at inner fjord locations.

• Local phenomena such as wind channelling and lee effects significantly affect the
wave predictions.

• During normal (average) conditions, simulation with pure wave propagation (no
wind forcing) shows reasonable results at the exposed locations.

• During extreme cases, simulation with pure wave propagation cannot predict the
wave heights accurately in any of the fjord locations.

• A problematic behaviour of wave simulations at the inner location was observed,
despite the relatively good wind estimations provided by the high-resolution at-
mospheric model.

We hypothesize that this problematic behaviour is related to the effect of the nar-
row fjord geometry on the deep-water source term formulations, which is therefore
investigated in Paper II.



23

Paper II: Modelling wave growth in narrow fetch geometries: The white-capping
and wind input formulations

Christakos, K., J.V. Björkqvist, L. Tuomi, B.R. Furevik, and Ø. Breivik (2021), Ocean
Modelling, 157, 101730.

We investigate the performance of three different spectral model deep-water source
term formulations in narrow fetch geometries of the fjords. The formulations are used
to model the sea surface waves in a complex nearshore area with narrow fjords located
on Norway’s west coast. The simulation system is based on the SWAN spectral wave
model, which is forced with high-resolution winds from WRF0.5 and two-dimensional
wave spectra from NORA10 at the offshore boundaries. The model performances of
the new ST6 and two older SWAN wind input and white-capping formulations are
evaluated using observed spectra and wave parameters from five buoy locations. Both
long-term statistics and two case studies of narrow fetch geometries without swell and
with swell–wind sea conditions are used.

Key findings:

• The fetch geometry has a distinct effect on model simulations’ accuracy at inner
fjord locations.

• The dependence between fetch geometry and the model accuracy is weak in ex-
posed areas.

• The saturation-based white-capping approach (WESTH) performs most accu-
rately in fjords with mixed swell–wind sea conditions.

• In narrow fetch geometry without swell, all packages overestimate the wave en-
ergy, of which ST6 shows the highest sensitivity to fetch geometry and local wind
variations.

• At the inner parts of fjords where there is no swell, the Komen approach shows
the best performance.

• At inner locations and during strong wind conditions, the results illustrate that the
white-capping in ST6 is relatively weak compared to its strong wind input.

• The wind drag formulations that take into consideration the wave effect using
iterative methods, provide more precise results than the default formulation in
ST6.

At inner locations, applying different source term formulations shows improve-
ments regarding the wave height estimations. However, none of these formulations
significantly improves the problematic behaviour in such areas. Several factors can
cause this behaviour that can be grouped into (i) direct factors that are linked to the
source term formulations and (ii) indirect factors that are related to other effects such
as wind-drag formulations, non-linear interactions, and forcing fields. We hypothe-
size that the effect of surface currents on waves could be an important factor in model
accuracy in narrow fjords. Hence, we investigate this argument in the following paper.
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Paper III: The impact of surface currents on the wave climate in narrow fjords

Christakos, K., J.V. Björkqvist, Ø. Breivik, L. Tuomi, B.R. Furevik, and J. Albretsen,
Ocean Modelling, under review.

Paper III investigates the effect of the surface currents on surface gravity waves in a
complex fjord system partly exposed to the Norwegian Sea. The simulations are based
on the SWAN wave model forced with wave spectra from NORA10 at the offshore
boundaries, winds from the high-resolution atmospheric model (WRF0.5), and surface
currents from the operational 3D ocean model (Norkyst800). Wave simulations with
and without ocean forcing are evaluated by comparing integrated wave parameters and
modelled spectra to observations from five wave buoys. The comparison covers three
winter seasons (2017–2020).

Key findings:

• Spectral moments and shape of the average spectra are estimated more accurately
at most locations when current forcing is applied.

• Wind sea is simulated more accurately in terms of wave energy when current
forcing is included.

• The incorporation of surface currents on wave simulations improves the wave
height estimations by more than 10 percentage points at the inner fjord location.

• The impact of surface currents on wave characteristics, such as wave height, spec-
tral bandwidth, directional spreading, and relative peak frequency, is more pro-
nounced at inner locations.

The results indicate that the improvement in model performance (accuracy) is worth
the added complexity of using the offline coupled model system for producing opera-
tional fjord wave simulations. However, the model performance at inner fjord locations
is less accurate compared to outer areas. We expect that other factors, such as the qual-
ity of forcing fields, the model physics, and the fjord geometry, can affect the accuracy
of wave simulations (see Chapter 4).
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Concluding remarks
Papers I-III quantify the role of the different factors affecting the model performance
in a complex fjord system, partly exposed to open sea. Apart from the fine grid of the
wave model and the high quality of the bathymetry that are essential in all types of
fjords, the results of this thesis lead to the following overall conclusions:

• In exposed (outer) locations—as expected—the quality of the boundary wave
conditions appears as the most important factor. Given that the most energetic
waves come from the boundaries, any potential inaccuracies in these waves will
transfer to the coastal and fjord wave estimates. The quality of the wind forcing
fields has a secondary role, while becomes crucial during extreme conditions.
After the wind forcing, the inclusion of ocean forcing and the accuracy of the
deep-water source term packages affect the quality of wave simulations.

• In sheltered (inner) locations, the quality of wind forcing is the most important
factor, closely connected to its spatial resolution. Because fjords are long and
narrow inlets of water surrounded by steep mountains, the grid size of the atmo-
spheric model needs to be smaller than the fjord width, often less than 2–3 km,
to be able to reproduce the orographic features. Especially during extreme wind
events within the fjords, the fine grid is essential to capture local wind phenomena
such as wind channelling induced by the orography. Following the wind forcing,
the ocean forcing and the choice of the deep-water source term packages have an
important role in the quality of wave simulations. The incorporation of surface
current on wave simulations improves considerably the wave estimates. Signif-
icant differences are also observed between the packages where ST6 shows the
worst model results, overestimating the observed wave energy.
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Chapter 4

Perspectives and outlook

This dissertation has provided insight into spectral wave modelling in deep-water fjords
and coastal areas, advancing our knowledge on wind-generated waves. More specifi-
cally, it has enhanced our understanding of the role of forcing, fetch geometry, deep-
water source terms, and open ocean boundary conditions in coastal and fjord wave
modelling. The results also point towards several open research questions and possibil-
ities for future studies. Some of the most pressing ones will be presented and discussed
in this chapter.

Choice of grid
The wave simulations in Papers I-III were based on a nested model setup with a regular
grid and a dynamical downscaling technique. An alternative is the use of an unstruc-
tured grid (e.g., Abdolali et al., 2020; Lin et al., 2019; Mao et al., 2016; Smith et al.,
2018, 2020; Zijlema, 2010) or a spherical multiple-cell (SMC) grid (Li, 2011, 2012;
Li and Saulter, 2014). In general, the unstructured grid is appropriate in nearshore
regions where the bathymetry varies significantly, providing the finest resolution in ar-
eas in which it is most essential (SWAN team, 2017). However, in the case of fjords
(typically characterized by large water depth), using an ordinary unstructured grid is
not recommended. The grid becomes very dense (computationally demanding) in shel-
tered and very narrow regions, e.g., at the very inner part of a fjord, where the waves are
very small. Thus, our choice (nested model with a high resolution inner regular grid)
is considered more appropriate and efficient for the fjord system’s complexity. An al-
ternative could be achieved by creating a “flexible” unstructured grid based on specific
characteristics of fjord waves, e.g., applying a finer grid in shallow shelf regions, fjord
cross-sections, fjord inlets, or in regions where energetic waves are expected. This
approach could be applied in our future fjord studies.

Wind forcing
Paper I presented the important role of wind forcing in fjord wave modelling. Neverthe-
less, our assessment of the quality of the different wind fields was based on a limited
number of point measurements within the fjord system. Therefore, even though the
high-resolution winds (WRF0.5) showed good performance overall, the evaluation was
restricted to specific locations and did not allow us to generalize our conclusions for the
whole fjord system. The accuracy of wind forcing along the fjord axis plays a vital role
in gaining representative model results. More advanced measurement techniques such



28 Perspectives and outlook

as wind lidars can measure the wind field horizontally, along a fjord axis, allowing a
more precise evaluation of the modelled wind field. Such wind observations could also
potentially be used as forcing for a spectral wave model, creating a high-quality wave
hindcast/nowcast.

Deep-water source terms
The results in Paper II indicated the role of deep-water source term formulations in fjord
applications. These formulations might need some modifications (including more phys-
ical processes/mechanisms) to improve the model performance in fjords and coastal
areas. For instance, none of the applied source term packages considers the straining
mechanism, i.e., the long waves’ effect on the steepness of the shorter waves. This
mechanism can be important in the exposed fjord locations where long waves (swell)
coexist with shorter waves (local wind sea). It is possible to account for this mech-
anism by adding an additional dissipation term based on the Cumulative Steepness
Method (Hurdle and van Vledder, 2004; van Vledder and Hurdle, 2002). Furthermore,
the applied source terms did not use a direction-dependent white-capping dissipation.
According to Ardhuin et al. (2010), a direction-dependent saturation in white-capping
can provide more accurate wave estimates. As illustrated by Pettersson (2004), a nar-
row fetch geometry affects the directional distribution of the dominant waves. Hence,
performing sensitivity studies using ST4 package (Ardhuin et al., 2010) with different
values of δd parameter (δd = 1 for isotropic saturation, δd 6= 1 for an-isotropic satu-
ration) may provide a better understanding of the directional fetch-limited growth in
narrow fjords. In this study, the DIA parameterization for four-wave nonlinear interac-
tions Snl4 was used in all the wave simulations. It is widely known that the DIA tends
to broaden the wave spectrum (e.g., Rogers and Wang, 2007; Tamura et al., 2008). Ac-
cording to Liu et al. (2019), ST6 with DIA shows higher sensitivity to fetch geometry
than using alternatives, such as the Generalized Multiple DIA (Tolman, 2008) and the
Webb-Resio-Tracy (WRT) method (Tracy and Resio, 1982; Webb, 1978), which com-
putes the full nonlinear Boltzmann interactions. Ponce de León and Osborne (2020)
recommend the use of the full Boltzmann interactions to obtain a more realistic spec-
tral shape. Hence, additional studies using the full nonlinear Boltzmann interactions
need to be performed to investigate the effect of Snl4-formulation on the shape of wave
spectrum in fjords.

Shallow-water source terms
During storms or strong swell propagation to the coast, shallow-water dissipation pro-
cesses such as bottom friction and depth-induced wave breaking occur in shallow/tran-
sitional areas adjacent to the fjord system. Detailed investigation of these processes
was not included in the present study since no observations were available in these ar-
eas. However, the effect of bottom friction on long waves off the fjord system might
be equally important to the deep-water source terms in some areas. Moreover, wave
damping due to vegetation can influence wave growth in nearshore regions. In this
manner, sensitivity studies based on the shallow-water source terms combined with ob-
servations need to be performed to advance our knowledge on these processes and their
impact on the fjord waves.
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Ocean forcing
The importance of the surface currents on fjord waves was highlighted in Paper III. The
results showed that the current forcing is essential for accurate wave estimates at inner
fjord locations. Nonetheless, there are still open questions, such as if a finer gird of the
ocean forcing would improve the wave model performance. The spatial resolution of
applied ocean forcing (Norkyst800) is considered reliable for coastal applications, and
the model topography can capture the main current features providing good estimates
of the current field in upper layers of fjords (Asplin et al., 2020). However, using a
higher resolution could improve topographically induced currents in narrow fjords and
provide more accurate ocean forcing for wave model integrations.

Effect of rain and freshwater discharge
Rain and freshwater discharges (river runoff) induce changes in stratification. In fjords,
the wind-driven current is strongly affected by both the fetch geometry and the strati-
fication. Considering that the fjords are associated with strong stratification (see Intro-
duction in Paper III), the larger part of the wind energy is used to accelerate the surface
water and less for mixing (e.g., Fergestad et al., 2019). Besides, the rain affects the
generation and dissipation processes of surface waves (Cavaleri et al., 2015; Laxague
and Zappa, 2020). Katsafados et al. (2018) showed that the consideration of rain’s im-
pact on ocean waves improves the wave height estimates during a hurricane. Hence,
to quantify the overall impact of rain on wave growth in narrow fjords, wave model
integrations including these effects need to be carried out.

Fully coupled system
The results in Paper III suggested the use of current forcing in operational coastal wave
forecasts. In addition, the use of a fully coupled atmosphere-wave-ocean system (e.g.,
Varlas et al., 2020) might be desirable to investigate air-sea and wave-current interac-
tions in fjords and coastal areas. A fully coupled system could provide a better repre-
sentation of the key processes by using more accurate input fields, e.g., (i) use of the
wave-induced momentum stress to force the ocean model, instead of a parameterization
of wind, and (ii) use of the friction velocity (u∗) from the atmospheric model, contrary
to the traditionally used wind speed at 10 m height.

Need for advanced wave observations
Observations are vital in wave modelling. Observations have been used for validation,
calibration of wave models but also in the new development of model physics, e.g.,
ST6. In the present study, data from five waves buoys were available. These mea-
surements were essential to provide an assessment of the model performance in the
fjord system. However, the use of in situ measurements restricted the investigation in
specific areas. In addition, their relative low fmax (see Chapter 2.2.4) limited the in-
vestigation of the high frequency spectral tail. More advanced wave measurements
such as a stereo camera (Benetazzo et al., 2012, 2016; Bergamasco et al., 2017; Fedele
et al., 2013; Guimarães et al., 2020; Vieira et al., 2020) or marine radars (Dankert and
Rosenthal, 2004; Huang et al., 2017; Nieto Borge et al., 1999, 2006, 2008; Young et al.,
1985) have been used to investigate wave dynamics. This type of measurement tech-
niques can observe 3D waves providing important spatio-temporal wave statistics. For
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instance, information about the wave spectrum before and after a breaking event can be
used to estimate important parameters such as breaking severity (Babanin, 2011), and
may lead to further developments in source term formulations.

Applicability of results to other fjord systems
This thesis focused on a coastal and fjord system at the west coast of Norway in the Nor-
wegian Sea. Although the geographic and climatic characteristics of the studied fjord
system (e.g., exposed outer locations to strong swell and sheltered inner locations with
young wind sea) are typical for most of the fjords around the world (e.g., Norway, Ice-
land, the Faroe Islands, Chile, Greenland, Alaska, New Zealand), we need to expand
the simulations to other areas with different fjord characteristics (width, length, off-
shore and local climate). As shown by Christakos et al. (2020), the offshore wave cli-
mate differs along the Norwegian coast. For instance, the wind sea contributes the most
to the total wave energy flux in areas in the North Sea and the Barents Sea, whereas in
the Norwegian Sea swell dominates the coastal wave climate. Furthermore, wave-ice
interactions can play a vital role in fjord wave climate, particularly in Arctic fjords.
During the winter season, a layer of ice can partially or completely cover the fjord sur-
face, affecting the fetch and the wave growth. Along these lines, future investigations
in fjords should take into account different offshore and local wave climates.
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Paper I

The importance of wind forcing in fjord wave modelling

Christakos, K., B.R. Furevik, O.J. Aarnes, Ø. Breivik, L. Tuomi, and Ø. Byrkjedal
(2020), Ocean Dynamics, 70, 57-75.



34 Scientific results



https://doi.org/10.1007/s10236-019-01323-w

The importance of wind forcing in fjord wave modelling

Konstantinos Christakos1,2 · Birgitte R. Furevik1,3 ·Ole Johan Aarnes1 ·Øyvind Breivik1,2 · Laura Tuomi4 ·
Øyvind Byrkjedal5

Received: 21 June 2019 / Accepted: 5 November 2019
© The Author(s) 2019

Abstract
Accurate predictions of surface ocean waves in coastal areas are important for a number of marine activities. In complex
coastlines with islands and fjords, the quality of wind forcing significantly affects the results. We investigate the role of
wind forcing on wave conditions in a fjord system partly exposed to open sea. For this reason, we implemented the wave
model SWAN at the west coast of Norway using four different wind forcing. Wind and wave estimates were compared with
observations from five measurement sites. The best results in terms of significant wave height are found at the sites exposed
to offshore conditions using a wind input that is biased slightly high compared with the buoy observations. Positively biased
wind input, on the other hand, leads to significant overestimation of significant wave height in more sheltered locations. The
model also shows a poorer performance for mean wave period in these locations. Statistical results are supported by two
case studies which also illustrate the effect of high spatial resolution in wind forcing. Detailed wind forcing is necessary in
order to obtain a realistic wind field in complex fjord terrain, but wind channelling and lee effects may have unpredictable
effects on the wave simulations. Pure wave propagation (no wind forcing) is not able to reproduce the highest significant
wave height in any of the locations.

Keywords Fjord · Wave modelling · Wind forcing · SWAN

1 Introduction

During the last decades, wave forecasts based on spectral
wave models have achieved a high level of reliability
in open seas. Wave parameters such as significant wave
height, wave period, and direction can be predicted with
high accuracy up to a week in advance (e.g., Bidlot et al.
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2002; Janssen 2008, 2018). This has been achieved mainly
through systematic development of numerical weather
prediction models providing reliable wind input to wave
models, and by recent improvements in the wind input
and dissipation source terms (Babanin 2011) of wave
models. Wave observations from satellite altimeters have
been used extensively for calibration of wave models
(Cavaleri and Sclavo 2006; Martı́nez-Asensio et al. 2013)
providing wave data in over large ocean areas where buoy
measurements are unavailable. Nowadays, the most widely
used third generation spectral wave models are the Wave
Model (WAM) (The Wamdi Group 1988), the Simulating
WAves Nearshore model (SWAN) (Booij et al. 1999),
and the WaveWatch-III model (The WAVEWATCHIII�
Development Group 2016). Several studies based on these
models have shown quite accurate results for open-ocean
conditions (e.g., Reistad et al. 2011; Bertotti et al. 2014;
Galanis et al. 2019; Amarouche et al. 2019; Stopa and
Cheung 2014; Guedes Soares et al. 2016).

Despite these improvements, the quality of the wave
forecasts is still not sufficient in the coastal and semi-
enclosed seas (Cavaleri et al. 2018). Their performance has
not been extensively evaluated in complex coastal areas and
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their results cannot be used with as high level of reliability
as for the open sea. The coastal topography affects the
quality of simulated wind fields and consequently the wave
fields. In addition, the presence of islands and shallow
water areas makes the wave prediction more complicated.
Moreover, for validation purposes, coastal observations are
limited to point measurements (e.g., wave buoys) since
remote sensing instruments such as satellite altimeters in
coastal areas are not as reliable as in the open sea. This is
mainly because the raw measurements are contaminated by
land (Vignudelli et al. 2011).

Accurate wave predictions in coastal areas are essential
for a number of coastal activities, e.g., infrastructure, mar-
itime transport, aquaculture, and renewable energy applica-
tions. Furthermore, for coastal applications, information on
both swell and wind sea is important. For instance, predic-
tion of locally generated wind sea is essential for high-speed
passenger ferries whereas information about the propaga-
tion of low-frequency swell in coastal areas and fjords is
critical for the design of coastal structures or in the planning
of marine operations.

When designing coastal structures or planning marine
operations, it is important to know the wave conditions
both in a statistical sense and in being able to forecast the
wave conditions days ahead. In areas where swell have a
strong influence and where extreme values of significant
wave height and peak period due to storm conditions are
of main interest, relatively good results may be obtained by
propagation to coast of actual or parameter-based offshore
spectra using a wave model or by establishing a statistical
relationship between offshore hindcast and local wave
measurements (Wang et al. 2018). As constructions become
larger, or when marine operations or coastline are complex,
more sophisticated methods that include the effect of local
wind must be applied.

Global reanalyses (Laloyaux et al. 2018; Hersbach and
Dee 2016; Poli et al. 2016) yield wind fields that can be used
for wave applications. However, several studies show the
importance of resolution in order to achieve accurate wave
hindcasts. Lavidas et al. (2017) studied the sensitivity of
wind input on a wave model for the Scottish region showing
that the use of different reanalysis wind fields (ERA-Interim
(Dee et al. 2011) and CFSR-NCEP (Saha et al. 2010) can
significantly affect the quality of wave hindcasts. Moeini
et al. (2010) assessed the quality of surface winds for wave
simulations using SWAN in the Persian Gulf and found
that ECMWF winds are underestimated and consequently
that the wave model must be calibrated. Signell et al.
(2005) studied the quality of four wind fields with different
spatial resolution in the Adriatic Sea. They employed the
SWAN model and similarly found that ECMWF wind fields
are biased low. In addition to more realistic small-scale
and spatial structure of wind fields during strong wind

events, the higher resolution models showed better over all
performance for both wind speed and wave heights. Ponce
de León et al. (2012) assessed four atmospheric models
around the Balearic Islands for operational wave forecast.
They conclude that spatial variability of wind forcing is
a key factor for the small-scale features which coarse
resolution models are not able to resolve. Ardhuin et al.
(2007) studied the performance of four atmosphere models
and three spectral wave models finding that quality of the
wind input degrades approaching coastal areas, especially
in cases with orographic effects.

On complex coastlines, as in archipelagos or fjord
systems, wave modeling is a discipline of combining good
offshore wave forecast with local wave production (Tuomi
2014a). In the transition zone from sheltered areas to
swell-dominated outer parts, local wind may play a role
in different ways. The ability of wave models to respond
accurately to the local wind in combination with swell in
such transition zones is the focus of the present study. The
main objective of this study is to investigate the role of wind
forcing on wave conditions in a semi-enclosed environment
such as a fjord system. The study focuses on the effect of
coastal wind forcing on wave simulations inside the fjord
system which is located on the west coast of Norway.

This paper is organised as follows. Section 2 is dedicated
to the wave climate of our study area. Section 3 describes the
data and methods. The evaluation of models and the results
are presented in Section 4. Finally, Section 5 includes the
discussion and Section 6 is following with the conclusions.

2 Background

2.1 Study area

The study is focused on a fjord system with several
bifurcations located at the West coast of Norway (Fig. 1a).
Figure 2a illustrates a terrain map with the bathymetry
provided by the European Marine Observation and Data
Network (EMODnet 2016) applied for SWAN wave
simulations. It shows the two nested domains, the outer
domain (D1), and the inner domain (D2) marked with a red
rectangle. D1 spans the region 62 N◦ to 63.14 N◦, and 5
E◦ to 8.12 E◦. D2 shown in Fig. 2b contains the following
fjords: Storfjorden (1), Hjørundfjorden (2), Sulafjorden (3),
Vartdalsfjorden (4), Voldsfjorden (5), and Rovdefjorden (6)
and measurement locations A, B, C, D, and F. Table 1
shows the fjord characteristics such as average length,
width and depth range with the corresponding numbers
as illustrated in Fig. 2b. The fjord system is more than
190 m deep at its deepest points. The longest fjords are
Storfjorden and Hjørundfjorden, exceeding 30-km length.
The shortest and widest fjord is Sulafjorden with 10-km
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Fig. 1 The location of the study
area (rectangular) in the west
coast of Norway (a). The area
consists of islands and islets
outside the fjord system. The
directional roses show the
frequency of waves at certain
peak directions for total Hs (b),
swell (c), and wind sea (d)
components at a point (blue star)
based on NORA10 dataset for
the period: 09.1957–07.2018.
Colors in directional roses: dark
blue for Hs 0–1.99 m, light blue
for Hs 2–3.99 m, green for Hs
4–5.99 m, and yellow for
Hs > 6m

average length and 4.6-km average width. Its narrowest part
is 3.20 km (offshore inlet) and the widest part at 6km (cross
section with Vartdalsfjorden). Sulafjorden is the only part
of this fjord system that has a direct exposure to open sea
conditions.

2.2Wave climate: offshore vs. fjord system

Varlas et al. (2017) investigated the marine renewable
resources along the Norwegian coast and found the highest
average values of wave energy flux over the Norwegian
Sea (close to our study area) where swell waves have the
largest contribution to total wave energy. Similarly, Aarnes

et al. (2012) showed that Sulafjorden is situated in an area
where wave energy generated in the Northeast Atlantic is let
between the Faroes and Shetland, making this area one of
the most exposed areas for extreme wave heights along the
Norwegian coast. Close to this area, Christakos et al. (2014)
studied the atmospheric phenomenon of a coastal low-level
jet illustrating the need of a high-resolution model to predict
the strong coastal winds and horizontal shear of the jet.
The wave climate off the fjord system is characterized by a
combination of swell and wind sea conditions (Reistad et al.
2011; Semedo et al. 2015). Figure 1 shows the directional
roses for total, swell, and wind sea significant wave height
(Hs) at an offshore hindcast point in NORA10 (Norwegian

Fig. 2 a Bathymetry of model
outer (D1) and inner (D2)
domains used for the wave
simulations. The color bar shows
the depth in meters b D2 of
wave simulations. The numbers
indicate the fjords (see Table 1)
and the letters the positions of
wave buoys (see Table 3)
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Table 1 The characteristics of fjord system: average length (L),
average width (W), and depth range (D), data derived by The
Norwegian Coastal Administration (2019a)

No. Fjord L (km) W (km) D (m)

1 Storfjorden 35 2.7 250–650

2 Hjørundfjorden 31 2.1 190–440

3 Sulafjorden 10 4.6 230–450

4 Vartdalsfjorden 21 3.0 230–360

5 Voldsfjorden 25 2.5 320–680

6 Rovdefjorden 17 2.6 370–490

hindcast of wind and waves) where its wave component is
the WAM model (Reistad et al. 2011). WAM defines the
wave components that are still subject to wind forcing as
wind sea while the rest part of the spectrum is defined as
swell (ECMWF 2018).

Regarding total Hs, the dominant wave direction is
west-southwest with a secondary direction from north-
northeast. Separating the total Hs into swell and wind sea
components, we observe the dominance of swell over wind
sea component. The incoming swell from southwest and
northeast is contributing the most to the wave conditions

in the area. The directional distribution for wind sea is
more scattered with a dominant direction from south and
a secondary direction from north. It is noteworthy that the
dominant southerly wind sea component is not observed
in the total Hs rose. This feature can be explained by
the fact that southerly wind sea is often accompanied by
south/southwesterly swell, which dominates the total wave
direction. However, the wave climate close to the coast
and within the fjords is quite different. Figure 3 presents
the directional wave distributions based on observations
in Sulafjorden. The distributions are much more narrow
compared with offshore conditions. This is mainly due
to the presence of islands off the fjord system and the
narrow fjord geometry (which funnels and speeds up the air
flow) with short fetches that affect the shape of directional
distribution.

3 Data andmethods

3.1 Atmospheric models

Surface winds from four different atmospheric models,
including the ERA5 reanalysis (Copernicus Climate Change
Service (C3S) 2017), NORA10 hindcast archive (Reistad

Fig. 3 The directional roses
show the frequency of waves for
Hs at location D, A, B, and C.
Colors in directional roses: dark
blue for Hs 0–0.99 m, light blue
for Hs 1–1.99 m, green for Hs
2–2.99 m, and yellow for
Hs > 3m
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et al. 2011), AROME2.5 operational model (Müller et al.
2017), and WRF (Skamarock et al. 2008) are used for wave
simulations in our study area.

3.1.1 WRF0.5

The WRF-ARW (Advanced Research WRF) (Skamarock
et al. 2008) state-of-the-art numerical weather prediction
model version 3.5.0 was used to downscale the reanalysis
ERA-Interim (Dee et al. 2011) to a spatial resolution of
0.5 km for the study area. Four domains were used with
two-way nesting. The parent domain is covering a large
part of the North Atlantic, including the North Sea and the
Norwegian Sea, with a horizontal resolution of 22.5 km.
The second domain has a resolution of 4.5 km covering
the south part of Norway and part of the Norwegian and
the North Sea. The third domain has 1.5-km horizontal
resolution and the innermost domain is focused on our
region of interest with a resolution of 0.5 km. The model
has been run with 51 vertical levels and approximately
8 levels within the lower 200 m of the atmosphere. The
basic parameterization schemes applied for this hindcast
are the following: Thompson microphysics, Rapid Radiative
Transfer Model (RRTM) radiation scheme, and Mellor-
Yamada-Janjic (MYJ) which is used for the vertical mixing
in the boundary layer. A thermal diffusion scheme is
used for the surface and the SST used is from ERA
interim and updated daily. No cumulus parameterization
is applied to the two inner domains, but the Kain-
Fritsch scheme is used for the two outer domains. The
surface wind calculated by WRF-ARW at 10 m above
terrain for the 19-month period and applied as input to
SWAN. The corresponding wave simulation is referred as
SWAN-WRF0.5.

3.1.2 AROME 2.5 (AR2.5)

The Application of Research to Operations at Mesoscale
(AROME) model is the core of the operational weather
prediction model employed at MET Norway (Müller et al.
2017). The model is set up for the MetCoOp-domain
with 2.5-km grid spacing and 65 levels. The forecasting
suite consists of main forecast cycles at 00 and 12 UTC
and intermediate cycles at 06 and 18 UTC. The analysis
times of the European Centre for Medium-Range Forecasts
(ECMWF) Integrated Forecasting System (IFS) forecasts
used as boundaries for the main and intermediate cycles
are 6 and 3 h earlier, respectively (Müller et al. 2017). The
surface wind calculated by AROME at 10 m above terrain
in 6-h forecasts from +3 to +8 from each of the cycles is
put together for the 19-month period and used as input to
SWAN. The corresponding wave simulation is referred as
SWAN-AR2.5.

3.1.3 NORA10

NORA10, wind and wave hindcast developed by The
Norwegian Meteorological Institute, covers the Norwegian
Sea, Barents Sea, and the North Sea (Reistad et al. 2011).
The atmospheric model is HIRLAM (High Resolution
Limited-Area Model) (Undén et al. 2002) with 10-km
horizontal resolution on a rotated spherical grid. The surface
winds from HIRLAM are forcing the wave model WAM on
the same grid, as described in Section 3.4. HIRLAM is set
up with 40 vertical layers and is a dynamical downscaling
of ERA-40 (Uppala et al. 2005) and ECMWF-IFS after
September 2002. Further description of the model set-up
is found in Bjørge et al. (2003). Winds from NORA10
are improved compared with ERA-40 and show good
agreement against observations particularly in the coastal
areas, e.g. Reistad et al. (2011) and Furevik and Haakenstad
(2012). The corresponding wave simulation is referred as
SWAN-NORA10.

3.1.4 ERA5

ERA5 (Hersbach and Dee 2016; Copernicus Climate
Change Service (C3S) 2017) is the latest climate reanalysis
product by ECMWF. The data set is available in the
Climate Data Store on regular latitude-longitude grids
at a horizontal resolution of about 31 km and 1-hour
time steps. ERA5 data has finer horizontal and temporal
resolution than its predecessor ERA-Interim (Dee et al.
2011) (about 80 km and 6-hourly). Several studies have
shown the improvement of ERA5 winds relative to ERA
interim. Belmonte Rivas and Stoffelen (2019) compared
ASCAT wind observations to ERA5 and ERA interim,
concluding that ERA5 shows better performance. Olauson
(2018) performed a comparison of MERRA-2 (Modern-
Era Retrospective analysis for Research and Applications,
Version 2) (Gelaro et al. 2017) and ERA5 datasets in
terms of wind power, also concluding that ERA5 performs
better. The corresponding wave simulation is referred as
SWAN-ERA5.

3.1.5 No wind forcing (NWF)

An additional run with no wind forcing (NWF) is performed
to visualize the dependency on the accurate description of
incoming swell and the importance of local winds in the
fjord system. The corresponding wave simulation is referred
as SWAN-NWF.

3.2 Error metrics-taylor diagram

In order to illustrate error metrics at different locations, a
Taylor diagram (Taylor 2001) is utilized. The error metrics
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of the correlation coefficient (R), normalized standard
deviation (NSTD), and the normalized centered root means
square error (CRMSE) are implemented in Fig. 4 for wind
speed and significant wave height:

R =
∑N

i=1(yi − ȳ)(xi − x̄)
√∑N

i=1(yi − ȳ)2
√∑N

i=1(xi − x̄)2
(1)

NST D =
√

1
N

∑N
i=1(yi − ȳ)2

√
1
N

∑N
i=1(xi − x̄)2

(2)

CRMSE =
√

1
N

∑N
i=1[(yi − ȳ) − (xi − x̄)]2

√
1
N

∑N
i=1(xi − x̄)2

(3)

where yi are the model estimate, xi are the observations, ȳ

and x̄ the mean values, and N indicates the number of data
pairs. The normalized parameters allow comparison along
different areas within the fjord system.

3.3 The SWANwavemodel

The wave model SWAN (Booij et al. 1999) is a state-
of-the-art third generation spectral model designed for
nearshore applications. SWAN is widely used for both
operational and engineering applications. For this study, we
implemented the SWAN cycle III version 41.20. SWAN is
based on an implicit propagation scheme which is always
numerically stable. Therefore, the SWAN model is suitable
for simulating wave conditions in coastal and semi-enclosed
environments where the grid resolution and thus the time
step must be relatively small. The model propagates the
action balance equation forward in time for the evolution of
action density spectrum (N):

∂N

∂t
+ ∂(cxN)

∂x
+ ∂(cyN)

∂y
+ ∂(cσ N)

∂σ
+ ∂(cθN)

∂θ
= S

σ
(4)

where cx and cy are the propagation group velocities
in geographical (x, y)-space, respectively. The cσ and
cθ represent the propagation in spectral (frequency-
σ ,direction-θ ) space. The term S(σ, θ; x, y, t) is the total
source term. It consists of three source terms,

S = Sin + Sds + Snl (5)

Here, Sin is energy input generation due to wind, Sds

is the dissipation induced by whitecapping, bottom friction
and depth-induced wave breaking. Finally, Snl represents
non-linear wave-wave interactions.

The model was run in non-stationary mode with spherical
coordinates and a time step of 10 min. Thirty-six directions
with 10◦ directional resolution and 32 discrete frequencies
from 0.04 to 1 Hz were used as presented in Table 2.
The inner domain with 250 m × 250 m (red rectangular

Table 2 Model grid

Component Grid definition

Directional resolution �θ 10◦

Frequency range 0.04–1 Hz

Spatial resolution (�x, �y)

Outer domain 1 km × 1 km

Inner domain 250 m× 250 m

in Fig. 2a) grid cells is nested into the outer grid of
1 km × 1 km (Fig. 2a). The wave simulation period is
from 01.10.2016 until 30.04.2018. The combination of the
formulation by Yan (1987) for wind growth and non-linear
saturation-based whitecapping based on Alves and Banner
(2003) implemented in SWAN by van der Westhuysen et al.
(2007) was chosen. According to the model modification
page (in version 40.51 SWAN team 2019), this combination
is more suitable for young waves than the default expression
(Komen and Hasselmann 1984), offering a way to resolve
the erroneous behavior of SWAN under combined swell-
sea conditions (conditions that describe the wave climate in
our study area). The bottom friction term is by Hasselmann
et al. (1973) and depth-induced wave breaking by Battjes
and Janssen (1978).

3.4 Boundary spectra

Spectral wave boundary conditions along the grid bound-
aries of the outer domain (D1) were in all simulations
obtained from the NORA10 hindcast with 3-h temporal res-
olution (for details on the spectral nesting and interpolation
procedure, see Breivik et al. 2009). The wave component
of NORA10 is a 10-km WAM model forced with HIRLAM
winds nested inside a 50-km North Atlantic WAM model
forced by ERA-40 winds (Reistad et al. 2011). The wave
component is a modified version of the WAM cycle 4
model (Gunther and Janssen 1992) set up on the same
rotated spherical grid as HIRLAM. The outer domain of 50-
km resolution covers the North Atlantic, allowing realistic
swell propagation from the North Atlantic to the Norwe-
gian coast. Twenty-four directional bins and 25 frequencies
(0.0420 to 0.4137 Hz) were used for the model set-up.
The quality of NORA10 wave hindcast has been evaluated
through several studies. According to Aarnes et al. (2012),
a low bias of significant wave height between NORA10
and observations located in the North Sea and the Norwe-
gian Sea is observed. Bruserud and Haver (2016) found a
good agreement between NORA10 and wave observations
in the northern part of North Sea. Based on its good per-
formance in open sea conditions, NORA10 is believed to
provide reliable boundary data for the coastal wave model.

Ocean Dynamics (2020) 70:57–7562



Table 3 Mean and P99.9 of observed Hs (m) and wind speed - U (m s−1) at locations D, A, B, C, and F

Buoy Latitude, longitude Period H̄s P 99.9 : Hs Ū P 99.9 : U

D 62.45, 5.93 10.2016–04.2018 1.3 5.8 5.8 16.7

A 62.43, 6.04 10.2016–04.2018 0.8 3.4 5.1 16.5

B 62.40, 6.08 10.2016–04.2018 0.4 2.1 3.8 15.3

C 62.39, 6.05 04.2017–04.2018 0.2 0.9 3.9 14.4

F 62.22, 5.90 11.2017–04.2018 0.2 1.0 5.3 15.7

3.5 Observations

Wind and wave measurement data from SEAWATCH
Wavescan buoys (FUGRO 2012) were available via MET
Norway Thredds Service (The Norwegian Meteorological
Institute 2019b) to evaluate the performance of numerical
simulations. The measurement data contains integrated
wave parameters such as significant wave height, peak wave
period, mean wave period, mean wave direction, as well
as wind speed and wind direction. The wind sensors are
placed 4.1 m above the sea level. The wave buoys D, A,
B, and C are deployed in Sulafjorden and the buoy F in
Vartdalsfjorden as illustrated in Fig. 2b. Table 3 shows the
period of data availability for different wave buoys at the
time of this study.

4 Results

4.1 Model validation

The quality of the wave model runs, their boundary, and
wind forcing fields are evaluated by comparing wind speed,
U , significant wave height, Hs, and mean wave period,
Tm01, against buoy measurements at locations D, A, B,
C, and F. According to Akpnar et al. (2012), inaccurate
conclusions regarding the model performance of mean wave

period can occur if the integration range does not match
the buoy frequency range. Therefore, Tm01 is estimated with
the upper integration limit at 0.5 Hz which is the maximum
frequency measured by the buoys. We use the logarithmic
wind profile (6) to adjust the model wind speed (U10)
from 10 to 4.1 m (wind sensor height) above the sea level
assuming neutral conditions.

U2

U1
= ln((z2 − d)/z0)

ln((z1 − d)/z0)
(6)

where U1 and U2 are the wind speed at the elevations
of z1 and z2, d is the zero-plane displacement and it is
considered zero in the fjord, z0 is the roughness length
which is chosen to be 0.0002 m for open sea conditions
according to revised Davenport roughness classification by
Wieringa (1992). Moreover, the classification by Troen and
Lundtang Petersen (1989) for water areas, i.e., lakes, fjords,
and open sea where the roughness length is in order of 10−4,
and a study focused on fjord wave conditions by Wang et al.
(2018) support this choice.

The Taylor diagram for wind speed is presented in
Fig. 4a. The different grid axis are the NSTD in light
grey circles, the CRMSE in solid grey circles, and the
correlation coefficient in lines. The five different symbols
denote the different wind input: ERA5 (E), NORA10 (N),
AR2.5 (A), WRF0.5 (W), and NWF (circle, Hs only).
The colors correspond to different buoy locations. ERA5

Fig. 4 Taylor diagram of error
metrics for wind speed - U (a)
and Hs (b) for different wave
simulations at locations A
(blue), B (red), C (green), D
(black), and F (purple). The
simulations with different wind
forcing are indicated by letters;
SWAN-ERA5 (E),
SWAN-NORA10 (N),
SWAN-AR2.5 (A) and
SWAN-WRF0.5 (W). The full
circles represents SWAN-NWF
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winds have the lowest correlation coefficients at the inner
fjord locations B, C, and F. ERA5 winds also exhibit too
low variability (NSTD) compared with the observations, in
particular at location F. WRF0.5 has the best performance in
terms of variability at locations A, B, C, and F. For the most
exposed location, D, all models perform well, but AR2.5
and WRF0.5 have too high variability (model activity).

Figure 4 b presents the Taylor diagram for significant
wave height. The locations at the inlet of Sulafjorden (D
and A) have the best match to the observations. For these
locations the simulations with wind forcing do not deviate
much from SWAN-NWF for average conditions. The results
also show that the correlation coefficient, R, is decreasing
from exposed to inner locations. More specific, for buoys
located in the inlet of Sulafjorden (D and A), the correlation
R is greater than 0.9. For buoys B and C located within
Sulafjorden, the correlation coefficients are slightly reduced
to 0.90 and 0.85 respectively.

The effect of local winds becomes more dominant in
location F, where the absence of incoming swell makes
the local wind a crucial parameter for wave growth. The
results show that SWAN-NORA10 and SWAN-AR2.5 have
a correlation coefficient close to 0.80, the lowest CRMSE
and the best NSTD indicating a good match to observed data
in this location.

For further investigation of the wave model performance
for different wind input, the quantile-quantile (Q-Q) plot is
used as illustrated in Fig. 5a, d, g, j, and m for locations
D, A, B, C, and F respectively. The Q-Q plots show that
in most locations, WRF0.5 and AR2.5 have the tendency
to overestimate the high wind speeds while NORA10 and
ERA5 underestimate.

For wave buoys D and A located at the entrance of
Sulafjorden, SWAN-NORA10, SWAN-ERA5, and SWAN-
NWF underestimate Hs for the highest percentiles (Fig. 5b,
e, h, k, and n). On the other hand, wave buoys B and C
located in the inner part of Sulafjorden, all simulations with
wind forcing overestimate Hs in the interval 0.5–1.5 m. The
SWAN-NWF shows an underestimation for higher Hs.

Simulations of Tm01 using SWAN-WRF0.5, SWAN-
AR2.5, SWAN-NORA10, and SWAN-ERA5 over-predict
Tm01 at locations D, A, B, and C (Fig. 5c, f, i, and l). The
over-prediction is stronger for high Tm01. Mean period is
predicted fairly well in location F (Fig. 5o). SWAN-NWF
clearly overestimates the observed mean wave periods at all
locations. This overestimation becomes more pronounced
for locations sheltered within the fjord system where the
swell conditions are weaker and wind seas are stronger.

The Hs of SWAN-NWF shows that in Sulafjorden the
wave system was well described by pure swell input up to
certain Hs limit, i.e., 4 m at D, 2 m at A, 1 m at B, and
0.5 m at C. For higher values of Hs, e.g., during strong wind
forcing, the local wind-induced waves become important

for the accuracy of wave predictions. Small differences in
wind input can generate relative high variations on wave
heights at location F. For winds greater than 10 m s−1,
WRF0.5 slightly overestimates observed wind speed in
contrast to AR2.5 and NORA10 that underestimate it.
This overestimation by WRF0.5 leads to a relatively high
overestimation of Hs which will be investigated more in
next section. The weaker winds produced by AROME
and NORA10 give better results for Hs. ERA5 wind is
significantly weaker than observations and this input fails to
reproduce the wave conditions.

The use of a nested finer grid improves the quality
of results in most of measurement locations (not shown).
Especially in location C where sheltering by the island is
dominant, wave parameters such as Hs and Tm01 (Fig. 6)
were improved using a nested fine grid by 36% and 4%,
respectively.

4.1.1 Extreme wave conditions in the fjord system

The validation showed that the overall performance of the
wave model is good, but obviously dependent on the quality
of the forcing wind fields. However, considering the specific
geometry and the narrowness of the fjords, only certain
wind and swell conditions generate waves inside the fjords
that may influence marine traffic or constructions. The
highest mean value of Hs, 1.3 m, was seen at location D at
the entrance of the fjord. The mean value of Hs was lowest
at locations C and F (0.2 m) inside the fjord. Interestingly,
the mean wind speed was considerably higher for location
F than location C. The mean and 99.9th percentile for all
locations are shown in Table 3. The case with the strongest
onshore wind in location D (most exposed site) was on
December 26, 2016 at 23:00 UTC and the case with the
strongest offshore winds in location F (most sheltered site)
was on January 15, 2018 at 07:00 UTC. These cases are
marked with blue lines in Fig. 7. The onshore winds in
the area are usually combined with incoming swell from
the open ocean inducing high waves that penetrate into
the fjord system. Also strong offshore winds can induce
relatively high waves inside the fjords. During this type of
events, the accuracy of the forcing wind field becomes even
more important, since the wave fields consists mostly of
local wind sea. We study these two cases in more detail to
evaluate how the different wind forcing and the accuracy of
the boundary wave spectra affect the wave simulations in
the fjords.

4.1.2 Onshore wind

On December 26, 2016, the extratropical cyclone causing
the extreme weather “Urd” made landfall on the west
coast of Norway with strong northwesterly mean winds

Ocean Dynamics (2020) 70:57–7564



Fig. 5 Q-Q plots of wind speed,
Hs and Tm01 at locations D, A,
B, C, and F for different models
SWAN-ERA5 (black),
SWAN-NORA10 (green),
SWAN-AR2.5 (red),
SWAN-WRF0.5 (blue), and
SWAN-NWF (cyan)

20–40 m s−1 and gusts up to 53 m s−1, according to Olsen
and Granerød (2017). The situation caused waves with Hs

in excess of 6 m measured at location D.
Although onshore wind is relatively simple to model

considering the absence of complex topography, differences
in model wind fields are observed (Fig. 8a). The ERA5 and
NORA10 winds have similar values and spatial variability

along the coast while within the fjords the ERA5 shows
weaker winds. In contrast to ERA5 and NORA10, the higher
resolution models AR2.5 and WRF0.5 are able to capture
wind channeling and local jets induced by the fjords. The
AR2.5 has the strongest winds along the coast but weaker
within the fjords. The WRF0.5 wind field is weaker along
the coast but it has larger gradients within the fjord system.
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Fig. 6 Scatter plots between
different grid size
(250 m × 250 m and
1 km × 1 km) for Hs and Tm01
at location C. The values are
derived by SWAN-WRF0.5
simulation

Since waves are an integrated product of the wind
field in time and space, the wave fields derived from the
different wind datasets reflect smoother wind characteristics
as shown in Fig. 8b. In addition, the wave heights
within the fjords are limited by the fjord geometry.
Regarding Hs along the coast, the wave model results
are quite similar with Hs exceeding 6 m. The application
of high-resolution atmosphere models, i.e, SWAN-AR2.5
and SWAN-WRF0.5, shows deeper penetration of high
waves within Sulafjorden compared with SWAN-ERA5
and SWAN-NORA10. This is mainly due to stronger
coastal winds and strong local winds within Sulafjorden as
illustrated in Fig. 8a.

For the investigation of model performance during the
event of onshore wind, we analysed the time series of wind
and wave parameters at the 3 available buoy locations, D,
A, and B, in Fig. 9. The wind speed exceeding 15 m s−1

and the westerly wind direction are captured by all models
both in the inlet of Sulafjorden, location D and A, and

within the fjord at location B. The high-resolution wind
fields of WRF0.5 and AR2.5 overestimate the peak of wind
speed. AR2.5 has the strongest wind at the peak and its
overestimation is higher at location D and less at A and
B. Regarding Hs, the models perform similarly with good
results. However, there is a 3-h delay between the highest
model and observed peak of Hs at location D. Since the
time of highest wind speed peak is well predicted by the
models, the delay in Hs peak may be related to a delay in
boundary spectrum (updated 3-hourly). At locations A and
B, the strong wind of AR2.5 and WRF0.5 drive the wave
model to overestimate the Hs peak. The northwesterly wave
peak direction is well predicted at locations D and B while
ca. 10 degrees off at location A during the event. Tp of
12–14 s are simulated with high degree of accuracy by the
models in all three locations.

The comparison of one-dimensional wave energy spectra
between model and measured spectra for the case of
onshore wind at locations D, A, and B (no available

Fig. 7 Time series of daily max
values of Hs (top) and wind
speed (bottom) at location D
(black) and F (red). The dashed
lines show the corresponding
P99.9. The vertical blue lines
indicate the selected extreme
events that exceeds P99.9 values
for both Hs and wind speed at
locations D (first vertical line)
and F (second vertical line)
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Fig. 8 Wind (a) and significant wave height (b) snapshots from
different models during storm Urd on December 26, 2016 at 23:00
UTC. The location of available measurements during this event are
marked with dots. The arrows indicate the wind direction

spectra data at C and F) is presented in Fig. 10. The buoy
wave spectra was averaged over the period (18 observed
and 3 model spectra): December 26, 2016 at 22:00 to
December 27, 2016, 00:00 UTC. The observed spectra
shape at D is narrow around a single peak at 0.09 Hz.
All model setups have broader spectral shape with a peak
between 0.07 Hz (SWAN-NWF) and 0.08 Hz (SWAN-
AR2.5) which underestimates the energy level compared
with the observed peak. The peak related to SWAN-AR2.5
is closest to the observed in energy level and frequency.
At the inlet of Sulafjorden, location A, the density peak
is reduced by 1/3 in both observations and model. Similar
to location D, the density peak is underestimated by the
model setups with SWAN-AR2.5 closest to observations.
SWAN-AR2.5 has the strongest wind forcing and its growth
of the energy at peak (location D and A) indicates that the

Fig. 9 Time series comparison of observed (yellow) and modeled
(SWAN-ERA5: black, SWAN-NORA10: green, SWAN-AR2.5: red
and SWAN-WRF0.5: blue) wind and wave parameters at location D
(a) and A (b) and B (c) during the onshore wind conditions (December
26, 2016). The blue vertical line indicates the time of snapshot in Fig. 8
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long waves are still under influence of winds. However,
the spectra tail is overestimated by SWAN-AR2.5. The
absence of wind forcing in NWF simulations naturally
results to an underestimation of both the density peak
and spectra tail at locations D and A. In these locations,
the density peak is quite similar to the SWAN-ERA5 and
SWAN-NORA10, emphasizing the role of incoming swell
at these locations. Within Sulafjorden at location B, we
observe the development of a double-peaked spectra of
locally generated wind sea in combination with the swell in
Sulafjorden. The energy level of long waves is reduced by
3.5 times compared with location A. The spectral peak is
now well represented in AR2.5 but is still underestimated by
all other model setups. This is related to the higher winds in
the open sea areas, which are still able to elevate the wave
energy before it enters the fjord system. The peak of wind
sea at around 0.25 Hz is overestimated in energy by the
models SWAN-WRF0.5. SWAN-AR2.5, SWAN-NORA10,
and SWAN-ERA5 and located at lower frequency of 0.2 Hz.
In addition, a small difference between the observed and
model peak frequency can be explained either by a small fail
in boundary spectra or/and the wave propagation through an
area of islands and islets outside the fjord system.

4.1.3 Offshore wind

On January 15, 2018, there was an event of strong
southeasterly wind exceeding 15 m s−1 within the fjord
system, generating a strong wind sea misaligned with an
incoming swell from the open sea. Figure 11 a presents
a snapshot of the wind fields from the four atmospheric
models during this event. In this case, the wind field
is influenced by the complex orography and significant
differences are visible. NORA10 and ERA5 winds both
have low spatial variability but NORA10 shows a stronger
wind field both offshore and in the fjords. AR2.5 and
WRF0.5, due to their high resolution which is comparable
with the fjord geometry, show areas of intensification and
lee effects related to the topography. WRF0.5 has the
highest winds both on the coast and within the fjords with

Fig. 10 Comparison of one-dimensional wave energy density, aver-
aged during period: December 26, 2016 at 22:00 to December 27, 2016
00:00 UTC, between model(SWAN-ERA5: black, SWAN-NORA10:
green, SWAN-AR2.5: red, SWAN-WRF0.5: blue and SWAN-NWF:

cyan) and measured spectra (yellow) for case of onshore wind at loca-
tion D (a), A (b), and B (c). The energy density (y-axis) is adjusted to
different location

stronger jets leading to strong horizontal gradients and high
spatial variability.

Figure 11 b shows a snapshot of Hs as derived using
different wind forcing at the same event. The wave field
again reflects the characteristics of different wind fields
in a smoother way. Although the model setups show
similar results along the coast, significant differences are
observed within the fjords. SWAN-ERA5 results show the
lowest Hs < 0.55 m within the fjords with no spatial
variability reflecting the applied low wind forcing. SWAN-
NORA10 shows a slightly higher spatial variability within
the fjords with Hs < 1.1 m. SWAN-AR2.5 and SWAN-
WRF0.5 wave fields reflect the presence of jets within
the fjords showing higher spatial variability and local
maximum at fjord cross-sections generated by the strong
jets. Both SWAN-AR2.5 and SWAN-WRF0.5 result in
a local maximum of Hs exceeding 1.1 m at the cross-
section of Storfjorden (1) and Hjørundfjorden (2). For the
investigation of model performance during the event of
offshore winds, we analysed the time series of wind and
wave parameters at the 5 buoy locations, D, A, B, and C in
Fig. 12 and F in Fig. 13.

For the exposed locations D and A, wind speed is
overestimated by WRF0.5, AR2.5, and NORA10 and it
is underestimated by ERA5. The wind direction is from
southeast and it is well predicted by all models. All
models overestimate Hs, with the highest overestimation
by WRF0.5. At location D, the observed mean wave
direction is from west indicating the direction of incoming
swell which is well predicted by the models. However, at
location A, the observed mean wave direction turns from
270 to 220◦. These deviations are captured better with
SWAN-WRF0.5 and SWAN-AR2.5. The models show good
performance to simulate the peak periods of long waves
with Tp ca. 14 s during this event at D and A.

For locations within Sulafjorden at B and C, the model
results vary more than at locations D and A. At location
B, WRF0.5 and NORA10 show the best performance with
slightly overestimation of the wind speed while at location
C, AR2.5 and NORA10 perform better. In both locations,
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Fig. 11 Wind (a) and significant
wave height (b) snapshots from
different models during an
offshore wind event on January
15, 2018, at 07:00 UTC. The
location of available
measurements during this event
are marked with dots. The
arrows indicate the wind
direction

ERA5 underestimates the wind speed. The southeasterly
wind direction is simulated well for all models. Following
the overestimation of wind speed, SWAN-WRF0.5, SWAN-
AR2.5, and SWAN-NORA10 predict higher values for Hs

and SWAN-ERA5 gives good results in Hs in spite of the
low wind speed. In contrast to SWAN-WRF0.5, SWAN-
AR2.5 and SWAN-NORA10 predict wave direction with
good accuracy. SWAN-ERA5 is not able to capture the
deviation in wave direction from 260 to 180◦ in location B.
The observed Tp is lower than 6 s in both locations showing
that the wind sea is dominant in these locations. The results

indicate that only the higher resolution wind fields provide
realistic Tp and wave direction within Sulafjorden.

For location F in Vartdalsfjorden, the observed wind
speed of 16 m s−1 is the highest during this event. WRF0.5
slightly overestimates the observed wind by 2–3 m s−1.
AR2.5 and NORA10 winds range 10–15 m s−1. ERA5
winds are weaker (< 10 m s−1). The strong wind speed
with a southeasterly wind direction along Voldsfjorden
(5) illustrates a phenomenon of wind channeling due to
orography. Both wind and wave directions are predicted
well by all models. However, the modeled Hs and Tp deviate
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Fig. 12 Time series comparison
of observed (yellow) and
modeled (SWAN-ERA5: black,
SWAN-NORA10: green,
SWAN-AR2.5: red and
SWAN-WRF0.5: blue) wind and
wave parameters at location D
(top-left), A (top-right), B
(bottom-right) and C (bottom-
left) during the offshore wind
conditions (January 15, 2018).
The blue vertical line indicates
the time of snapshot in Fig. 11

Fig. 13 Time series comparison of observed (yellow) and modeled (SWAN-ERA5: black, SWAN-NORA10: green, SWAN-AR2.5: red and
SWAN-WRF0.5: blue) wind and wave parameters at location F during the offshore wind conditions (January 15, 2018).The blue vertical line
indicates the time of snapshot in Fig. 11
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from the observations. The overestimation of wind forcing
by WRF0.5 leads to over-estimation of Hs by 0.6 m and
Tp by 1 s while ERA5 leads to underestimation. On the
other hand, the wind forcing of AR2.5 and NORA10 gives
the best results compared with observations of both Hs and
Tp. Due to weak ERA5 wind forcing, the corresponding
Hs and Tp are underestimated. The results indicate a strong
dependency of wave parameters on local wind conditions.

4.2 Effect of wind forcing during extremes

To investigate the effect of different wind forcing within the
fjord system, we estimated the Hs difference between wave
simulations with and without wind forcing. This allows
us to detect areas where the wave estimates are affected
significantly by the resolution of wind forcing. Figure 14
illustrates the difference between the 99th percentile (P99)
of Hs forced by ERA5, NORA10, AR2.5, and WRF0.5
with the P99 of Hs with no wind forcing for the 19-
month period (October 1, 2016–April 30, 2018). The high-
resolution wind fields of WRF0.5 and AR2.5 show high
differences up to 1.60 m and 1 m in the intersection of
Storfjorden (1), Hjørundfjorden (2), and Vartdalsfjorden (4).
A second area with large Hs differences is the intersection
of Vartdalsfjorden (4), Voldsfjorden (5), and Rovdefjorden
(6) (in location F) with differences of 1 m and 0.7 m,
respectively. These areas are also seen in NORA10 but less
distinctly so. On the other hand, SWAN-ERA5, due to its
coarse resolution of wind field, is not able to capture these
differences. In addition to these high Hs difference areas

within the fjord system, we observe high differences along
the coast up to 1 m for SWAN-NORA10, SWAN-AR2.5,
and SWAN-WRF0.5 and up to 0.7 for SWAN-ERA5. In
contrast to areas with large differences in Hs, Sulafjorden
show low difference for all models indicating the dominant
role of swell over wind sea in this fjord.

5 Discussion

The wave climate on the Norwegian coast with islands,
islets and fjords is a challenge to model correctly in both
the inner and outer parts. In such areas, in addition to the
uncertainties due to the physics and choices in the setup in
wave models, the quality of the boundary conditions, i.e.
spectra on the open boundaries and wind input significantly
affect the results. The quality of wind fields in complex
terrain is related to the grid size of the atmosphere model.
Within the fjord system, the finest grid of WRF0.5 shows
the best performance in terms of variability while the
coarse ERA5 winds are too weak. As the spatial resolution
increases, terrain features of fjords such as high mountains
and steep slopes become better resolved. Since the average
fjord narrowness (width) is 2.9 km, only atmosphere models
with smaller grid size (e.g., WRF0.5 and AR2.5) are capable
of reproducing the topographic features. Especially during
extreme wind events within the fjords, the fine grid of
WRF0.5 and AR2.5 can capture local wind phenomena such
as wind channeling induced by the orography illustrating
a more realistic structure (Figs. 8a and 11a). However, the

Fig. 14 The P99 of Hs
difference between SWAN-
ERA5, SWAN-NORA10,
SWAN-AR2.5, SWAN-WRF0.5
and SWAN-NWF
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high-resolution models have been shown to overestimate the
wind speeds especially during high wind and storm events
which is also observed in other studies (Signell et al. 2005).

Regarding the overall performance of the wave model
SWAN, we found that it was able to simulate well the wave
conditions in and close to the entrance of the fjords, where
the swell is dominant (D and A). Further inside the fjord
system, e.g., within Sulafjorden (B and C), the wind sea
becomes more dominant and the accuracy of the wind input
more significant (Fig. 4b). Even if B and C are in quite
close distance (ca. 2 km), C is more sheltered from offshore
wave conditions making it more sensitive to different wind
forcing. It is noteworthy that the poorest model performance
is observed in the locations least exposed to the open sea
where swell is weak or absent (C and F). In location F,
the effect of swell is absent (in both model and observed
data) and the wind forcing alone controls the wave climate.
Due to its location in the intersection of three long and
narrow fjords (Vartdalsfjorden (4), Voldsfjorden (5), and
Rovdefjorden (6)), the fjord geometries (width: 2.5–3 km,
length: 17–25 km) and the relative high mountains which
surround them (height: up to 1000 m) complicate the wind
and consequently the wave prediction. The results show
poor overall error metrics and large deviations between the
different model setups. The ERA5 wind is too weak to
provide good wave results. Comparing observations to Hs

derived by a coarse grid (1 km × 1 km) and a fine grid
(250 m× 250 m), we observe that the use of a nested
finer grid improves the quality of results (see Fig. 6). For
instance, Hs of the fine grid is more accurate at location D
by 4%, A by 15%, C by 36% and B by 1% (shown only for
C). In contrast, at location F, the coarse grid gives slightly
better results (not shown). Thus, a higher spatial resolution
(< 250 m) may improve the results at location C but not in
F where the problem seems to be related to different factors
(discussed below). No improvement in wave estimates (Hs

and Tm01) are found by increasing the directional resolution
from 10 to 5 degrees (not shown).

Even if overall wave statistics are good, during extreme
conditions the quality of wind forcing becomes a crucial
factor since the coarse wind fields are much weaker at all
locations. At the outer locations, D and A, strong coastal
wind affects significantly the wave conditions. Our results
indicate that the highest Hs cannot be reached without
wind forcing. More specific, during the onshore wind case,
AR2.5 has the highest spectral peak indicating that its higher
coastal wind enhances (Fig. 8a) the energy level of incoming
long waves which lead to a deeper penetration of offshore
waves within Sulafjorden (Fig. 8b) but impairs the spectral
shape. However, the higher resolution forcing did not lead
to a better wave model performance in all situations. In
location F, Hs is overestimated by up to 0.5 m with
WRF0.5 wind forcing even if WRF0.5 provides the best

wind at the location with only a slight overestimation (2–
3 m s−1) of the high wind speed. Here, NORA10 and AR2.5
show weaker wind, but still providing more accurate wave
heights. Due to relative short availability of measurement
data (ca. 6 month) at location F, it is difficult to make firm
conclusions. We expect that the overestimation by SWAN-
WRF0.5 is related to the calibration of deep water source
terms and the accuracy of wind forcing along the fjord. Due
to large depth of this region, only the source terms of wind
input, whitecapping dissipation and non-linear wave-wave
interactions (quadruplet) are of significant importance. In
case of strongly forced waves (inverse wave age greater
than 0.1), van der Westhuysen et al. (2007) indicated that
the wind input formulation becomes non-linear i.e. the rate
of wind-induced growth has a quadratic dependency on the
inverse wave age. During these conditions, small differences
in wind forcing can have significant impact on wave
conditions. Therefore, a re-calibration of wind input or/and
whitecapping dissipation may improve the model estimates
at location F. Mao et al. (2016) showed that a re-calibration
of whitecapping formulation leads to improvements in
model performance. Nevertheless, this may have negative
effect on the other locations. Another important factor is
the accuracy of wind forcing, even if WRF0.5 shows an
overall good performance, our evaluation is based on point
measurement not allowing accurate conclusion about the
wind quality along the fjord. Considering that the offshore
winds are more challenging to predict due to the complexity
of topography in the region, the accuracy of wind along the
fjords plays an significant role on the wave growth. Similar
coastal wave studies by Tuomi et al. (2014b) have shown
that the higher resolution wind forcing does not necessarily
lead to better wave model performance.

Compared with Hs, wave period is a more challenging
parameter to model. Simulations of Tm01 with wind forcing
perform similarly while the simulations of NWF clearly
fails at all locations. Nevertheless, if the boundary spectra
are estimated with too low/high energy level by the offshore
wave hindcast (NORA10), the coastal wave model may
not be able to correct this inaccuracy. For high mean
wave periods, Reistad et al. (2011) found that NORA10
overestimates the observed data indicating that certain swell
conditions may not be well predicted. These potential
inaccuracies in our boundary spectra are consequently
transferred in the coastal wave predictions. This becomes
clear in locations D and A where SWAN overestimates
the observed wave periods for Tm01 > 4 s (Fig. 5). The
inaccurate model results at location C are also observed in
mean wave period. The modelled Tm01 for C is similar to
B, over-predicting the observed values; however, the highest
observed periods are reduced by 2 s, i.e., from 10 to 8 s,
indicating that the model is not able to capture accurately
the reduction of Tm01 for long waves within Sulafjorden.
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The model fails to capture the sheltering effects at location
C due to the sheltering of the island to the southwest. Based
on our simulations, the Tm01 was improved by the use of a
nested fine grid of 250 m. Therefore, an increase of spatial
resolution (< 250 m) rather than directional resolution
may resolve better these sheltering effects improving Tm01

estimates.
Most of available buoy measurements (4 out of 5) are

located in the inlet and within Sulafjorden allowing us to
validate the modelled wind and wave estimates in a fjord
with exposure to open sea conditions. However, there is a
need for more measurements within the fjord system where
large differences between the models are observed. For
instance, the highest Hs differences (Fig. 14) are observed
in the intersection of Storfjorden (1), Hjørundfjorden (2)
and Vartdalsfjorden (4) where there are no available
observations and therefore it is not possible to extract any
information about the model performance.

Finally, the choice of wind input should be decided by the
area of interest. Along the coastline and in exposed locations
to open sea, the coarse wind fields can give reasonable
wave estimates since the quality of boundary wave spectra is
most important. Inside the fjord system, the fjord geometry
is the key factor for the selection of the spatial resolution
of wind forcing. However, in narrow fjords where a high
resolution wind field is needed, possible overestimation of
high winds can lead to significant overestimation of waves
such as in location F. Therefore, methods such as tuning
of source terms should be considered for future model
implementations.

6 Conclusions

In this study, SWAN is set up for a fjord system on the
west coast of Norway. Simulations with four different wind
forcing (with spatial resolution; 0.5 km, 2.5 km, 10 km,
and 31 km) and one with no wind were applied to assess
the wave model quality. Both modeled wind and wave
are compared with observations from five measurement
sites. The performance of the wave model is better for
the exposed locations where swell conditions are dominant.
The poorest model performance is observed in the locations
least exposed to the open sea where swell is weak or
absent (locations C and F). The fine grid of WRF0.5
captures local wind phenomena such as wind channeling,
but leads to overestimation of the waves within the fjords
(location F). This is believed to be due to a tuning of
SWAN to coastal conditions. Our results show that the wave
estimates at location C may be improved by increasing the
spatial resolution (< 250 m). During extreme situations,
the local wind-induced waves become crucial for the
accuracy of wave estimates and especially for the most

exposed locations, where the high resolution wind forcing
fields (WRF0.5 and AR2.5) give better results. Pure wave
propagation without local wind forcing fails to reproduce
realistic mean wave periods and the highest significant wave
height in any of the locations.
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Calibration of a new wind-wave hindcast in the western Mediter-
ranean. Journal of Marine Systems. https://doi.org/10.1016/j.jmar
sys.2013.04.006

Moeini M, Etemad-Shahidi A, Chegini V (2010) Wave modeling and
extreme value analysis off the northern coast of the persian gulf.

Ocean Dynamics (2020) 70:57–7574



Appl Ocean Res 32(2):209–218. https://doi.org/10.1016/j.apor.
2009.10.005

Müller M, Homleid M, Ivarsson KI, Køltzow MAØ, Lindskog
M, Midtbø KH, Andrae U, Aspelien T, Berggren L, Bjørge
D, Dahlgren P, Kristiansen J, Randriamampianina R, Ridal
M, Vignes O (2017) AROME-MetCoOp: a nordic convective-
scale operational weather prediction model. Weather Forecast
32(2):609–627. https://doi.org/10.1175/WAF-D-16-0099.1

Olauson J (2018) ERA5: The new champion of wind power mod-
elling? Renewable Energy 126. https://doi.org/10.1016/j.renene.
2018.03.056

Olsen AM, Granerød M (2017) Ekstremværapport, hendelse: Urd
26 desember 2016. Technical report, Norwegian Meteorological
Institute

Poli P, Hersbach H, Dee D, Berrisford P, Simmons A, Vitart
F, Laloyaux P, Tan D, Peubey C, Thepaut JN, Trémolet Y,
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A B S T R A C T

This paper investigates the performance of three different wave model source term packages in narrow fetch
geometries. The packages are used to model the sea state in a complex coastal system with narrow fjords
on the west coast of Norway. The modelling system is based on the Simulating WAves Nearshore (SWAN)
wave model that is forced with winds from a nested atmospheric model and wave spectra from a regional
wave model at the boundaries. The performances of the recent ST6, and two older SWAN white-capping and
wind input packages, are evaluated by comparing modelled spectra and integrated wave parameters against
five wave buoys. The comparison covers long-term statistics and two case studies of narrow fetch geometries
(i) without swell and (ii) with swell-wind sea conditions. SWAN’s original saturation-based approach performs
best in the fjord system. In narrow fetch geometry without swell, all packages overestimate the wave energy.
ST6 shows the highest sensitivity to fetch geometry and local wind changes. The results indicate that the ST6
white-capping is too weak to balance its strong wind input.

1. Introduction

The development of infrastructure in coastal areas demands accu-
rate information of environmental conditions, such as winds and waves.
Knowledge of the local wave climate is essential for a number of marine
activities, e.g., aquaculture, and maritime and energy applications.
However, the need for long-term wave statistics with high spatial and
temporal resolution cannot be fulfilled with measurements alone. Thus,
numerical simulations are essential to fill these gaps. The accuracy
of wave model predictions has been significantly improved in recent
years (e.g. Cavaleri et al., 2018, 2020). Several hindcast and reanalysis
datasets have shown good quality in offshore conditions (e.g. for the
North Atlantic (Reistad et al., 2011; Haakenstad et al., 2020) and the
North Sea (Lavidas and Polinder, 2019)). These advances are mainly
due to improved source term formulations and more accurate wind
fields from atmospheric models (Cavaleri et al., 2018).

The wave field estimates in coastal and semi-enclosed areas are less
accurate than offshore because of islands, shallow waters, tides, tidal
currents, and complex orography that affects the quality of the wind
forcing. As discussed in several studies (e.g. Cavaleri and Bertotti, 2004;
Ardhuin et al., 2007; Pallares et al., 2014), the orography affects the
quality of local wind field estimates and in turn also the wave field
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estimates. In complex coastal areas, such as in fjord systems, a high
resolution atmospheric model can capture orographically steered wind
that determines local wave growth (Christakos et al., 2020a). The qual-
ity of the lateral boundary wave conditions has a major impact on wave
predictions in exposed shores. Christakos et al. (2020a) performed wave
model simulations with and without wind forcing in a fjord system
exposed to the open ocean. The simulations (excluding the extreme
cases) showed quite similar results in the outermost fjord locations,
illustrating the dominant role of boundary wave conditions over the
locally generated wind sea. For coastal applications, there is also a need
for a high-resolution bathymetry. Inaccuracies in bathymetric data can
affect processes such as dissipation due to bottom friction and depth-
induced wave breaking, both of which are often a central part of the
performance of nearshore wave models.

Roland et al. (2014) suggested a list of factors that affect the quality
of modelled significant wave height. They found that the second most
important factor – right after the accuracy of forcing fields – is the
source term formulations. The source terms are empirical approxima-
tions of the processes that contribute to wind–wave growth, decay
and spectral evolution. In the case of wind-generated waves in deep
water the source terms are wind input, wave dissipation and resonant
nonlinear wave–wave interaction.
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What we will refer to as the Komen approach to parameterize
white-capping dissipation is widely applied and well established in
wave modelling. It is based on the pressure-pulse model of Hassel-
mann (1974), which was parameterized for wave models by Komen
et al. (1984). It is the default method in SWAN (Booij et al., 1999),
WAM (The Wamdi Group, 1988) and MIKE21-SW (DHI, 2017), and it
is an option in WAVEWATCH III (The WAVEWATCH III® Development
Group, 2016) and TOMAWAC (Benoit et al., 1997; TOMAWAC, 2020).
In this approach the white-capping dissipation is a function of the mean
wavenumber and steepness. In mixed wind sea-swell conditions the
Komen approach dissipates more swell energy than in cases with no
wind, while also overestimating the wind-sea height in the presence
of swell because of its dependency on the mean wavenumber and
steepness (see van der Westhuysen et al., 2007, and references therein).

An alternative, saturation-based approach, was introduced by Alves
and Banner (2003) and developed further by van der Westhuysen
et al. (2007). This approach removes the dependency on mean spectral
steepness by instead employing the local spectral saturation. van der
Westhuysen et al. (2007) showed that modelling wave dissipation using
a local saturation gave better results in mixed wind sea-swell conditions
than Komen’s approach. This saturation-based approach has also been
incorporated in spectral wave models such as SWAN and TOMAWAC.

In recent years, new developments in white-capping and wind input
formulations (known as ST4 Ardhuin et al., 2010 and ST6 Babanin
et al., 2010) have been implemented, mainly in WAVEWATCH III,
but also in SWAN (for ST6). Compared to older approaches, these
formulations are more sophisticated and include newer features, such
as negative wind input and swell dissipation. They also have a high
number of tuning options, thus allowing more advanced calibration.

The performance of ST6 for open sea conditions have been reported
in several works. van Vledder et al. (2016) studied the wave conditions
during a severe storm in the southern North Sea. They concluded that
the ST6 package gave the best model performance in terms of the
spectral shape and several integrated wave parameters, including the
significant wave height and the spectral period 𝑇𝑚−1,0

. Rogers et al.
(2012), Zieger et al. (2015), Stopa et al. (2015), Liu et al. (2019) and
Lavidas and Polinder (2019) have tested the ST6 source terms across
a large number of idealized and real-world applications. However,
the new parameterization has not been extensively tested in coastal
areas. Amarouche et al. (2019) evaluated ST6 and a combination of
white-capping formula by Janssen (1991) and exponential wind growth
by Komen et al. (1984) in the western Mediterranean Sea. They advised
the use of a calibrated version of the latter combination due to its better
performance and shorter simulation period. However, in Norwegian
fjord areas, Stefanakos et al. (2020) found that the wind input and
white-capping of Janssen (1991) systematically overestimates the wave
heights.

Our overall objective is to find appropriate source term formulations
in SWAN for white-capping and wind input under narrow-fetch condi-
tions in semi-sheltered seas. The location of our investigation is a fjord
system (Fig. 1) on the west coast of Norway, which serves as an excel-
lent example of narrow-fetch geometry in the presence of strong wind
forcing. The wave climate on the west coast of Norway is characterized
by strong swell from the North Atlantic Ocean (Semedo et al., 2014;
Christakos et al., 2020b) and frequent passages of extratropical systems.
In addition, coastal phenomena – such as low level jets (Christakos
et al., 2014) and wind channelling (Christakos et al., 2020a) induced by
topography – also affect the local wind sea, creating a mixed sea state
of wind sea and swell. The narrow fetch in itself also affects the growth
of the waves (Pettersson, 2004). We base our assessment of the source
terms on both long-term statistics and two cases of narrow fetch geome-
tries with: (i) no swell and (ii) mixed wind sea-swell. Three different
formulations for white-capping and wind input are evaluated against in
situ measurements. Special attention is given to analysis of the different
source terms related to the fetch geometry. This is, to our knowledge,
the first paper that studies the effect of the narrow fetch geometry on
the performance of source term packages in different sea states.

The paper is organized as follows: Section 2 describes the modelling
system, followed by Section 3, which describes the data and the meth-
ods employed. In Section 4 we present the overall model performance
and selected case studies. Section 5 discusses our results. In Section 6,
we end by summarizing and concluding our findings.

2. Description of the modelling system

The study area (Fig. 1) is described in Christakos et al. (2020a).
In Sulafjorden buoys A, B, C, and D (Breidsundet) are deployed, and
buoy F in the fjord cross-section of Vartdalsfjorden, Voldsfjorden, and
Rovdefjorden, as shown in Fig. 1. Sulafjorden is approximately 10 km
long with an average width of 4.6 km. Because of its exposure to the
Norwegian Sea, the wave climate in Sulafjorden is usually characterized
by mixed wind sea and swell conditions, while the inner parts of the
fjord system, such as location F, are unaffected by swell. The fjords are
200–700 m deep, much deeper than the shelf area which is less than
100 m over most areas. In storm conditions, wave dissipation due to
bottom friction and depth-induced wave breaking occurs off the coast
in shallow/transitional waters, before reaching the fjord system.

2.1. The wave model: SWAN

The wave model SWAN is a third generation spectral model mainly
developed for nearshore applications. The SWAN wave model is also
capable of reproducing fjord wave conditions (Christakos et al., 2020a;
Herman et al., 2019). In this study the SWAN cycle III version 41.20
is used. As a spectral model, it estimates the evolution of wave action
density 𝑁 = 𝐸∕𝜎 by applying the action balance equation,

𝜕𝑁
𝜕𝑡

+
𝜕(𝑐𝑥𝑁)
𝜕𝑥

+
𝜕(𝑐𝑦𝑁)
𝜕𝑦

+
𝜕(𝑐𝜎𝑁)
𝜕𝜎

+
𝜕(𝑐𝜃𝑁)
𝜕𝜃

= 𝑆
𝜎
. (1)

Here, 𝐸 is the wave spectral energy, 𝜎 the intrinsic circular frequency
(in absence of a surface current, 𝜎 = 𝜔 = 2𝜋𝑓 [rad s−1], where 𝑓 is
the linear frequency [Hz]), and 𝑐𝑥 and 𝑐𝑦 are the group velocity vector
components in geographical (𝑥, 𝑦)-space. The 𝑐𝜎 and 𝑐𝜃 represent the
propagation in frequency-direction (𝜎, 𝜃) space. The term 𝑆 represents
the total source term, consisting of in all six source terms in SWAN,

𝑆 = 𝑆in + 𝑆ds + 𝑆nl4 + 𝑆nl3 + 𝑆f ric + 𝑆brk . (2)

Here, 𝑆in is the energy input by wind, 𝑆ds is the dissipation induced
by white-capping, 𝑆nl4 is the nonlinear wave energy transfer between
quadruplets, 𝑆nl3 is the triad nonlinear interaction, 𝑆f ric is the bottom
friction, and 𝑆brk is the depth-induced wave breaking (e.g. Holthuijsen,
2007). Since our study is focused on relatively deep water areas, the
term for triads is switched off. The wind input term contains a linear
and an exponential growth term. A sensitivity study (not shown) found
that the linear term had only a minor effect on wave growth and is
therefore neglected. For our fjord applications, we therefore focused
on 𝑆in, 𝑆ds, and 𝑆nl4.

2.1.1. The KOMEN package
In SWAN, the current default white-capping dissipation is the pres-

sure pulse model of Hasselmann (1974), formulated by Komen et al.
(1984) and defined as (e.g. SWAN team, 2017),

𝑆ds,KOMEN(𝜎, 𝜃) = −𝐶ds,KOMEN

(

(1 − 𝛿) + 𝛿 𝑘
�̃�

)(

�̃�
�̃�PM

)𝑝

�̃� 𝑘
�̃�
𝐸(𝜎, 𝜃). (3)

Here 𝐶ds,KOMEN (=0.24 × 10−4), 𝛿 (=1), and 𝑝 (=4) are tuning param-
eters, 𝑘 is the wavenumber, and �̃� = �̃�

√

𝐸tot is the mean spectral
steepness. 𝐸tot is the total energy of the wave spectrum, i.e., the
integral over all frequencies and directions. The �̃� and �̃� are the mean
wavenumber and the mean circular frequency. The �̃�PM corresponds to
the mean spectral steepness of a Pierson–Moskowitz spectrum. A study
by Rogers et al. (2003) showed that 𝛿 = 1 (the default value in SWAN
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Fig. 1. Left: The model domains on the west coast of Norway: the outer (D1) with a grid resolution of 1000 m × 1000 m and the inner domain (D2, red rectangular) with a 250
m × 250 m resolution. The colour represents the water depth in metres. Right: Inner domain with location of buoys D, A, B, C, and F. Illustration of fetches (distances between
shore and buoy) with 5 degree resolution and the corresponding widths (same colour with fetch) at location F.

41.20) improves the wave energy estimates over 𝛿 = 0.5 proposed
by Komen et al. (1994).

The wind input term is estimated according to Komen et al. (1984),
which in turn is based on experimental results by Snyder et al. (1981),

𝑆in,SNYDER(𝜎, 𝜃) = max

[

0, 0.25
𝜌a
𝜌w

(28
𝑢∗
𝑐

cos (𝜃 − 𝜃w) − 1)

]

𝜎𝐸(𝜎, 𝜃). (4)

Here, 𝑢∗ =
√

𝜏∕𝜌a (where 𝜏 is the wind stress) is the friction velocity.
The estimation of 𝑢∗ is made according to Zijlema et al. (2012). 𝑐 is
the phase speed of the wave component, and 𝜌a and 𝜌w are the air
and water densities, respectively. The direction of the spectral wave
component is 𝜃, and 𝜃w is the direction of the wind. This white-
capping/wind input package will hereafter be denoted KOMEN. Eq. (4)
is based on field observations of weakly forced waves, where 𝑈5 (the
wind speed at 5 m height) had values up to 8 m s−1 (Snyder et al.,
1981). For wind speed ranges of 2–12m s−1, Hasselmann and Bösenberg
(1991) came up with similar results to Snyder et al. (1981). Thus, we
consider Eq. (4) appropriate for weak to moderate wind conditions, but
its validity is not proven for strong wind events.

2.1.2. The WESTH package
As an alternative to the Komen approach, van der Westhuysen

et al. (2007) modified the saturation-based method of Alves and Banner
(2003) and implemented it in SWAN. In contrast to the approach
taken by Komen et al. (1984), this method expresses white-capping
without the �̃� and �̃� dependencies, which are problematic in mixed
wind sea and swell conditions. This method is based on experimental
results showing that white-capping is associated with the nonlinear
hydrodynamics within wave groups. The formulation reads:

𝑆break,WESTH(𝜎, 𝜃) = −𝐶ds,WESTH

(

𝐵(𝑘)
𝐵r

)𝑝′∕2

[tanh (𝑘𝑑)]
2−𝑝0
4

√

𝑔𝑘𝐸(𝜎, 𝜃).

(5)

Here, 𝐶ds,WESTH (=0.50×10−4) is the white-capping parameter, 𝑑 is the
water depth, 𝑔 is the acceleration due to gravity, and 𝐵(𝑘) = 𝐸(𝜎)𝑘3𝑐g
(𝑐g is the wave group velocity) is the azimuthally integrated spectral
saturation. The latter is well correlated with the breaking probabil-
ity (Banner et al., 2002). When 𝐵(𝑘) is below the threshold saturation
level (𝐵r = 1.75 × 10−3) there is no breaking, but a background dissi-
pation of wave component is present with 𝑝′ = 0. When 𝐵(𝑘) exceeds
𝐵r , there is wave breaking and 𝑝′ equals a calibration exponent 𝑝0. To
give a smooth transition between these two conditions, 𝑝′ is expressed
as function of 𝐵(𝑘) (Alves and Banner, 2003).

The dissipation is separated into a breaking and a non-breaking
part (SWAN team, 2017):

𝑆ds,WESTH(𝜎, 𝜃) = 𝑓br (𝜎)𝑆break,WESTH + (1 − 𝑓br (𝜎))𝑆ds,non−break . (6)

The 𝑆ds,non−break term is expressed by Eq. (3). Similar to the parameter
𝑝′, 𝑓br is a smooth transition function (SWAN team, 2017).

The wind input applied in the saturation-based parameterization is
according to Yan (1987), which combines the expressions by Komen
et al. (1984) and Plant (1982),

𝑆in,YAN(𝜎, 𝜃) =

{[

𝐶1

(

𝑢∗
𝑐

)2

+𝐶2

(

𝑢∗
𝑐

)

+𝐶3

]

cos (𝜃 − 𝜃w)+𝐶4

}

𝜎𝐸(𝜎, 𝜃).

(7)

where 𝐶1 = 4 × 10−2, 𝐶2 = 5.52 × 10−3, 𝐶3 = 5.2 × 10−5, 𝐶4 =
−3.02 × 10−4 are coefficients (given by SWAN team (2017)). For strong
wind conditions, i.e., young wind sea (𝑢∗∕𝑐 > 0.1), the wave growth
rate has a quadratic relation to the inverse wave age (𝑢∗∕𝑐). For weaker
winds, i.e., older sea (𝑢∗∕𝑐 < 0.1), the relation becomes linear. Similar
to KOMEN, the estimation of 𝑢∗ is according to Zijlema et al. (2012).
This package is activated in the SWAN model with the command GEN3
WESTH and is hereafter denoted WESTH.

2.1.3. The ST6 package
ST6 is a recent formulation included in SWAN version 41.20. The

package is also implemented in WAVEWATCH III, as documented
by Zieger et al. (2015). The ST6 implementation in SWAN has only
minor differences to that of WAVEWATCH III (Rogers et al., 2012;
SWAN team, 2017). ST6 is an observation-based scheme that contains
wave-turbulence interaction (swell decay), positive and negative wind
input, and two-phase white-capping dissipation.

The wind input formulation is given as

𝑆in,ST6(𝜎, 𝜃) =
𝜌a
𝜌w

𝜎𝐺
√

𝐵𝑛𝑊𝐸(𝜎, 𝜃), (8)

where

𝐺 = 2.8 − [1 + tanh(10
√

𝐵𝑛𝑊 − 11)]. (9)

Here, 𝐵𝑛 = 𝐴(𝜎)𝐸(𝜎)𝑘3𝑐g is the spectral saturation (a measure of
steepness), and 𝐴 is the narrowness of the directional distribution. The
narrowness is defined as 𝐴−1 = ∫ 2𝜋

0
𝐸(𝜎,𝜃)
𝐸max(𝜎)

𝑑𝜃, where 𝐸max(𝜎) is the

maximum density over all directions, but A is set to unity for dissipation
calculations in SWAN.
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In addition to the positive wind input, ST6 also allows a negative
wind input component that reduces wave growth in the part of the
spectrum that experiences adverse wind stress. This is formulated as

𝑊 (𝜎, 𝜃) = 𝑊1(𝜎, 𝜃) − 𝑎0𝑊2(𝜎, 𝜃), (10)

where 𝑊 is expressed as the sum of the positive wind input

𝑊1(𝜎, 𝜃) = max2
{

0, 𝑠ws
𝑢∗
𝑐

cos (𝜃 − 𝜃w) − 1

}

(11)

and the adverse (negative) wind input,

𝑊2(𝜎, 𝜃) = min2
{

0, 𝑠ws
𝑢∗
𝑐

cos (𝜃 − 𝜃w) − 1

}

. (12)

Here 𝑎0 is a tuning parameter and 𝑠ws is a scaling parameter, which is
set to 32 in SWAN 41.20.

There are three available formulations in ST6 for the estimation of
𝑢∗ =

√

𝐶𝐷𝑈10 (where 𝐶D is the drag coefficient) in the wave model.
Following the SWAN notation, the formulations are: HWANG (de-
fault) (Rogers et al., 2012), FAN (Fan et al., 2012), and ECMWF (Guen-
ther et al., 1992). In the HWANG formulation, the drag coefficient is
only a function of wind speed. On the other hand, FAN and ECMWF
use an iterative procedure for estimating 𝑢∗ based on the actual seas
state. In FAN formula, 𝑢∗ is a function of both wave age and wind speed
whereas in ECWMF it is a function of air flow and wave-induced stress.

The white-capping term 𝑆ds,ST6 is the sum of two dissipation com-
ponents 𝑇1 and 𝑇2 (e.g. Rogers et al., 2012). The component 𝑇1 is the
inherent breaking related to instabilities of waves and 𝑇2 is a cumula-
tive term that describes the dissipation of shorter waves triggered by
longer breaking waves,

𝑆ds,ST6(𝜎, 𝜃) =

[

𝑇1(𝜎) + 𝑇2(𝜎)

]

𝐸(𝜎, 𝜃). (13)

Here,

𝑇1(𝜎) = 𝑎1𝐴(𝜎)
𝜎
2𝜋

[

𝐸(𝜎) − 𝐸𝑇 (𝜎)
𝐸𝑇 (𝜎)

]𝑝1

(14)

and

𝑇2(𝜎) = 𝑎2 ∫

𝜎

𝜎1

𝐴(𝜎′)
2𝜋

[

𝐸(𝜎′) − 𝐸𝑇 (𝜎′)
𝐸𝑇 (𝜎′)

]𝑝2

𝑑𝜎′, (15)

The threshold spectral density is 𝐸𝑇 = 𝐵nt
𝐴(𝜎)𝑐g𝑘3

, where 𝐵nt , 𝑎1 and 𝑎2
are constants. 𝑝1(=4) and 𝑝2(=4) are power coefficients and 𝜎1 is the
first prognostic frequency. A key feature of the ST6 formulation is that
there is no breaking unless the spectral energy density at that particular
frequency (𝜎) exceeds the threshold 𝐸T(𝜎).

2.1.4. Wave–wave interactions, bottom friction, and depth-limited breaking
The four-wave interactions (quadruplet) are modelled by the dis-

crete interaction approximation (DIA) by Hasselmann et al. (1985).
Nonlinear triad interaction is turned off since their effect is minor in
our (deep-water) area of interest. The bottom friction is represented by
the JONSWAP bottom friction (Hasselmann et al., 1973) (where 𝐶f ric =
0.067 m2 s−3 is the bottom friction coefficient according to Bouws and
Komen (1983)). Finally, the depth-limited wave breaking is represented
by the formulation of Battjes and Janssen (1978) with default settings
of 𝛼 = 1 and 𝛾 = 0.73.

3. Data and methods

The model was run in non-stationary mode with spherical coor-
dinates and a time step of 10 min (with 4 iterations of the implicit
scheme). The spectrum is resolved by 36 directional bins (10◦ direc-
tional resolution) and 32 logarithmically spaced frequencies from 0.04
to 1 Hz. The inner domain (D2) with a grid resolution of 250 m × 250 m
(red rectangle in the left panel of Fig. 1) is nested into the outer grid

(D1) of 1 km × 1 km. The simulation period is from October 1, 2016
until April 30, 2018.

3.1. Wind forcing

Because of the complex fjord topography, a high resolution wind
forcing is essential to faithfully reproduce local wind conditions. Such
local features may have a considerable effect on the wave growth
in a fjord, as discussed by Christakos et al. (2020a) and Herman
et al. (2019). In our study, the Advanced Research WRF (Skamarock
et al., 2008) state-of-the-art numerical weather prediction model ver-
sion 3.5.0 is applied to downscale the reanalysis ERA-Interim (Dee
et al., 2011) to a grid resolution of 0.5 km for the fjord system (Chris-
takos et al., 2020a). This downscaled wind product is hereafter called
WRF0.5. Christakos et al. (2020a) showed that WRF0.5 slightly over-
estimated high wind speeds in the innermost locations of our study
area, but nevertheless performed better than other available wind
products (the ERA5 reanalysis (Hersbach et al., 2020), the hindcast
NORA10 (Reistad et al., 2011), and the operational numerical weather
prediction model AROME2.5). Wind input to the wave model is linearly
interpolated to the SWAN grid from the 10 m height wind of WRF0.5.

3.2. Boundary wave conditions

The wave conditions at the grid boundaries of the outer model
domain are obtained from the NORA10 hindcast with 3-hourly tem-
poral resolution (information on the spectral nesting and interpolation
in Breivik et al. (2009)). The wave component of NORA10 is a 10 km
WAM model forced with winds from the High Resolution Limited Area
Model (HIRLAM) nested inside a 50 km North Atlantic WAM model
forced by ERA-40 winds (Reistad et al., 2011). The wave component is a
modified version of the WAM cycle 4 model (Guenther et al., 1992) set
up on a rotated latitude–longitude grid similar to the rotated spherical
grid used for HIRLAM. The outer domain covers the North Atlantic with
a 50 km grid resolution, thus allowing realistic swell propagation from
the North Atlantic to the Norwegian coast. Twenty-four directional bins
and twenty-five frequencies (0.0420 to 0.4137 Hz) are used for the
NORA10 model setup.

No offshore measurements are available to verify the spectral
boundary conditions from NORA10, but several studies have investi-
gated the quality of the NORA10 wave hindcast. According to Aarnes
et al. (2012), a low bias of significant wave height between NORA10
and observations located in the North Sea and the Norwegian Sea
is observed. Bruserud et al. (2016) found good agreement between
NORA10 and wave observations in the northern part of North Sea.

3.3. Measurements

Measurements from SEAWATCH Wavescan buoys (FUGRO, 2012)
available via MET Norway’s Thredds Service (Furevik et al., 2020) are
used to evaluate the performance of the different source term packages.
The measurement data contains integrated wave parameters, such as
significant wave height, peak wave period, mean wave period, mean
wave direction, as well as wind speed and wind direction. In addition,
wave spectra are provided for specific storm cases by Fugro OCEANOR
AS, Norway. The buoy wind sensors are placed at 4.1 m above the sea
level. Buoys D at 345 m water depth, A at 375 m, B at 325 m, C at 450
m, and F at 217 m are deployed in the fjord system, as illustrated in
Fig. 1. We used available measurement data from the following periods:
October 14, 2016–April 30, 2018 (location D), October 13, 2016–April
30, 2018 (locations A & B), April 27, 2017–April 30, 2018 (location C),
and November 29, 2017–April 30, 2018 (location F).
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Fig. 2. Taylor diagram for validation of 𝐻s from different source term packages at
locations D, A, B, C, and F. The error metrics: the correlation coefficient (lines), the
normalized standard deviation (grey contours), and the centred root mean square error
(dark grey contours). Information about the quality of wind forcing (WRF0.5) in Fig.
4 (a) in Christakos et al. (2020a).

3.4. Wave and fetch parameters

We analyse the spectral wave parameters of significant wave height
𝐻s, the mean period 𝑇𝑚01, the peak period 𝑇p, and mean wave direction
𝜃. The model 𝑇𝑚01 is calculated by integrating up to maximum observed
frequency. We use the logarithmic wind profile to adjust the observed
wind speed from 4.1 m to 10 m (𝑈10) with a roughness length of 0.0002
m (e.g. Wang et al., 2018; Christakos et al., 2020a).

Fig. 4. NBI as a function of dimensionless width at location F.

To investigate how the complex fetch geometry of the fjord system
affects the performance of the source term packages, the dimensionless
(effective) fetch (�̃�) is calculated using the following equations:

�̃� =
𝑔𝑋eff

𝑈2
10

(16)

where 𝑈10 is the model 10-m wind speed at the buoy location, and 𝑋eff
is the effective fetch (estimated in a 30-degree sector with 5 degree
increments):

𝑋eff =
∑6

𝑖=0 𝑋𝑖 cos2 𝜙𝑖
∑6

𝑖=0 cos𝜙𝑖

. (17)

Here 𝑋𝑖 is the fetch (in a straight line to the coast) and 𝜙𝑖 is the angle
from the wind direction in sectors 𝑖 = 0, 1,… , 6. The dimensionless
width is defined as

�̃�w =
𝑔𝑋w

𝑈2
10

. (18)

Here, 𝑋w is the width (distance across the fetch). The �̃�w is quantified
because the narrowness of a basin restricts the growth of the wave

Fig. 3. NBI and dimensionless fetch at locations A, B, C, and F.
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Fig. 5. Time series of wind speed (𝑈10), wind direction, significant wave height, mean
wave direction, and peak and mean period at location F (case I). Period: January 14,
2018, at 00 UTC to January 16, 2018, at 12 UTC. Obs: Observations.

height even if the fetch is long (Pettersson, 2004). The right-hand panel
of Fig. 1 shows estimated 𝑋𝑖 and 𝑋w at location F. Similar estimation
is performed for locations D, A, B, and C (not shown) where unlimited
fetches are excluded in our study.

Finally, the normalized bias of 𝐻s is defined as

NBI =
𝐻s,mod −𝐻s,obs

𝐻s,obs
(19)

where𝐻s,mod and𝐻s,obs are the modelled and observed significant wave
height. The use of NBI allows comparisons between areas with different
wave climate, e.g., exposed versus sheltered fjord locations. For the
estimation of NBI, only 𝐻s,mod and 𝐻s,obs values greater than 0.2 m are
considered.

4. Overall model performance and fetch geometry

Taylor diagram of error metrics (Taylor, 2001) for 𝐻s is illustrated
in Fig. 2. The applied error metrics (same definitions as in Christakos
et al., 2020a) are the correlation coefficient (𝑅), normalized stan-
dard deviation (NSTD) and normalized centred root mean square error
(CRMSE). The different source term packages show similar performance
at the most exposed locations (D and A) with good scores for error
metrics, with NSTD close to 1 and 𝑅 approximately 0.9. Further into the
fjords the model performance degrades (0.8 < 𝑅 < 0.9 and NSTD > 1.1)
with the worst performance at locations C and F. WESTH yields the best
results in terms of 𝐻s for most of the measurement locations (D, A, B,
and C), while ST6 performs worst in location F.

We plot the NBI as a function of dimensionless fetch to investigate
potential over/under-estimation related to the fetch geometry (Fig. 3).
In all the measurement locations, the highest overestimation of 𝐻s is
observed at short–medium �̃� and decreases as �̃� increases as a power
function. For large �̃�, the different source term packages show near
identical results for most of the domain.

In exposed locations (A and B), the performance of the different
packages has a weak dependency on �̃� since these areas are affected
mainly by strong swell. Only for low �̃�, which are linked to high
wind speeds, we observe some dependency. If judged by the fits to the
data, all three packages perform similarly for long fetches. For short
dimensionless fetches the WESTH package has the lowest NBI, while
ST6 and KOMEN coincide. In the slightly more sheltered location C
the fits of the WESTH and ST6 packages still agree for the longest
fetches, slightly outperforming the KOMEN package. Nonetheless, for
short fetches the behaviour at C is similar to that at A and B.

In the most sheltered location (F), NBI depends more strongly on
�̃� and we observe the highest NBI difference between the source
packages. The wave climate in this location is characterized by no
swell and strong local wind sea which is affected, as expected, by the
wind structure and the complex fetch geometry. We identify three �̃�
ranges: (i) short (�̃� < 102), (ii) medium (102 ≤ �̃� ≤ 104), and (iii)
large (�̃� > 104). The short range represents mainly very short fetches
(𝑋 < 5 km). The medium range (5 km ≤ 𝑋 ≤ 21 km with moderate to

Fig. 6. Snapshot of spatial variation of 𝑆in + 𝑆ds (upper), 𝑈10 (middle), and 𝐻s (lower) over the fjord cross-section at location F (marked with dot in the upper left panel) at
January 15, 2018, at 09 UTC (case I).
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Fig. 7. Evolution of 𝑆in (positive values in upper panel), 𝑆ds (negative values in upper panel), 𝑆nl4 (middle panel), and their sum 𝑆in+ds+nl4 (lower panel) as a function of frequency
from January 14, 2018, at 00 UTC (calm conditions) to January 15, 2018, at 09 UTC (peak of wind speed) at location F (case I) for the three source term packages.

strong winds) contains the values with the highest overestimation by
the different source term packages. For all parameterizations, the NBI
tends to zero for the largest range (low wind conditions). Although all
packages overestimate 𝐻s at F, ST6 shows the highest overestimation
in both short and medium ranges by up to approx. 50% compared to
KOMEN. This suggests that ST6 feeds too much energy to the dominant
frequency within these ranges.

A clear relation between NBI and �̃�w is also evident in Fig. 4. The
�̃�w is an indication of how the width restricts the growth within the
fjord. Similar to �̃�, the NBI is high for short–medium �̃�w while it tends
to zero for large �̃�w. This indicates a degrading model performance
when the fetch geometry becomes more narrow, which is especially
evident for ST6. The majority of the high NBI (at F) cases are linked
to southeast wave direction (yellow fetches/width in Fig. 1) which is
characterized by strong wind channelling (Christakos et al., 2020a). All
in all, at F the dimensionless width is a better explanation for the model
performance than the dimensionless (effective) fetch, even though the
effective fetch contains some information about the narrowness of the
fetch geometry.

In the following we investigate two cases: (I) narrow fetch geometry
without swell, and (II) narrow fetch geometry with mixed wind sea-
swell. Case I focuses on the most problematic area (location F) where
the highest differences between the packages are observed and a clear
link between fjord geometry and NBI exists. Location F, which is lo-
cated at the junction between three narrow fjords, can be considered a
natural laboratory for very narrow fetch conditions. The case II presents

a case of mixed sea state (locations D, A and B) under strong wind
forcing at semi-closed and narrow fetch geometry.

4.1. Case I: Narrow fetch geometry with no swell

On January 15, 2018, offshore winds greater than 15 m s−1 from
southeast generated a strong local wind sea in location F (Fig. 5).
During most of the time the dimensionless fetch is between 102 and
103 and the dimensionless width varies roughly from 70 and 350 at
location F where high NBI is observed (Figs. 3 and 4). Although the
complex orography caused wind channelling in the fjord, the high
resolution WRF model has been shown to reproduce such local effects
well (Christakos et al., 2020a).

The observed 𝐻s in location F reached 1 m with 𝜃 about 130–
150◦ (Fig. 5). The 𝑇p and 𝑇𝑚01 ranged from 2.5 to 4 s and 2.5 to
3 s, respectively. Modelled and observed wind directions were in
good agreement, varying from 120–160◦. A slight overestimation of
the modelled wind speed at buoy location F, of about 2–3 m s−1,
was observed. However, considering the complex fjord orography, the
quality of the wind forcing can be characterized as good. Regarding 𝐻s,
we see large differences between the different source term packages.
ST6 exhibits the highest values of 𝐻s with up to 1 m difference
compared to observations. The default package KOMEN shows the
best performance with differences of at most 0.3 m compared to the
observations. Similar results are observed for 𝑇p and 𝑇𝑚01; ST6 shows
the largest over-estimation compared to the observed values.
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Fig. 8. Top: averaged frequency spectra for KOMEN, WESTH and ST6 (𝐴 = 1 in 𝑆ds and HWANG, FAN, and ECWMF drag formulations) simulations in the linear (left) and the
logarithmic (right) scale for period January 14, 2018, at 18 UTC to January 15, 2018, at 18 UTC (case I) at F. Bottom: averaged frequency spectra for ST6 simulations using (i)
actual 𝐴 (𝐴 ≠ 1) in 𝑆ds with HWANG/FAN and, (ii) a constant 𝐴 = 1.2 in 𝑆ds with FAN in the linear (left) and the logarithmic (right) scale for the same period as the top panel.

The spatial variation of 𝑆in+ds, 𝑈10, and 𝐻s is presented in Fig. 6.
The spatial variation of 𝑆in+ds reflects the 𝑈10 variation (channelling)
within the fjord. As expected, similarities in spatial variation between
𝑆in+ds,𝐻s, and 𝑇p (not shown) are observed. Up to 40% of the fjord area
has 𝐻s > 1.5 m and 𝑇p > 4.5 s in the ST6 simulations. The respective
area for KOMEN and WESTH is much smaller and concentrated around
buoy F.

To further analyse the model performance, the source terms 𝑆in, 𝑆ds,
𝑆nl4, and their sum, 𝑆in+ds+nl4 are plotted as a function of 𝑓 for four
selected times from January 14, 2018, at 00 UTC (calm conditions)
to January 15, 2018, at 09 UTC (peak of wind speed) (Fig. 7). ST6
shows much higher 𝑆in peak levels than the other packages. More
specifically, for the dominant waves the absolute values of 𝑆in and 𝑆ds
are roughly an order of magnitude higher in ST6 than in KOMEN on
January 15, 2018, at 09 UTC. Source terms of KOMEN and WESTH
show similar performance with the latter giving slightly higher values.
As expected, 𝑆nl4 reflects the magnitude of 𝑆in and 𝑆ds. Consequently,
the sum 𝑆in+ds+nl4 in ST6 shows the highest values, about 3 times as
high as in KOMEN. WESTH and KOMEN shows similar values, with the
former being slightly higher.

The energy of the dominant waves is about 3–4 times as high in
ST6 as the observed values (Fig. 8, top panel). KOMEN and WESTH
overestimate the energy of the dominant waves by about 50%. In
addition ST6 underestimates the peak frequency by about 0.1 Hz while
KOMEN and WESTH underestimate it by about 0.05 Hz. The best
performance is found with KOMEN both in terms of peak energy density
and the location of the peak frequency. For the high-frequency tail
(𝑓 > 0.3 Hz), ST6 matches the observations, while KOMEN and WESTH
show too high energy densities.

The high energy overestimation of the dominant waves in ST6 for
such narrow fetch geometries merits further analysis. For this reason,
we investigate the sensitivity of ST6 on: (i) wind drag formulations, and
(ii) the narrowness 𝐴.

(i) The wind drag formulations are used to scale the input wind forcing
(𝑈10) to 𝑢∗, which is applied to 𝑆in. Applying ECMWF and FAN

wind drag formulas, the density level at the peak has reduced by
15% and 23%, respectively, while there is no negative impact on
the good performance of the spectral tail (Fig. 8, top panel).

(ii) As mentioned in Section 2.1.3, the narrowness 𝐴 in 𝑆ds,ST6 is
omitted by setting it to unity (default). Using the actual 𝐴
(𝐴 ≠ 1) with the wind drag formulations by HWANG/FAN, we
observe a reduction of the density level peak by about 33∕50%
(Fig. 8, bottom panel), thus almost matching the performance
of the other packages. However, the use of the actual 𝐴 yields
an overestimation in the spectral tail. The use of FAN with a
constant narrowness 𝐴 = 1.2 in 𝑆ds,ST6 shows similar results to
when using 𝐴 ≠ 1 for the dominant waves, with only a small
negative bias for the spectral tail.

4.2. Case II: Narrow fetch geometry with mixed wind sea-swell

On December 26, 2016, a severe winter storm, known as Urd, passed
the Norwegian Sea and reached the west coast of Norway. Significant
wave heights up to 6 m were recorded in location D. Fig. 9 shows
the time variation of the model and observed wind speed and wind
direction for the storm Urd at location D, A, and B. The wind speed
exceeded 15 m s−1 at location D, and reached 20 m s−1 at locations A
and B. The model wind speed and direction agrees with observations at
locations A and B, but the wind speed is slightly overestimated at D. 𝐻s
reached 3.6 m at A and 2.2 m at B. The peak wave period 𝑇p and the
mean wave period 𝑇𝑚01 varied from 8 to 16 s and 4 to 10 s, respectively.
The mean wave direction (𝜃) was westerly and northwesterly.

Differences between the source term packages are observed mainly
in𝐻s, which is over-predicted by all packages, but WESTH and KOMEN
perform best. They show similar performance for 𝜃, being in good
accord with observed values. The packages behave nearly identically
for 𝑇p, following the observations. The high variation in the observa-
tions is likely caused by statistical variability, which is not expected
to be reproduced by the model. In sheltered locations, swell energy is
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Fig. 9. Time series of wind speed (𝑈10), wind direction, significant wave height, mean
wave direction, and peak and mean period at locations D, A, and B (case II). Period:
December 25, 2016, at 12 UTC to December 27, 2016, at 12 UTC.

less dominant compared to wind sea, thus the peak period is shifting
between values of 8 s (old wind sea) and 16 s (swell). The model shows
good performance for 𝑇𝑚01 with some deviations observed between the

source term packages. At location B, WESTH and ST6 agree on the
mean period 𝑇𝑚01, showing slightly higher values than those of KOMEN.

There are strong similarities in the spatial variation of 𝑆in+ds mag-
nitude (Fig. 10—top). KOMEN and WESTH show similar 𝑆in+ds values
while the values of ST6 are considerably higher, especially in Sulafjor-
den where strong wind channelling is observed (Fig. 10—middle). The
𝑆f ric and 𝑆brk are significant only in the small shallow areas around
islands off the fjord system (not shown).

ST6 shows the highest 𝐻s values, offshore up to 10.7 m. It also
shows the deepest penetration of high waves into the Sulafjorden,
followed by WESTH and then KOMEN (Fig. 10—bottom). The lowest
wave heights both offshore and within the fjord system are shown by
KOMEN. Differences are mainly seen within the fjord system where ST6
shows higher 𝐻s because of larger 𝑆in+ds values compared to KOMEN
and WESTH.

The spatial variation of 𝑇p shows insignificant differences between
the packages along the coast, since it is mainly affected by the boundary
conditions (not shown). Along the coast 𝑇p is 17.5 s, while being below
5 s within the fjord system. All the packages predict similarly the
reduction of 𝑇p outside Sulafjorden that are due to changes in the
bathymetry. Differences in 𝑇p are mainly observed in Sulafjorden where
ST6 shows a deeper penetration of longer waves within the fjord.

To compare the ability of the packages to model the observed shape
of spectra, Fig. 11 presents the average frequency spectra in the linear
and the logarithmic scale. In location D, most exposed to the open sea,
the different packages show quite similar spectral shapes and magni-
tudes. Some differences are detected in the inlet of Sulafjorden (location
A) for frequencies 𝑓 > 0.1 Hz, and the differences are even more
pronounced within Sulafjorden (location B). For the high frequency
tail (𝑓 > 0.3 Hz) the different source term packages perform quite
similarly at location D. Deviations between the packages are detected
at locations A and B where ST6 and WESTH show the best performance
when evaluated against observations.

5. Discussion

The saturation-based white-capping approach (WESTH) provides
the best model performance in terms of 𝐻s in locations where mixed
wind sea-swell conditions are observed. This is in accordance with
findings of van der Westhuysen et al. (2007) who showed that the
saturation-based formulation outperformed the pressure pulse approach
of Komen in such mixed conditions. The results show a strong wind
input in ST6, which is particularly problematic in case I with the
extremely narrow fetch geometry.

In narrow fetch geometry with no swell, ST6 captures the energy
of the high frequency tail well but overestimates strongly the energy
of the dominant waves, yielding too high 𝐻s. In these areas, the
fetch geometry plays a crucial role in wave dynamics. Within the
medium fetch range (fetches between 5 and 21 km under moderate to
strong wind conditions) all the applied packages perform quite poorly
(location F). This overestimation is especially strong for ST6 because of
a strong 𝑆in, which is unbalanced due to a weak 𝑆ds.

The highest NBI is found within the medium range about �̃� = 103 at
narrow fetch geometry (location F), e.g. fetches at 20 km with a wind
speed of about 14 m s−1. For much larger scales, these dimensionless
fetch values can be equivalent to a fetch of 100 km, with wind speeds
at 30 m s−1. Large values of NBI are also detected at approx. �̃�w = 300
in location F. For fjord areas, this represents widths of about 3 km, with
a wind speed of about 10 m s−1. If we scale it again to larger regions,
it is approximately equivalent to a width of 20 km with wind speeds of
25 m s−1. Therefore, the inaccuracies detected in this study might be
relevant also for significantly larger water bodies during high winds.

Several factors can cause the high energy observed in narrow fetches
by ST6. They can be grouped into two categories, (i) direct factors
which are related to the formulation of wind input and white-capping,
and (ii) indirect factors that are connected to effects triggered by
e.g. non-linear interactions, wind drag, and forcing.
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Fig. 10. Snapshot of spatial variation of 𝑆in + 𝑆ds (upper), 𝑈10 (middle), and 𝐻s (lower) over the fjord system at December 26, 2016, at 18 UTC (case II). The buoy locations are
marked with dots (upper left panel): D (westernmost buoy), A, and B (easternmost buoy).

5.1. (i) Direct factors

Rogers et al. (2012) found a problematic energy growth in ST6 at
the young wave age stage due to (i) the quadratic relationship between
𝑆in and inverse wave age, and (ii) the dependency of 𝑆in on the spectral
saturation 𝐵𝑛 (Eq. (8)). In KOMEN, 𝑆in has a linear dependency on
the inverse wave age for all wind conditions. In WESTH, the relation-
ship is linear for low winds and quadratic for stronger winds. The
linear relationship in KOMEN potentially explains the relatively low
𝑆in values.

The source term formulations of WESTH and ST6 use an isotropic
spectral saturation. According to Ardhuin et al. (2010), using a
direction-dependent saturation can allow for a control of directional
spread and improve the overall results. According to Pettersson (2004)
a narrow fetch geometry influences the directional distribution of the
dominant waves. Hence, an isotropic white-capping might therefore
not be fully appropriate for fjord wave modelling. Accounting for the
directional spread in 𝑆ds,ST6 by using the actual narrowness 𝐴 shows
an improvement for the dominant waves but, as discussed by Rogers
et al. (2012), it leads to lower dissipation in the high frequencies. In
narrow fetch geometries, selecting a constant (not unity) narrowness
(e.g. 𝐴 = 1.2 in case I) can improve the performance for both the larger
(dominant) and shorter waves.

Babanin et al. (2010) suggested that dependence between 𝑇1,2 and
the exceedance level (𝐸 −𝐸𝑇 ) should be linear. However, Rogers et al.
(2003) found that a nonlinear relationship, obtained by setting 𝑝1 =
𝑝2 = 4 (the default in SWAN), is essential to balance the strong 𝑆in. In
our case, these default values seem to provide still too weak 𝑆ds and
a further increase of nonlinearity by setting 𝑝1 = 𝑝2 = 6 improves
considerably the wave height estimates (not shown). However, this
increases the dissipation in high frequencies with a negative impact on
spectral tail.

Even if the model performance in exposed locations is generally
good for ST6, there are inaccuracies regarding the density peak level,
which describes the energy of the dominant waves. Rogers et al.
(2012) presents a third dissipation term (𝑇3 in their study, see also the
Cumulative Steepness Method (CSM) by van Vledder and Hurdle (2002)

and Hurdle and van Vledder (2004)) which provides a formulation for
the straining mechanism. In contrast to 𝑇2, this term accounts for the
change of the short wave steepness by the underlying longer waves. The
effect can be considered important in the exposed fjord locations where
short waves (local wind sea) coexist with non-breaking larger waves
(swell or old wind sea). Its implementation in 𝑆ds may provide a better
balance to strong 𝑆in under mixed swell-wind sea conditions. We expect
that this term should have a minor effect on sheltered locations (with
weak or no swell). However, more observational studies and numerical
simulations are required to investigate this effect.

The wind input in the applied packages assume a stable air–sea
boundary layer since changes in the air and sea temperatures or den-
sities are not considered in their formulation (𝜌a∕𝜌w is constant in
SWAN). This assumption might not be appropriate in our study area.
Norwegian fjord climate is associated with (i) rapid changes in weather
conditions, e.g., sharp changes in air density by atmospheric front
passages and (ii) proximity to land with fresh water discharges that
influence the density ratio and consequently the wind input.

5.2. (ii) Indirect factors

Christakos et al. (2020a) found that WRF0.5 has an overall good
performance in the fjord system. However, the evaluation is based
on the 5 measurement locations and did not draw firm conclusions
about the wind quality over the whole fjord system. Considering the
complexity of the orography possible inaccuracies in wind forcing along
the fjords are transferred to 𝑆in, affecting the wave growth.

The energy growth in ST6 is much stronger than in the other
packages. In contrast to older wind input formulations which add
the bulk around the spectral peak, the 𝑆in in ST6 adds more en-
ergy to higher frequencies (Rogers et al., 2012). This possibly affects
the DIA which in turn will redistribute energy to lower frequencies
more vigorously, growing the wave field faster compared to other
formulations. Therefore, the resulting high density level at location F
could be to some extent due to DIA. Liu et al. (2019) discussed that
their ST6 results using DIA show higher sensitivity to fetch geometry
compared to the Generalized Multiple DIA (Tolman, 2008, GMD) and
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Fig. 11. Averaged frequency spectra in the linear (left) and the logarithmic (right) scale using different source term packages for period December 26, 2016, at 14 UTC to
December 27, 2016, at 06 UTC (case II) at locations D, A, and B.

the Webb–Resio–Tracy method (Webb, 1978; Tracy and Resio, 1982,
WRT).

The use of different wind drag formulations in narrow fetch con-
ditions revealed their importance. The wind drag formulations that
take into account the wave impact on 𝑢∗ estimation using iterative
methods, i.e., FAN and ECMWF, provide more accurate results than the
default formulation in ST6. In narrow fetches even small changes in the
vertical wind profile induced by waves can affect the spectral shape.
Hence, accounting for the wave–atmosphere coupling can provide a
more physical representation of 𝑢∗ and, consequently, more accurate
𝑆in.

There are other types of forcing which are not considered in the
present study but might affect the fjord wave modelling. The rain,
river run-off, surface currents and tides may play an important role
in the fjord wave evolution. Rain affects the wind input and dis-
sipation of surface waves (more details in Cavaleri et al. (2015)).
During heavy rainfall or melting of snow or ice, river run-off cre-
ates freshwater plumes that can also influence the wave growth and
direction. Surface currents and tides can affect the waves through
several processes, such as a change of the relative wind speed, the

Doppler shift, the concertina effect (e.g. Ardhuin, 2019), wave refrac-
tion, and energy bunching/stretching. Future studies using a coupled
ocean–wave–atmosphere system is needed to quantify and evaluate the
importance of these effects in a fjord system.

6. Summary and conclusions

Accurate modelling of wave conditions in complex coastal areas
is a challenging issue. In addition to the uncertainties due to the
quality of the boundary wave conditions and the wind forcing, the
choice of physics is found to be very important. We have investigated
the performance of three different source term packages available in
SWAN. The packages were evaluated by comparing their results against
buoy measurements at five different locations, using both long-term
statistics and detailed case studies.

All applied packages perform well for the most exposed locations
(D and A). For the more sheltered locations, the packages show pro-
nounced differences. The WESTH package provides the best overall
performance in terms of 𝐻s in most measurement locations with mixed
swell-wind sea conditions (D, A, B, and C). The KOMEN package
performs the best in terms of 𝐻s in the location with no exposure

11



K. Christakos, J.-V. Björkqvist, L. Tuomi et al. Ocean Modelling 157 (2021) 101730

to the open sea (F). ST6 package shows a strong positive 𝐻s bias in
sheltered areas (no swell). For high frequencies the different source
term packages perform quite similarly at the outermost location, while
significant deviations between the packages are detected at locations A
and B, where ST6 and WESTH are the most accurate.

In exposed areas a weak dependency between fetch geometry and
model accuracy is found, as expected, because of the dominant role
of swell. In narrow fjord areas with no swell, the fetch geometry has
a distinct effect on model performance. In such areas, the narrow
fetch combined with wind channelling induced by the steep mountains
surrounding the fjord significantly affects the model results. These
conditions give rise to large differences in the performance of the
applied source packages. The effect that the fetch geometry has on the
accuracy of𝐻s is best explained by the dimensionless width of the basin
(�̃�w), as opposed to the dimensionless (effective) fetch. Values of �̃�w
that were found problematic for the wave model are possible even in
larger scales during sufficiently strong wind.

In the fjord system, the deep-water source terms 𝑆in and 𝑆ds con-
tribute the most to the total energy. The ST6 white-capping is too weak
to balance the strong 𝑆in, resulting in overestimation of density spectra
and thus of 𝐻s. Both cases show that ST6 is more sensitive to narrow
fetch geometry and variations in the local wind speed than the other
packages.
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