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Abstract
This dissertation is aimed to provide mathematical frameworks to assess
large-scale deployment of CO2 in a subsurface formation, where the for-
mation wettability is assumed to be altering through exposure time to the
wettability-altering agent. Particularly, this thesis addresses: upscaling
the pore-scale process to the macroscale laws, developing an alternative
time stepping method, and quantifying the upscaled models for the sub-
surface CO2 storage technology. These three components are organized
to investigate and understand the effect of the wettability change on the
interaction of CO2-water in a porous medium.

Wettability refers to the tendency of a fluid to be in contact with the
solid surface over the other fluid. This property changes due to many fac-
tors (e.g., reservoir temperature, pressure, pH, fluid compositions, and ex-
posure time to the reactive fluid) and the change in wettability is known as
wettability alteration. Wettability alteration (WA) takes place at the pore
scale, but strongly controls the fluid-fluid interaction that is observed at
the macroscale. One of the goals of this thesis is to develop a mathematical
framework that upscales the effect of exposure time-dependent WA process
to Darcy-scale models such as capillary pressure and relative permeability
functions also known as saturation or flow functions. The upscaling pro-
cesses introduce a pore-scale WA mechanism that follows a sorption-based
model as a function of WA agent and exposure time to a WA agent. This
model is then coupled with a bundle-of-tubes (BoT) model to simulate
time-dependent WA induced capillary pressure and relative permeability
data. The resulting saturation functions are then used to quantify the WA
induced dynamic components of the saturation functions. More impor-
tantly, this part of the study also draws a clear relationship between the
pore-scale and upscaled models behaviors.

The developed saturation functions are non-local in time. Coupling
these functions adds extra complexity and non-linearity to the solution
process of multi-phase flow model. This thesis develops a monotone fixed-
point iterative linearization scheme to approximate the solution for the
resulting non-standard model. The scheme treats the capillary pressure
function semi-implicitly in time and introduces an L-scheme type stabiliza-
tion term in both the saturation and pressure equations. The convergence
of the scheme is proved theoretically. The theoretical convergence analysis
and numerical results show that the scheme is linearly convergent. How-
ever, the proposed linearization scheme shows flexibility for the choice of
time-step size for reasonably large alteration (possibly jumps) in the cap-
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illary pressure function (i.e., saturation discontinuity). Furthermore, the
scheme is designed so that it can be combined with Newton’s method in
a straightforward manner. This may improve the convergence rate of the
scheme.

The third part of this study concerns the full compositional flow model,
where the saturation functions are dependent on solvents (e.g., dissolved
CO2 in water), phase saturation, and exposure time to the solvent. Here,
we quantify the role of the exposure time-dependent WA processes on
the applicability of CO2 storage in saline aquifers. To do so, we design
horizontal and vertical CO2-water flow scenarios. For the horizontal flow
scenario, we compare the CO2-water front locations for static (i.e., initial-
wet condition) and WA induced dynamic saturation functions based on
the capillary number. The analysis shows that the CO2 front scales well
with the capillary number. More precisely, the effect of WA on the CO2
front movement decreases while the capillary number increases. On the
other hand, the integrity of caprock is evaluated with and without WA
effects in the saturation functions for the vertical flow scenario. We design
a correlation model that can be used to forecast the total CO2, caused by
WA, in the caprock for a given rate of WA dynamics, caprock permeability,
entry pressure, and of course time.
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Outline
This thesis is organized into two parts. The first part gives an overview of
scientific theory and mathematical methods that are relevant to the thesis.
The second part contains papers that are either published or submitted
for publication in scientific journals.

Part I consists of five chapters. Chapter 1 introduces the concepts
related to CO2 storage technology in different aquifers in which the wetta-
bility plays a vital role to control the distribution of CO2 in the formation.
In Chapter 2, we summarize mathematical models for single-phase, multi-
phase, and compositional flow in porous media. Mathematical frameworks
that are used to upscale processes from the pore to the macroscale are
discussed in Chapter 3. Chapter 4 is devoted to space-time discretization
of the mathematical models introduced in Chapter 2. Finally, a summary
of papers, conclusion, and outlook are given in Chapter 5.

Part II contains the following scientific papers:

Paper A A. M. Kassa, S. E. Gasda, K. Kumar, and F. A. Radu. Im-
pact of time-dependent wettability alteration on the dynam-
ics of capillary pressure. Adv Water Resour, 142: 1-11, 2020.

Paper B A. M. Kassa, K. Kumar, S. E. Gasda, and F. A. Radu. Mod-
eling of relative permeabilities including dynamic wettability
transition zones. J. Pet. Sci. and Eng., 203:1-15, 2021.

Paper C A. M. Kassa, K. Kumar, S. E. Gasda, and F. A. Radu. Im-
plicit linearization scheme for nonstandard two-phase flow in
porous media. Int J Numer Meth Fluids, 93:445461, 2020.

Paper D A. M. Kassa, S. E. Gasda, D. Landa-Marbán, T. H. Sandve,
and K. Kumar. Field-scale impacts of long-term wettability
alteration in geological CO2 storage. Preprint submitted to
Int. J. Greenh. Gas Control.
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Chapter 1

Introduction

The carbon problem refers to the increase of carbon dioxide (CO2) concen-
tration in the atmosphere and its immediate consequence of shifts in mean
global temperature. A systematic climate monitoring shows that the at-
mospheric CO2 has been increasing since the industrial revolution [87, 88].
This CO2 increase is shown by the Keeling curve [88] in Figure 1.1 named
after Charles Keeling who initiated the ongoing measurement of the atmo-
spheric CO2. According to Figure 1.1, atmospheric CO2 has been increas-
ing in average for over half a century. At the beginning of the measurement,
in 1958, the CO2 concentration in the atmosphere was approximately 315
part per million (ppm) which grew to around 410 ppm in 2018. The CO2
concentration in the atmosphere increased by 1.62 ppm per year in average
since 1950s. Though the causality between CO2 concentration and global
warming leads to research and political debate, overwhelming scientific
consensus agrees that accumulation of CO2 in the atmosphere contributes
to global warming [92] which results in climate change. Climate change
is one of the greatest threats to the world’s ecosystem. Extreme weather
events (e.g., drought, storm, heatwave, and flooding), sea-level rise, and
disrupted water system are among its numerous possible consequences.

Forestation and substitution of the power plants that emit CO2 to
the atmosphere by renewable energy are thought of as carbon mitigation
mechanisms. In 2004, the stabilization wedge was introduced which allude
to a measure corresponding to avoidance of 25Gt of CO2 emission for 50
subsequent years [90, 89]. In Pacala and Socolow [90] proposed a “flat-
path" (constant) CO2 emissions scenarios of the current emission rate over
the next 50 years. For example, if the current rate of CO2 emissions is
16Gt/year, the flat-path model implies that the rate would held constant

1
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Figure 1.1: Atmospheric carbon dioxide evolution in time measured at
Mauna Loa, where “CO2 conc.” and “E” stand for CO2 concentration
and emissions respectively (modified from https://sioweb.ucsd.edu/
programs/keelingcurve/).

at 16Gt/year for the next 50 years instead of increasing the emission rate.
Furthermore, the UN member parties agreed at the Paris summit in De-
cember 2015 to take actions toward the possible mitigation of CO2 with
the goal of limiting average warming to 2°C.

The decarbonization of the main sources of CO2 emission such as coal-
fired electricity and heat power plant may decrease the total CO2 emission
by 40%. IPCC report, see https://www.ipcc.ch/sr15/, has summa-
rized that an average increase of 1.5 degree and 2 degree scenarios can be
achieved by low-carbon technologies. However, poverty and availability of
abundant and cheap coal impose anthropogenic energy resources (like coal
and petroleum) as a key supply of energy in the market. Due to this, there
are more than 3000 operating coal-fired plants and many under construc-
tion across the world. This shows that CO2 emitting plants may continue
alive to satisfy the energy demand. As a consequence, alternative CO2
mitigation strategy (e.g., large-scale subsurface CO2 storage) is proposed,
while allowing coal to meet the world’s energy demand.
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Figure 1.2: Geological formations for possible storage of CO2, image
adapted from IPCC 2005 report

1.1 Carbon capture and storage
Carbon capture and storage (CCS) of anthropogenic CO2 has been identi-
fied as one of the solutions for the carbon problem. It has been argued in
[24] that CCS is a global endeavor to tackle climate change and is essential
to achieve the climate targets adopted in the Paris agreement. The CCS
technology basically involves three steps: (1) capturing of CO2 before it is
released to the atmosphere, (2) transport it to the storage site, and (3) stor-
ing the captured CO2 in underground geological formations. Large-scale
CO2 storage may not be limited by the need for new technological devel-
opments. However, it is believed that works on better capture technology
would improve the CO2 storage operation and reduce the capturing cost.
This is due to the fact that above 80% of the cost associated with CCS
technology goes to the capturing processes and is considered as the limiting
factor in the CCS process. In addition, lack of regulatory frameworks and
international (or political) agreements are also factors that are slowing the
implementation of geological large-scale CO2 storage application.

Subsurface formations are good candidates to store the captured CO2.
A tremendous storage capacity for large-scale CO2 sequestration applica-
tion is available in the subsurface formations. For instance, saline aquifers,
unminable coal beds, and depleted hydrocarbon reservoirs are promising
sites for subsurface CO2 storage [57, 87, 89]. The description of these for-
mations are depicted in Figure 1.2. The saline aquifers, saturated with
brine, are the deepest formation among others. These formations have
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been rarely used to store chemical wastes, and are not fully understood as
compared to the depleted oil/gas fields. However, it is known that saline
aquifers are the largest candidates, and they are best situated for large-
scale CO2 storage and chemical waste disposal in the world [68, 77, 36].
CO2 storage in depleting oil fields has been practiced since the era of en-
hanced oil recovery [4], and is a relatively well understood approach. The
interesting part of this approach is that the CCS operation cost might be
partly/fully offset by the revenue of the recovered hydrocarbon. We refer
to [74] for the pros and cons of storing CO2 in these two reservoirs.

Subsurface CCS applications rely on four trapping mechanisms: (1)
dissolution trapping, (2) mineral trapping through geochemistry reactions,
(3) residual trapping, and (4) structural (or hydrodynamic) trapping. Dis-
solution of CO2 in brine increases the density of the aqueous phase [54]
which balances the buoyancy force, density driven upward flow, and re-
sulting in a downward convective CO2 saturated water flow. On the other
hand, CO2 can be stored permanently as a cement by chemical reactions
between CO2, active ions dissolved in the brine, and formation minerals.
Structural trapping depends on low permeable caprock (e.g., mud rocks,
halite, or tight carbonates) that overlays the storage formation. The low-
permeable caprock may act as a barrier for buoyant upward CO2 flow
resulting in retention of CO2 below the caprock, see Figure 1.3, as long as
CO2 is the non-wetting phase to the caprock. Residual trapping occurs due
to hysteresis in the relative permeability and capillary pressure functions.
These trapping mechanisms occur on different timescales [36]. For exam-
ple, the dissolution and mineral trapping mechanism are identified as slow
processes compared to the structural and residual trapping mechanisms.
Due to this, structural and capillary/residual trapping are identified as the
most significant physical mechanisms to ensure permanent subsurface CO2
storage within the geological formation. The latter controls the extent of
the relative movement of the CO2 plume in the subsurface systems which
consists of multiple fluids within a pore space, which also determines the
storage capacity of the formation. The efficiency of these trapping mecha-
nisms are associated with the wettability of the system. Therefore, under-
standing the impact of wettability dynamics on CO2 storage application is
of societal relevance.

1.2 Impact of wettability on CO2 storage
CO2 is stored in a formation secured by a low permeable caprock. Figure
1.3 is an example of such CO2 storage formations. Since CO2 is less dense
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Figure 1.3: Pressures acting on a fluid column at the reservoir-seal in-
terface for structural trapping. If CO2 has migrated upward through the
underlying water column then a fraction of the CO2 is residually trapped
in the pore space of the reservoir rock.

than the formation fluid, the buoyancy force pushes the CO2 towards the
caprock as illustrated in Figure 1.3. This buoyant fluid exerts a force
from below onto the caprock to enter into the caprock pores [52]. The
sustainability of the storage capacity of the caprock is determined by its
wettability. Wettability refers to the tendency of one fluid over the other
to spread on or adhere to a solid surface. It controls the entrance of CO2
to the caprock pores.

In general, wettability is one of the main determining factors in CO2-
water flow in a porous medium [39, 52]. This pore-scale property regulates
the distribution and migration of CO2 in the subsurface system [8, 18, 39,
19]. In other words, a CO2 profile in the reservoir and its eventual inva-
sion of the brine saturated caprock is determined by the (surface) wetting
ability of CO2. For example, strong water-wet condition results in a high
(positive) capillary force. In this case, CO2 bubbles render to be immobi-
lized [36]. In contrast, the capillary force falls below zero for intermediate
and hydrophobic conditions. In this case, the original non-wetting phase
(i.e., CO2 in our case) may spontaneously invade the caprock. These all
imply that CO2-water distribution might be affected by wettability alter-
ation (WA).

There are many chemical and physical processes that lead to a WA
[52, 53, 112, 113]. Exposure to the composition of fluids is considered as
one of the leading factor for WA process. For instance, the composition of
CO2 provokes the surface within the pores to undergo a WA [116, 3, 117,
112]. Usually, WA is assumed to occur instantaneously and is described
as a function of the altering agent concentration. However, in some cases,
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it might take prolonged time in the scale of weeks and months [23, 95,
112, 117] to observe WA. Such WA occurs when surface processes such as
adsorption or chemical alteration are gradual rather than spontaneous. In
this case, WA depends on exposure time to the wettability-altering agent
in addition to the wettability-altering agent itself. WA is measured by the
fluid-fluid contact angle (CA). Though there is no explicit time-dependent
CA measurements for CO2-water, repeated drainage-imbibition capillary
pressure measurements show a clear reduction in capillary pressure curves
over time [92, 112, 113, 115, 116]. The authors attributed these deviations
from the expected capillary curve to a WA of the rock sample due to long-
term CO2 exposure, similar to aging [95]. This hypothesis was confirmed
through observations of a wetting angle increase from 0◦ to 75◦ after 6
months of exposure time.

Core-flooding experiments [65, 112, 117, 115] reported that WA is a
critical factor in geological CO2 storage processes. The WA may put the
performance of the caprock in question by altering the strength of the cap-
illary force directly at the pore level. If CO2 is a non-wetting phase, the
capillarity acts to trap CO2 beneath the low permeable (brine saturated)
caprock [55, 65, 112]. Altering the wetting property may weaken the cap-
illary force (see Figure 1.3) of the caprock and may lead to CO2 invasion
of the caprock. This implies that wettability change might be a threat
for CO2 applications. In contrast, WA may retard the movement of CO2
plume. That is, CO2 may displace the resident fluid when the wettability
is altered to intermediate/CO2-wet condition, particularly for lateral flow.
This increases the storage capacity of the storage formation.

Despite the fact that the above experimental studies were performed at
the steady-state condition, the measured capillary pressure curves showed
non-static behavior in time. This implies that standard saturation func-
tions (e.g., the van Genuchten [44] and Brooks-Corey [22]) may not well
suited for saturation functions under long-term WA processes. Further-
more, in [92], imbibition measurements for gaseous and scCO2-water sys-
tems did not match after scaling by interfacial tension. Similarly, Tokunaga
et al. [112] reported that coalescence was not achieved, for both drainage
and imbibition capillary pressures after scaling by interfacial tension. This
implies that classical scaling techniques are not capable to explain the cap-
illary pressure–saturation path deviations. These all show that standard
saturation functions cannot be readily applied without additional dynamics
to capture the impact of wettability change in the CO2 storage application.

In general, WA shifts the pore draining or imbibing/filling sequences,
i.e., which pore or throat should be drained or imbibed first during fluid
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displacements. The shift in pore-filling order impacts averaged quantities
such as residual saturation, capillary pressure, and relative permeabilities
functions. This process is also observed in pore-scale drainage and im-
bibition displacement experiments [2, 51, 61, 64]. The shift in averaged
quantities, in turn, affect containment of CO2 at the field scale. Therefore,
a unified characterization of wettability dynamics in the CO2-water system
is needed for safe and efficient CO2 storage.

Studying and characterizing the impact of exposure time-dependent
WA on the dynamics and fate of CO2 plume in a subsurface system is
important. The impact of WA on the fate of CO2 plume can be charac-
terized from laboratory experiments. However, these approaches are time
and resource consuming. Furthermore, laboratory experiments are only
applied in small scales (e.g., centimeters). Due to these, modeling and
numerical simulations can be employed to predict the injected CO2 plume
behavior. As we discussed above, wettability is a pore-scale process and
highly associated with capillarity and relative movement of fluids in a pore
network. As a consequence, one may consider detailed pore-scale simu-
lations to evaluate the CO2-water interaction under time-dependent WA
process. However, the pore-scale simulation is only possible in the scale
of millimeters. That means, applying pore-scale simulation for large-scale
CO2 deployment is not possible. Therefore, systematic upscaling of the
impact of dynamic wettability change into the relative permeability–and
capillary pressure–saturation relationships is an important step towards
understanding the risk and opportunities of CO2 storage applications.

1.2.1 Wettability upscaling procedures
Upscaling is a process of transforming small-scale phenomenon, e.g., pore
scale to a larger scale, e.g., core scale, through averaging techniques. In
this thesis, volume averaging is employed to upscale the effect of time-
dependent WA through the saturation functions [29, 13]. The following
are the main steps we follow:

• First of all we choose the pore-scale model that represent a porous
medium. For this particular study, we choose a bundle-of-capillary-
tubes model because it is simple to implement and captures the nec-
essary physics to upscale the WA effect in the saturation functions.
Furthermore, the simulation process takes short time and thus we can
generate many drainage-imbibition data for saturation functions.

• Once we choose the pore-scale model, the next step is designing a
reliable wettability model. We describe wettability dynamics at the
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pore scale using a mechanistic model for CA change as a function of
exposure time to a wettability-altering agent. The model is devel-
oped based on the insights from laboratory experiments, giving the
flexibility to incorporate other data if necessary.

• The designed wettability model is then coupled with a bundle-of-
tubes model through the Washburn equation [118]. The fully coupled
model is employed to simulate WA induced saturation functions and
associated quantities.

• After designing the dynamic pore-scale model, we simulate numbers
of drainage-imbibition displacements data to capture the trends in
the saturation functions. Then, we calculate averaged quantities such
as phase saturation, averaged capillary pressure, flux, and phase rel-
ative permeability data.

• We used the simulated data to analyze the impact of WA on the core-
scale capillary pressure and relative permeabilities. Then we design a
reliable core-scale models that capture WA induced dynamic compo-
nents in the saturation functions. Here, the term “reliable" refers to
the ability to predict time-dependent capillary pressure and relative
permeabilities curves with a few numbers of fitting parameters.

• Once we design the dynamic saturation functions, we calibrate the
fitted models with generic paths in the saturation-time domain to ex-
amine the robustness of the developed models. Finally, we study the
relation between the upscaled models parameters and the parameter
controlling rate of change of wettability over time at the pore scale.

These steps are applied one after the other to develop WA induced dy-
namic capillary pressure and phase relative permeability functions. These
upscaled dynamic saturation functions can be then coupled with large-scale
models for CO2 storage applications. Numerical modeling and simulations
are applied on the resulting dynamic CO2-water flow model to evaluate
the impact of exposure time-dependent WA on the subsurface CO2 plume
movement at the scale of meters and kilometers.

1.3 Importance of mathematical modeling
and its challenges

CO2 storage applications are situated in deep subsurface systems cover-
ing in cubic kilometers and thus, it is difficult (if not possible at all) to
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perform laboratory experiments in a such scale. As a consequence, math-
ematical modeling and simulations have been used as a key technology to
explore and investigate the CO2-water (or multi-phase flow ingeneral) flow
dynamics and properties in a reservoir scale [88].

Generally, the multi-phase flow problems in a porous medium can be
modeled by a system of coupled non-linear, possibly degenerate, transient
partial differential equations derived from Darcy’s law and mass conserva-
tion equations [50, 20, 99, 73]. Usually, assumptions are made to simplify
the complexity of models that functionally represent the physical prob-
lem. However, over simplified models may lead to a wrong prediction of
the migration of CO2 plume and CO2 affected fluids in a storage reservoir.
Demonstration of such fluid flow prediction should involve simulation mod-
els relying on translating physics into tractable mathematical formulations.
A unified, theoretical and numerical, analysis of the advanced mathemat-
ical formulation would provide insights that can mimic realistic processes
in the reservoir system and guidance that are important for the original
problem. This thesis, for instance, considers an injection of CO2 into brine
saturated saline aquifers, where the wettability of the aquifers is assumed
to be changing over time. Obviously, the inclusion of wettability change
imposes an extra (dynamic) non-linearity and adds complexity (e.g., non-
locality in time) to the saturation functions and thus, in the large-scale
CO2-water flow model.

The non-linearity and non-locality (in time) of the model imposes a
challenge for the solution processes. Usually, it is impossible to draw qual-
itative analysis for such mathematical models, and it is quite challenging
to develop robust numerical schemes. The subsurface multi-phase flow ap-
plications are performed in a complex porous geological formations and
are long-term processes. These also bring extra challenge for the solution
and analysis of the model. Nevertheless, this thesis explores the impact of
time-dependent WA process on CO2 plume movement in complex geome-
tries through numerical experiments: from the pore to the macroscale.

1.4 Thesis contribution
In this work, our interest is to investigate the impact of wettability evolu-
tion on the fate of CO2 in the subsurface flow processes. In Section 1.2,
we have learned that the impact of WA on immiscible fluids systems is
potentially significant. Building novel mathematical models that consider
the dynamic WA mechanism is necessary to enhance the prediction of the
CO2 evolution in a subsurface system. This thesis covers the development
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of mathematical models and simulation technologies in CO2-water flow in
porous media including the changes in wettability over exposure time to
the WA agent. Specifically,

1. Development of dynamic models. We propose a strategy to
upscale pore-scale time-dependent WA dynamics to a Darcy-scale
through saturation functions. To do so, we introduce a time-dependent
CA change model at the pore-level, where the pore-scale model is rep-
resented by a bundle-of-tubes model. The resulting dynamic pore-
scale model is used to simulate capillary pressure and relative perme-
ability curves. The simulated data has been used to develop math-
ematical models to predict the dynamics of capillary pressure and
relative permeabilities for a porous medium that changes its wet-
tability according to exposure time to WA agent. The developed
models are independent of the numbers of drainage-imbibition dis-
placements. Furthermore, these studies show the relation between
the pore-scale and upscaled model parameters.

2. Development of a linearization scheme for a non-local (in
time) two-phase flow model. The WA process introduces non-
local terms in time on the top-of equilibrium capillary pressure-
saturation (Pc-sα) and relative permeability-saturation (krα-sα) re-
lationships. Coupling these models with two-phase mass balance
equations would result in a non-standard model. We propose a lin-
earization scheme, inexact Newton’s method, to solve the resulting
non-standard two-phase flow model. The scheme treats the non-
linearity in the capillary pressure function semi-implicitly in time
while other non-linearities are up-winded from the previous itera-
tion. We prove the linear convergence of the scheme theoretically
and verify it with numerical examples. The numerical experiments
show the flexibility of the proposed scheme over the iterative implicit
pressure explicit saturation method on the choice of time-step size.

3. Simulation and WA quantification. The role of time-dependent
WA process on the fate of CO2 is analyzed through numerical sim-
ulations. The time-dependent WA effect is included into the two-
phase two-component (TPTC) flow model through the saturation
functions. The resulting model is then used to quantify how WA
affects the migration of CO2. For this purpose, we design two sce-
narios: horizontal and vertical CO2-water flow. A non-dimensional
grouping, i.e., capillary number (Ca) is used to quantify the WA ef-
fect in the horizontal CO2-water flow scenario. This study shows
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that WA dynamics in both saturation functions, Pc and krα, affect
the fluid flow for low capillary number flow regimes. Furthermore,
we observe a clear relation between WA and the advancing CO2-
water front that scales with capillary number. On the other hand,
the vertical flow scenario is designed to quantify the effect of WA on
caprock containment. Similar to the horizontal case, we test a range
of different model parameters in order to characterize and quantify
the independent and combined effect of Pc and krα alteration on the
CO2-water redistribution. We obtained a scaling relation to predict
the CO2 mass in the caprock over time as a function of caprock prop-
erties (i.e., permeability and initial wetting-state entry pressure) and
rate of change of wettability.
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Chapter 2

Mathematical models

In this chapter, we will introduce mathematical models that are used to
describe the interactions of multiple fluids in porous media. We start with
the mass conservation law for single-phase flow in porous media. Then we
extend the single-phase flow model to describe two-phase multi-component
flow processes. In order to develop a set of equations to describe flow
processes in a porous medium, we need to introduce basic definitions and
properties of the fluids and rock materials.

2.1 Fluid and rock properties
In this section, basic porous media parameters and properties are intro-
duced and highlighted. After introducing the basic definitions, the formu-
lation of mass balance laws for single and multiple fluids are presented to
provide a foundation for the modeling aspect of the porous media flow.

2.1.1 Porous media
A site for CO2 storage comprises a solid part, known as skeleton, and
interconnected pores that allow fluids to breakthrough. Such a material
is called porous medium. The void spaces can be filled with single or
multiple fluids. Typical examples of a porous medium includes the soil,
foam rubber, and human organs (e.g., lungs, brain, and kidneys) to name a
few. An exemplary porous medium is illustrated in Figure 2.1. In practice,
a real porous medium is complex. The complexity is derived due to the
scale, pore-scale to macroscale, differences within a single porous domain

13
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solid matrix

wetting phase

nonwetting phase

Figure 2.1: Schematic representation of a porous medium saturated by two
fluids.

[88]. It is not possible to describe the flow processes point-wisely in such
complex material. Rather, a representative elementary volume (REV),
the smallest volume which contains a representative void and skeleton, is
used to define mean properties of the domain locally [15]. Thus, we used
averaged quantities (porosity and permeability) to describe porous media
properties.

We define the porosity, φ( #»x , t), as the fraction of voids available for
fluids, and stated as:

φ =
Volume of voids in the REV

Volume of REV
. (2.1)

The porosity is a dimensionless averaged quantity which ranges from zero
to one. Thus, 1−φ represents the solid skeleton of the REV. If the porosity
depends on the location, the medium is called heterogeneous, otherwise it
is known as homogeneous.

Another important property of a porous medium is its ability to allow
fluids to flow through the pores. This property is called intrinsic perme-
ability. The permeability has a complex relation with the porosity of a
medium and usually the Kozeny-Carman equation [28] is used to define
their connection. However, the permeability might depend on the flux di-
rection in addition to the location. Due to this, the permeability is usually
represented as a tensor:

K =

Kxx Kxy Kxz

Kyx Kyy Kyz

Kzx Kzy Kzz

 , (2.2)

for a 3D domain. The permeability tensor, K, is symmetric and positive
definite and has a unit of meter square (m2) or Darcy (D), where 1D =
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θ

nonwetting phase

wetting phase

solid phase

Figure 2.2: The contact angle between wetting and non-wetting phases.

9.8 × 10−12m2. If the permeability of a porous medium depends on the
direction of the flux, the medium is called anisotropic, otherwise it is known
as isotropic. On the other side, part of a porous medium may not allow
fluids to flow through and this is refereed to as impermeable. Note that
we will use the notations K and K interchangeably for a tensor and scalar
permeability.

2.1.2 Phase, component, and wettability
A phase can be defined as a chemically homogeneous quantity that is sepa-
rated by a sharp interface from the other quantity that has its own chemical
homogeneity [14]. In this regards, multiple immiscible fluids coexist in a
void space to form a multi-phase system and we call each fluid a phase of
the system. If the solubility (solubility is the process of the existence of
one phase as a fraction of component in the other phase) is considered, the
system is known as a compositional multi-phase system. In this thesis, we
only consider two phase and two components to describe CO2 migration
in porous media.

Wettability is an important property that is used to describe if a phase
is wetting or non-wetting to the solid surface. The wetting property is mea-
sured by the contact angle (CA) created between the fluid-fluid interface
and solid surface, see Figure 2.2. By convention, the CA (θ) is measured
from the denser fluid. Nevertheless, the fluid that tends to be in contact
with the solid surface is called wetting phase if θ < 90◦. If θ > 90◦, the
fluid is considered as a non-wetting phase for the system. Nevertheless,
CA at a three-phase contact line is determined by a balance of surface
tensions [78]. Formally, the CA on the isotropic and homogeneous surface
is related with the surface tensions by the Young’s law:

σsn − σsw = σ cos(θ), (2.3)
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where σsn, σsw, and σ are the solid-non-wetting, solid-wetting and wetting-
non-wetting interfacial force respectively. This surface tension interaction
between the solid and the fluids may be altered. The wetting property
alteration and its upscaling processes is discussed in detail in Chapter 3.

Residual and effective saturations
The saturation of a phase α ∈ {w, n} is defined as the volume fraction of
the void occupied by phase α. Mathematically, the phase α saturation is
given as:

sα =
Vα
Vp
, (2.4)

where Vα is the volume of the phase α in the REV and Vp represents the
volume of the void space in the REV.

In fluid displacements, there are basically two scenarios: drainage and
imbibition. A drainage process is a displacement in which the non-wetting
phase displaces the wetting phase, resulting in a wetting phase saturation
decease up to a stationary saturation profile. This stationary saturation
is called wetting phase residual/irreducible saturation and can be denoted
as srw. The imbibition displacement, a process in which the wetting phase
displaces the non-wetting phase, increases the wetting phase up to a state
where further increase is not possible. This process results in a non-wetting
phase residual saturation and is denoted as srn. Now we define the effective
phase saturation as:

seα =
sα − srα

1− srw − srn
, (2.5)

where srα is the phase α residual saturation. Enhanced strategies should
be applied to mobilize the residual saturation. The effective saturation
coincides with the phase saturation if the residual saturations are mobilized
(i.e., srα = 0). For brevity, the phase saturation, sα, is used for the
modeling and analysis purposes in this thesis.

2.1.3 Fluid properties
The density and viscosity of a fluid are essential physical properties to
describe flow process in porous media.

Density

Fluids (liquid and gas) in a porous medium are composed of molecules
with a certain mass and space between them. This implies that a given
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fluid has a volume and mass in terms of particles (at macroscale) in which
we can associate with the density as:

ρ(x, t) =
m

Ω
, (2.6)

where Ω(x, t) is a volume and m is the mass of particles contained in
the volume. Note that the density of a pure substance may depend on
temperature and pressure. The density usually increases with increasing
pressure and decreasing temperature [16]. The density also depends on the
compositions of the phases.

Viscosity

The fluid can also be characterized by its viscosity. The viscosity, µ, can
be considered as an internal frictional force that controls the fluids relative
movement on the solid surface. The viscosity may also depend on the
pressure, composition of phases, and temperature distribution.

2.2 Mass conservation
Conservation of mass is the basic principle that is applied to develop gov-
erning equations for a fluid flow in a porous medium. A mass in a volume
Ω is said to be conserved if the mass added/lost at time t1 is equivalent to
the mass at time t2 [87], i.e., a volume Ω that contains the same set of fluid
particles at time t2 as it did for arbitrary time t1. This implies that the
mass entered into the volume is balanced by the mass leaving the volume.
This can be described mathematically by the Eulerian description as:∫

Ω

∂

∂t
(φρ)dV +

∫
∂Ω

(ρ #»u ) · #»ndS =

∫
Ω

FdV, (2.7)

where #»u represents the mass flux and #»n denotes the unit vector normal to
the boundary surface ∂Ω. We say Equation (2.7) is a mass conservation
equation when the term F is either zero (no source or sink) or associated
with an external source. If F represents internal changes to the system,
we say Equation (2.7) is a mass balance law or transport equation.

The surface integral term in Equation (2.7) can be replaced with a
volume integral by applying the Gauss’s divergence theorem, which reads
as: ∫

Ω

∇ · #»

f dV =

∫
∂Ω

#»

f · #»ndS, (2.8)
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for a smooth function #»

f . Using this relation and assuming the integrands
in Equation (2.7) are smooth, Equation (2.7) can be described in volume
integral form: ∫

Ω

[ ∂
∂t

(φρ) +∇ · (ρ #»u )−F
]
dV = 0. (2.9)

The integral in Equation (2.9) holds for any arbitrary volume Ω, and thus
the integral (2.9) is valid independent of the integration volume. This
implies that the integrand should be zero in Ω and time. Thus we obtain
the mass conservation equation in differential form:

∂

∂t
(φρ) +∇ · (ρ #»u ) = F . (2.10)

Equation (2.10) is used to describe compressible single-phase flow in a
compressible medium. Numbers of possible simplification of this model
can be found in [88]. For example, if we consider an incompressible fluid
and assume the porosity is independent of time, that is:

∂

∂t
(φρ) + #»u · ∇ρ = 0, (2.11)

then the mass conservation Equation (2.10) can be reduced to:

ρ∇ · #»u = F . (2.12)

Equation (2.12) is known as the continuity equation for incompressible
fluid in an incompressible porous medium. The volumetric flux, #»u , can be
related with the pressure gradient using the Darcy’s law [88].

2.3 Darcy’s law
In 1856, a French engineer named Henry Darcy derived a constitutive equa-
tion that relates the volumetric flux ( #»u ) to the pressure gradient linearly.
Since then there have been many extensions done on the Darcy’s model
to describe flow in a porous medium. The Darcy’s law for a single-phase
flow, in its general form, can be read as:

#»u = −K

µ

(
∇p+ ρ #»g∇z

)
, (2.13)

where K is the permeability of the porous medium, µ is the dynamic vis-
cosity of the fluid, z is the vertical position in Ω and #»g is the gravity
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vector. The term, ∇p + ρ #»g∇z, represents the force per volume acting
on the fluid. Similar to the Newton’s second law of motion, the Darcy’s
law in Equation (2.13) relates the movement of an object with the force
applied on it. Note that Darcy has derived Equation (2.13) empirically
from experimental observations; however, a similar model can be derived
by applying volume averaging analysis on the Stokes Equation [69].

The general mass balance Equation (2.10) and the Darcy’s law (2.13)
can be combined to model the flow behavior and it reads as:

∂

∂t
(φρ) +∇ ·

[
ρ
K

µ

(
∇p+ ρ #»g∇z

)]
= F . (2.14)

Equation (2.14) represents a mass conservation law for general single-phase
flow in a porous medium. Similarly, Equation (2.12) and the Darcy’s law
above can be coupled to represent the continuity equation in terms of
reservoir pressure for incompressible system.

2.4 Boundary and initial conditions
The mass balance equation introduced above can be closed with appro-
priate boundary and initial conditions. The boundary conditions are used
to determine the mass in/out to the system, while the initial condition
describes the behavior of the system before an extraction or injection op-
eration is performed.

In this thesis, the boundary conditions are given either by the Neumann
or Dirichlet condition. The Neumann condition is used to describe the mass
(in or out) flux through the boundary (say ΓN ):

#»u · #»n = q on ΓN , (2.15)

where q is the amount of fluid that crosses the boundary. The q > 0 is set
for the fluid influxes to the domain and q < 0 when the fluid leaves the
domain. If the boundary does not allow the fluid to flow across the bound-
ary, the condition is called no-flow condition. This condition is represented
by the homogeneous Neumann condition, i.e., q = 0.

If a porous medium, Ω, boundary (say ΓD) is connected to other porous
media, the Dirichlet boundary condition can be set as:

p = pD on ΓD. (2.16)

For the above mass balance equation, one can impose an initial condition
of the reservoir in the form of:

p = p0 in Ω. (2.17)
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2.5 Extension to two-phase flow
In this section, we will consider two immiscible fluids, say water and CO2,
in a porous medium. To this end, for each phase α ∈ {w, n}, where w and
n stand for wetting (water) and non-wetting fluid (CO2) respectively, the
phase Darcy’s flux #»u : Ω× [0, tf ] → Rd, for d = 2, 3 is given by:

#»uα = −λα
(
∇pα − ρα

#»g∇z
)
, (2.18)

where λα : Ω× [0, tf ] → R is the phase α mobility. The phase mobility
is defined as λα = Kkrα

µα
, where krα(·, sw) ∈ [0, 1] is the phase α relative

permeability.
For each phase α, the mass balance for immiscible fluids is directly

adopted from the single-phase mass conservation equation:

∂t(φραsα) +∇ · (ρα #»uα) = Fα, in Ω, (2.19)

where Fα is the phase α source or sink term. From (2.18) and (2.19), we
obtained two equations with four unknown variables. To close the system
two constraints must be satisfied. These constraints are:

sw + sn = 1, (2.20)

and

pn − pw = Pc(sw), (2.21)

where Pc is the capillary pressure relating the phase saturation to the
phases pressure difference. Equations (2.18)-(2.21) with appropriate initial
and boundary conditions are used to describe two-phase flow dynamics in
a porous medium.

2.5.1 Elliptic-parabolic formulation
The simplest model for two-phase flow in a porous medium is obtained by
assuming incompressible fluids and the porosity is independent of time. In
this case, Equation (2.19) can be rewritten as:

φ∂tsα +∇ · #»uα =
Fα

ρα
. (2.22)

Summing up the mass balance models in Equation (2.19) over phases would
give an elliptic equation usually termed as pressure equation:

−∇ ·
[
λT∇pn − λw∇Pc − (λwρw + λnρw)

#»g∇z
]
=

∑
α

Fα

ρα
, (2.23)
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where λT = λw + λn is the total mobility. In Equation (2.23), we have
one equation and two unknowns namely pn and sw. As a consequence, the
transport equation for the wetting or non-wetting phase saturation should
be coupled with Equation (2.23) to close the system. Therefore, we get a
system of two equations with two unknowns:

−∇ ·
[
λT∇pn − λw∇Pc − (λwρw + λnρn)

#»g∇z
]
= FT , (2.24a)

φ∂tsw −∇ · λw
[
∇pn −∇Pc − ρw

#»g∇z
]
= Fw, (2.24b)

where FT = Fw

ρw
+ Fn

ρn
is the total source and Fw = Fw

ρw
is the wetting phase

source/sink term. This formulation is important for splitting-schemes, see
Chapter 4. Note that, the two-phase flow model introduced above repre-
sents a single component in each phase. However, extension to a multi-
component flow model is straightforward. The following section introduces
a Darcy-scale two-phase two-component flow in a porous medium.

2.6 Two-phase two-component flow model
A fluid phase may consist of more than one component, that can be either
pure chemical substances or consists of several substances which form a
mixture [41]. Thus, the fractions of different components contained in a
phase α determine its composition of phase α. The mass fraction, Xk

α, in
phase α is defined as a ratio of mass of component k to the total mass of
phase α, i.e.,

Xk
α =

mk∑
km

k
. (2.25)

Now assuming mass transfer between phases and allowing each phase to
comprise more than one component, the mass conservation equation for
two-phase flow can be extended to describe component, k ∈ {CO2,water},
mass balance:

φ
∑
α

∂t(ραsαX
k
α) +

∑
α

∇ · (ραXk
α

#»uα +
#»
j k
α) = Fk in Ω, (2.26)

where Fk is representing the external source/sink term of component k in
phase α, and #»

j k
α is a component k diffusion flux in phase α. The diffusion

flux [108] in phase α, #»
j k
α, is given by the Fick’s law in the form of:

#»
j k
α = −ραDk

ατoα∇Xk
α, (2.27)
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where Dk
α is the dispersion coefficient. Note again that we may use Dk

α

and/or just Dk
α interchangeably respectively for the tensor and scalar dif-

fusion coefficient. According to Millington and Quirk [81] the tortuosity,
τoα, can be related with phase saturation and domain porosity as:

τoα =
(φsα)

2.3

φ2
. (2.28)

The phase pressures difference, the sum of saturations in Equation
(2.20), and the sum of mass fractions:∑

k

Xk
α = 1 (2.29)

contributes additional three Equations. The rest of the equations can be
complemented from the phase equilibrium equations and the system is
supplemented with appropriate initial and boundary conditions.

2.6.1 Phase equilibria
The two-phase compositional flow model is closed by the phase equilibrium
condition. The thermodynamic equilibrium criterion dictates a minimum
of the Gibbs free energy at constant pressure, temperature, and composi-
tion. The mathematical description of the state of thermodynamic equi-
librium can be given as:

fkw(p, T,X
k
w) = fkn(p, T,X

k
n), k = 1, 2, . . . ,m (2.30)

for a composition of m components in phase α. Here, fkα is the fugasity of
component k in phase α, and is defined as:

fkα = Φk
αX

k
αp

k
α, (2.31)

where Φk
α is the fugacity coefficient [102]. Fugacity coefficients are calcu-

lated from equations of state (EOS), which establish a relationship between
pressure, molar volume, and temperature. The simplest EOS is the ideal
gas law:

pv = RT, (2.32)

where R is the universal gas constant and v is the molar volume. In 1873,
J.D. van der Waals proposed the EOS including the repulsive and attractive
forces [16]:

pv =
RTv

v − bv
− av

v
, (2.33)
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where av and bv are the van der Waals constants. The attractive force
term, av

v in the van der Waals EOS, is modified by Redlich and Kwong
in 1949 [101] to include the temperature effect in the EOS. Furthermore,
an other extension of the van der Waals EOS is proposed by Peng and
Robinson in 1976 [91]. This approach also modifies the attraction force.
The detailed overview regarding the different EOS can be found in [93].

The system (2.26)-(2.31) can be completed with appropriate boundary
and initial conditions, and the resulting closed system can be solved with
appropriate numerical methods.

2.6.2 Boundary and initial conditions
The initial conditions of the compositional flow system can be given as

pα(·, 0) = p0α(·), sα(·, 0) = s0α(·), and Xk
α(·, 0) = Xk,0

α in Ω. (2.34)

One can assume that the boundary of the system is divided into disjoint
sets such that ∂Ω = ΓD ∪ ΓN . We denote by #»n the outward unit vector
normal to ∂Ω, and set the boundary conditions as:

pα = pα,D, sα = sα,D, on ΓD × (0, tf ], (2.35)
#»uα = qα, on ΓN × (0, tf ], (2.36)

where qα ∈ Rd is the phase inflow rate. In order to make the model
uniquely determined, it is required that ΓD 6= ∅.

2.7 Saturation functions
The capillary pressure, Pc, and phase relative permeability, krα, are related
with the wetting-phase saturation heuristically for equilibrium flow and
uniformly wetted medium. The Brooks-Corey [22] and the van Genuchten
[44] models are the most commonly applied saturation functions for such
systems. Both, the Brooks-Corey and van Genuchten functions, are de-
veloped with the assumption that the porous medium in consideration is
homogeneous in terms of wettability. Under this condition, Brooks and
Corey [22] capillary pressure model reads as:

P st
c (sw) = cs

− 1
λ

w , (2.37)
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whereas the phase relative permeability-saturation relationship is described
as:

kstrw = s
2+3λ

λ
w , and kstrn = (1− sw)

2
(
1− s

2+λ
λ

w

)
, (2.38)

where the superscript st stands for the static condition, c is the entry
pressure and λ is the pore-size distribution index (also know as shape pa-
rameter) for the Brooks-Corey constitutive models. An alternative to the
Brooks-Corey models for uniformly-wet media is the van Genuchten sat-
uration function. The van Genuchten capillary pressure function is given
by:

P st
c = c

(
s

−1
mvg
w − 1

) 1
nvg

, (2.39)

and the van Genuchten relative permeability is governed by:

kstrw =
√
sw

(
1−

(
1− s

1
mvg
w

)mvg
)2

, and

kstrn =
√
1− sw

(
1−

(
1− s

1
mvg
w

)mvg
)2mvg

, (2.40)

where mvg = 1− 1/nvg is fitting parameter which can be calibrated from
laboratory experiment data.

As we discussed in Section 1.2, the coexistence of compositional fluids
may result in a wettability heterogeneity within the grid block. Skjæveland
et al., [109] combined the Brooks-Corey capillary pressure models for the
hydrophilic and hydrophobic conditions to describe the mixed-wet medium
at equilibrium flow condition. The developed model is read as:

P st
c = cws

− 1
aw

w + cn(1− sw)
− 1

an , (2.41)

where cw and aw stand for the hydrophilic condition fitting parameters,
and cn and an stand for the hydrophobic condition fitting parameters.
Similar models are developed in [5, 6, 31] to describe the capillary pressure
behavior in the mixed-wet reservoir. Furthermore, Lomeland [76] devel-
oped relative permeability functions for the mixed-wet conditions. The
models are named as LET models and can be read as:

kstrw =
sLw
w

sLw
w + Ew(1− sw)Tw

, and

kstrn =
(1− sw)

Ln

(1− sw)Ln + Ens
Tn
w

, (2.42)
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where Lα, Tα, and Eα are empirical data fitting parameters. Further-
more, alternative relative permeability and capillary pressure function are
proposed in [75, 66].
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Chapter 3

Time-dependent
saturation functions

In this chapter, we design procedural frameworks to upscale the effect of
pore-scale WA processes to the core scale. Particularly, this chapter is
devoted to design WA induced dynamic saturation functions.

3.1 Existing dynamic saturation models
Hassanizadeh and Gray [46] have developed a time-dependent capillary
pressure model (named as H&G model) for non-equilibrium flow condition.
The H&G model incorporates the transition time effect in the steady-state
capillary pressure model as follows:

P dy
c = P st

c (sw)− τ∂tsw, (3.1)

where τ is the dynamic coefficient determined from experimental data.
Barenblantt [11] developed dynamic relative permeability and capillary
pressure functions based on existing steady-state functions. These dynamic
functions are read as:

P dy
c = P st

c (ς), and krα = kstrα(ς), (3.2)

where the newly introduced variable ς is defined as:

ς = sw + τ∂tsw. (3.3)

27



28 Chapter 3. Time-dependent saturation functions

This shows that the Barenblantt model includes the redistribution time
effect directly into the steady state models. Both, the H&G and Baren-
blantt models capture the dynamics induced by the flow instabilities, but
not the WA process. This implies that these dynamic models are not
readily applied to describe a system under a long-term WA.

The WA induced dynamics, in the saturation functions, is distinct from
the dynamics due to non-equilibrium flow conditions [11, 46]. To recap,
WA alteration is a chemistry-induced pore-scale process that alters the
saturation functions (permanently) apart from the flow conditions or other
instabilities. In contrast to non-equilibrium condition, wettability change
potentially alters the saturation functions even when the system is at rest.
Therefore, a new approach is needed that handles permanent and continual
alteration of saturation functions regardless of the flow condition.

3.2 Upscaling the WA effect
There are numbers of models to describe either non-equilibrium or steady
state flow saturation functions [75, 5, 76, 66, 98, 46, 11, 109, 44, 44].
These models are designed based on the assumption that the wettability
of the system is static in time. However, Section 1.2 has pointed out that
there are many factors that can provoke the surfaces within the pores to
undergo a dynamic (time-dependent) wettability change. This pore-scale
wettability change impacts the saturation path for drainage and imbibi-
tion displacements which leads to saturation functions shift from the initial
(static) wetting-state curves towards the final wetting-state curves. Lab-
oratory and pore-scale simulations have shown a WA induced dynamic
deviation in saturation functions. However, mathematical representation
and characterization of the effect of time-dependent WA process on the
saturation functions at the core-scale has gotten less attention.

This thesis, particularly papers A and B, has a special interest in up-
scaling and representing the impact of exposure time-dependent WA on
the saturation functions. The upscaling process is conceptualized in Fig-
ure 3.1. The idea relies on describing the wettability evolution in Figure
3.1a mathematically at the pore-level. The designed wettability evolution
model is then coupled with a suitable pore-scale model such as Figure 3.1b
in our case. The coupled dynamic pore-scale model is used to simulate
time-dependent WA induced relative permeability and capillary pressure
data. The simulated data is then used to develop dynamic saturation func-
tions at the Darcy scale (Figure 3.1c). In the following sections, we discuss
the modeling approach for WA induced (dynamic) saturation functions.
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Figure 3.1: An example workflow for the upscaling process of the wet-
tability dynamics: (a) CA measurements, (b) pore-scale model, and (c)
averaged quantities at the macroscale.

3.3 Modeling approach
The wettability change may introduce a dynamic term in the saturation
functions leading to a dynamic deviation from the initial wetting-state
curves. This dynamic deviation is referred to as dynamic component. The
dynamic component in the saturation functions is measured as a difference
between the dynamic function and the static (initial/final wetting state)
saturation curve, and is described as follows:

Pc(a, b, ·)− P st,in
c (a, b, ·) := fdy(·), (3.4a)

krα(a, b, ·)− kst,inrα (a, b, ·) := fdyα (·), (3.4b)
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where P st,in
c and kst,inrα represent the initial (static) wetting-state satura-

tion functions, a and b are data fitting parameters, and fdy and fdyα are the
dynamic terms that are assumed to deviate from the static (initial) wet-
ting state saturation curve. The initial and final wetting-state saturation
functions can be governed by well-known models, such as van Genuchten
or Brooks-Corey [22, 44], Purecell [71], and LET models [76, 75] to name
a few.

Characterization of the dynamic components fdy and fdyα is important
to understand and predict the effect of wettability dynamics on the fluid
distribution and the potential of the caprock for CO2 storage applications.
There might be many ways to characterize the dynamic components in
Equations (3.4a) and (3.4b). Papers A and B have investigated two ap-
proaches to quantify the dynamic components in Equations (3.4a) and
(3.4b). Paper A has explored the interpolation approach by scaling the
dynamic component fdy in Equation (3.4a) with the difference between
the initial and final wetting-state saturation curves. This gives a non-
dimensional quantity, we call it the dynamic coefficient, ω, and is defined
as follows:

ω
(
P st,f
c − P st,in

c

)
= fdy, (3.5)

where P st,f
c is the final wetting-state capillary pressure data. This can be

substituted into Equation (3.4b) to obtain a dynamic interpolation model
Pc = (1− ω)P st,in

c + ωP st,f
c . (3.6)

for the capillary pressure dynamics. Similar functional forms to Equation
(3.6) have been used to include the impact of instantaneous WA (i.e., only
chemistry dependent) into the saturation functions [31, 121, 5, 1, 106]. In
our case, ω is designed to capture the dynamics caused by fluid-history
and time-dependent wettability changes.

On the other hand, in Paper B, we have found that the interpolation
approach is not the best approach to upscale the effect of WA on rela-
tive permeabilities. As a consequence, Paper B has investigated a way to
modify the existing models to include the wettability dynamics directly
through the parameters and we call it a parameter-based dynamic model.
The approach starts with correlating the dynamic term with the param-
eters of the standard model. Thus, the relative permeability in Equation
(3.4b) can be rewritten as:

krα = kst,inrα (a(·), b(·), ·), (3.7)
where a(·) and b(·) are data fitting parameters that depend on the WA
processes. This means the dynamics are related to parameters of the un-
derlying static relative permeability model. This approach is motivated by
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Figure 3.2: Fluid displacement in non-interactive bundle of tubes (BoT).
Here, the left reservoir contains non-wetting fluid that displaces the wetting
fluid to the right and vice versa.

the fact that the parameters in the standard relative permeability models
are adjusted to different values when wettability changes from one state to
another.

3.3.1 Overall workflow
To characterize the dynamic terms using the approaches above, we need
time-dependent WA induced saturation functions data measured from lab-
oratory experiments. However, measuring saturation functions for a porous
medium that undergoes wettability change is costly in terms of time and
resource. Rather, we design a general theoretical approach as follows:

• We design numerical experiments that account time-dependent WA
in each individual pore, where experiments take place under static
flow conditions. The WA process is introduced to the experiment
through a CA change model as a function of exposure time to the
WA agent in addition to the fluid-rock chemistry.

• The experiment is run over time and the WA progress for pores
occupied by the WA agent. Thus, capillary pressure and relative
permeabilities are altered continuously throughout the experiment.
The experiment continues along several drainage-imbibition cycles
until WA is completed and the end wetting state is reached.

• We generate WA-induced Pc-sα and krα-sα data for each drainage-
imbibition displacements. The capillary pressure is measured as the
difference between the left and right reservoir pressures, see Figure
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3.2. That is:

Pc = P res
l − P res

r , (3.8)

where P res
l and P res

r are pressures in the left (non-wetting phase)
and right (wetting phase) reservoirs respectively. The relative per-
meability is inferred from Darcy’s law:

krα(sα) =
QαµαL

KAT∆Pα
, (3.9)

where Qα is the volumetric flow rate, and AT is the cross-sectional
area of the domain.

• The next step after measuring the data is performing correlations for
both the interpolation-based and parameter-based dynamic models
in Equations (3.6) and (3.7), respectively. This step involves applying
insight about time-dependent WA and detailed analysis to arrive at
a reliable dynamic saturation functions for reservoir simulation.

• Once we develop these models, we extend our analysis to a generic
path in saturation-time domain in order to ensure the robustness of
the model. Furthermore, we draw a link between the upscaled models
parameters and pore-scale model parameter.

3.4 Pore-scale model
Fluid-fluid interface movement caused by fluids pressures difference can be
quantified from pore-scale modeling. There are various choices of pore-
scale models available. Following [12, 120, 38, 29, 48, 49], we represent
the pore-scale model by a straight tubes of circular (the cross-section is
filled by only one fluid) and polygonal (multiple fluids may coexist in the
cross-section) tubes. These tubes are connected with two (wetting and
nonwetting) reservoirs. This pore-scale representation of a porous medium
can be conceptually modeled as depicted in Figure 3.2. We assume that
a displacement from one reservoir to the other is done by a piston-like
manner controlled by the entry/threshold pressure, and it is stated as:

Pc,m(r, θm) =
σ

rm(θm, Rm)
, m = 1, 2, · · · , N, (3.10)

where rm is the radius of curvature in the m-th tube, θm is the fluid-fluid
CA which used to define the rock surface wettability, N stands for number
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of tubes, σ is fluid-fluid interfacial tension (IFT), and Rm is the radius of
the inscribed circle.

The fluid-fluid interface movement along the tube can be approximated
by the Lucas-Washburn flow model [118]:

dxintm

dt
=
Gm(∆P − Pc,m(rm, θm))

8(µnxintm + µw(L− xintm ))
, (3.11)

where, µn and µw are non-wetting and wetting fluid viscosities respectively,
the superscript int stands for fluid-fluid interface, Gm is the conductance
and is implemented following the work of Hui et al. [51] for a given CA
distribution. ∆P = P res

l − P res
r is the pressure drop used to drive the

interface. From Equation (3.11), one can then determine the required
time to reach a pre-specified interface position.

If the tubes are circular, the radius of curvature is estimated from
Young-Laplace equation and reads as:

rm(θm, Rm) =
Rm

2 cos θm
, (3.12)

whereas rm can be determined from the MS-P method, named after Mayer
and Stowe [79] and Princen [96, 97], for polygonal pores.

3.4.1 MS-P method for polygonal pores
The MS-P method is used to calculate the entry pressure in polygonal
pores. The method is based on the thermodynamic description of immis-
cible fluids in a porous medium that equates the virtual work with the
change of free energy for interface displacement in the direction along the
pore/throat [82]. This can be described as:

Pcdsn = σ
(
dawn + cos(θ)dans

)
, (3.13)

where awn and ans are specific inter-facial areas between the fluid-fluid
and fluid-solid interfaces respectively. The derivation for Equation (3.13)
can be found in [47].

Now consider a polygonal tube, particularly an equilateral triangular
tube, with uniform cross-section area along the tube. Further, we assume
that the pore surface is homogeneous in terms of the wetting property. A
non-wetting phase invasion into a wetting phase saturated and strongly
water-wet (i.e., θm < π

2 − αm, where αm is the half-angle) polygonal tube
may create distinct fluid configurations. Figure 3.3 shows an exemplary



34 Chapter 3. Time-dependent saturation functions

Figure 3.3: Fluid configuration after drainage into a water-wet polygonal
pore.

fluid configuration in which the non-wetting phase occupies the bulk area
of the tube and the wetting fluid remains in the corners. In Figure 3.3,
the main terminal meniscus (MTM) is an invading interface, separating
the bulk fluids, whereas an interface separating the bulk fluid from the
corner fluid is referred as arc meniscus (AMs). According to Figure 3.3,
the change of saturation can be described as dsn =

Ab,mdx
Vp

and the change
of interfacial area can be stated as: dasn = Lsndx

Vp
and dawn = Lnwdx

Vp
,

where Vp is the tube volume. After substituting these expressions into
Equation (3.13), we obtain:

Pc,mAb,m = σ
(
Lnw + cos θmLsn

)
. (3.14)

Substituting Equation (3.10) into Equation (3.14) would give us the radius
of curvature rm as:

rm =
Ab,m

Lnw + cos θmLsn
, (3.15)

where Ab,m is the bulk surface area that is occupied by the displacing fluid.
From geometry considerations of Figure 3.3b, the area covered by the bulk
fluid can be found as:

Ab,m =
R2

m

2 tan(αm)
−Acor,m, (3.16)

where Acor is the area covered by the corner fluid and is calculated as:

Acor,m =
rmLsw sin(ϑm + αm)

2
+
r2mϑm

2
, (3.17)

and

Lsw =
rm sin(ϑ)

sin(αm)
, Lnw = rmϑm, Lsn =

Rm

tan(αm)
− Lsw, (3.18)
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where ϑm = π
2 − θm − αm. Incorporating Equations (3.16)-(3.18) into

(3.14) and solving the resulting equation analytically will give the entry
pressure as:

Pc,m =
σ

Rm

{
cos θm +

√
tan(αm)

2

[
sin(2θm) + π

(
1− 2αm + 2θm

π

)]}
.

(3.19)
If θm > π

2 − α, the AMs in Figure 3.3 is displaced by the non-wetting
fluid and the length, Lnw, which bounds the CO2-water, becomes zero. In
this regard, the bulk area Ab,m is the same as the area of the entire cross-
section and the fluid-solid length Lsn is becoming the total perimeter of
the cross-section. These relations can be described mathematically as:

Lnw = 0, A = Ab,m =
R2

m

2 tanα
, Lsn =

Rm

tanα
. (3.20)

Inserting Equation (3.20) into (3.14) yields the Young-Laplace equation:

Pc,m =
2σ cos θ

Rm
(3.21)

which is equivalent to the entry pressure for the cylindrical pore. The
entry pressure for imbibition and secondary drainage displacements can
be obtained from the MS-P method according to fluid configurations and
degrees of wettability change in similar fashion.

3.4.2 Fluid displacements and configurations
As discussed above, a non-wetting phase (CO2/scCO2) invasion into config-
uration A, see Figure 3.4, may leave the water in the corners if θ < π

2 −α.
This corner water increases when the imbibition is initiated and creates
configurations B or C before the MTM has displaced the non-wetting fluid.
Particularly, B occurs when θm < π

2 + αm and C when θm ≥ π
2 + αm. A

water invasion (imbibition) into B is always resulting to configuration D,
and an invasion into C is to D or E. During secondary drainage the dis-
placement may occur from either D or E to B, C or F. Configuration F
occurs only if θm < π

2 − αm, and smaller than the previous advancing
CA. The fluid configurations and CA values play a vital role to determine
the entry pressure and saturation profiles during imbibition and secondary
drainage (or scanning curves). The entry pressures for polygonal pores
during drainage/imbibition displacement and existence/collapse of layer
from configuration E can be obtained following the MS-P method, and are
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Figure 3.4: Fluid configurations for primary drainage, imbibition, and sec-
ondary drainage (water in light color and oil in dark color). The bold
lines along the sides indicate altered wettability. This fluid configuration
is adapted from [48].

explained in detail in [48]. This thesis, particularly Paper B implements
the entry pressures formulated by Helland et al. [48] while considering a
time-dependent wettability change model in each tube.

3.5 Rock surface wettability
The conceptual definition of wettability is quite simple. However, repre-
senting it mathematically is quite difficult because it is a complex interac-
tion between surface free energies, surface mineralogy, and fluid composi-
tion [19]. In addition, pore morphologies and exposure time length scales
contribute their part for the complexity of wettability.
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3.5.1 Time-dependent WA model
The models introduced in Section 3.3 are designed to capture a time-
dependent WA process. Papers A and B have considered a general func-
tional form to describe a WA process at the pore-level as represented by a
dynamic change in CA:

θm(·) := θinm + ϕ(·)(θfm − θinm ), (3.22)

where θfm and θinm are the ultimate and initial contact angles respectively.
We note that model (3.22) is general in the way that it can handle a
decreasing or increasing CA and ϕ(·) can be any function of interest, i.e.,
the model can handle any ϕ that is physically reasonable to measure the
wettability dynamics.

Here, for example, we develop a model for ϕ by assuming that the ad-
sorption/desorption of a wettability-altering agent onto a solid surface is
the root cause for surface wetting property change [17, 35]. This assump-
tion is based on the observations from the laboratory CA measurements
and molecular dynamics simulation [60, 53]. In these measurements ad-
sorption type relations between CA, pressure [34, 60, 53], and CA with
exposure time [59, 105] are observed. These and related measurement re-
sults are summarized in [54]. Similar CA evolution along the surfactant
concentration and exposure time are reported in [30] and [83] respectively
for oil droplet on a metal surface immersed in ionic surfactant solutions.
An adsorption model, particularly the Langmuir adsorption-type model
can be proposed to predict CA evolution along pressure, time, and surfac-
tant concentration [84].

Given the insights above, we assume that the CA evolves according to
the rate of adsorption of the WA agent on the surface of the pores [80, 37].
This can be stated as:

dϕ

dt
= J+ − J−, (3.23)

where J+ and J− represent a rate of adsorption and desorption of a WA
agent respectively. These processes are described as:

J+ = k1χm

(
1− ϕ / ϕ

)
, J− = k2ϕ, (3.24)

where k1 and k2 are rate constants and ϕ represents maximum surface
saturated concentration, whereas χm is the measure of exposure time to
the WA agent concentration and is defined as Equation (3.30).
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Now let us assume that the ODE (3.23) has a solution of the form:

ϕ =

∞∑
i=0

ξiϕi, (3.25)

where, ξ is a small perturbation parameter. Substituting (3.25) into (3.23)
results in:

∞∑
i=0

ξi
dϕi

dt
= k1χm

(
1−

∞∑
i=0

ξiϕi/ϕ
)
− k2

∞∑
i=0

ξiϕi. (3.26)

The expression in Equation (3.26) can be rearranged in the following man-
ner:

ξ0

[k1
k2
χm

(
1− ϕ0/ϕ

)
− ϕ0

]
−
[ ∞∑

i=1

ξi
k2

dϕ(i−1)

dt

+
(
1 +

k1
k2
χm/ϕ

) ∞∑
i=1

ξiϕi

]
= 0. (3.27)

Then the first order approximation for ϕ can be obtained as:

ϕ ≈ χm

C + χm
, (3.28)

where C = k1

k2ϕ
is a CA model parameter that controls the speed and

extent of alteration. Equation (3.28) is substituted into Equation (3.22)
to predict the wettability evolution.

We design χm in a way that it makes the alteration process perma-
nent and to continue until the ultimate wetting state. There might be
different types of WA mechanisms. In this thesis, we consider two mecha-
nisms namely uniform and non-uniform WA. The uniform WA mechanism
assumes that the WA agent is dissolved into the wetting phase from the
non-wetting phase and defines χm in Equation (3.28) as an average quan-
tity:

χ :=
1

tch

∫ t

0

sndτ, (3.29)

for each tube equally, where tch <∞ is a pre-specified characteristic time.
This leads to a uniform WA in space at a time t. On the other hand,
the non-uniform WA relies on the assumption that the wettability altering
agent occurs only in the non-wetting phase i.e., dissolution/diffusion is not
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considered. This implies that only the surface exposed to the wettability
altering agent is subject to the wettability change. For this case, we define:

χm :=


1
tch

∫ t

0
xi
m

L dτ for cylindrical pore,

1
tch

∫ t

0
Ab,mxi

m

AL dτ for polygonal pore.
(3.30)

According to Equation (3.30) each pore experiences different exposure time
(maybe in the scale of weeks or months) and thus wettability heterogeneity
across the REV/bundle may occur.

The definition of the exposure time χm or χ distinguishes the proposed
time-dependent WA model from the instantaneous WA mechanisms, and
in general the proposed model above has the following features:

• The model describes a permanent WA process, i.e., the wetting prop-
erty will not be restored to the original wetting condition when the
WA agent is removed from the pore/REV. This is in contrast to the
instantaneous WA in which the wetting property is restored to the
initial wetting state when the WA agent is displaced by the other
fluid. However, the model handles a reversal alteration if the other
fluid is capable of modifying the wettability of the rock surface.

• The model is designed in such a way that the WA process can be
halted at any intermediate point, between the initial and final wetting
conditions, before reaching the ultimate wetting state if the WA agent
is removed from the pore/REV. In this case, the variables χm and χ
become constant in time because the saturation or WA agent is zero
in the pore or REV.

• The model is also designed to continue the alteration process starting
from the halted point if the WA agent is reintroduced to the pore or
REV. This is due to the fact that the variables χm and χ start to
evolve the exposure history since the pore space is reoccupied by the
WA agent.

• The model is designed to handle an increasing (i.e., a wettability
change from hydrophilic to intermediate/hydrophobic condition) or
decreasing (i.e., a wettability evolution that alters the wetting prop-
erty of the rock surface from hydrophobic down to hydrophilic con-
dition) CA evolution in time. This implies that the model evolves
smoothly from any initial wetting state to a final wetting state.
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• The dynamic CA change may put an effort on the pore surface wet-
ting condition to range from hydrophilic to hydrophobic-wet condi-
tion. Furthermore, the above developments may impose a dynamic
and mixed-wet condition within a single pore if the pores are polyg-
onal. The mixed-wet condition is used to describe a pore surface
wettability that has connected wetting and non-wetting parts.

In papers A and B, this time-dependent CA change and a bundle-of-tubes
model was coupled to simulate capillary pressure, relative permeabilities,
and associated averaged quantities such as phase saturation and χ.

3.6 Simulation approaches and correlation
models

As discussed in Section 3.4, the pore-scale system is represented by a
bundle-of-tubes model. The pore sizes are drawn from the truncated
Weibull distribution [48, 33, 40, 51] which is commonly employed for pore-
network simulation. This distribution can be defined as:

R =
(
Rmax−Rmin

){
−δ ln

[
yrand(1−exp(−1/δ))+exp(−1/δ)

]}1/γ

+Rmin,

(3.31)
where Rmax and Rmin are the pore radii of the largest and smallest pore
sizes respectively, δ and γ are dimensionless parameters, and yrand ∈ (0, 1)
is a random variable. This distribution assigns the radius value in the
bundle as depicted in Figure 3.2.

The pore-scale model descriptions such as entry pressure, time-dependent
WA process, and bundle-of-tubes model are coupled together, through the
Washburn equation (3.11), and programmed to simulate time-dependent
WA induced saturation functions data. Papers A and B have implemented
the pore-scale simulation in MATLAB® to generate upscaled quantities
such as saturation, exposure time in average sense, capillary pressure and
relative permeabilities. To do so, there are basically two displacement
directions, i.e., drainage and imbibition.

During drainage, we control the pressure drop ∆P by increasing the
non-wetting phase pressure in a step-wise manner. In each increase, the
non-wetting phase occupies the bulk area of the tubes, and we calculate
the averaged quantities such as saturations (sα, α ∈ {w, n}), exposure
time to the WA agent (χ = 1

tch

∫ t

0
sndτ), capillary pressure, and relative

permeabilities. The capillary pressure and phase α relative permeability
are calculated from Equations (3.8) and (3.9) respectively.
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During imbibition, we decrease the non-wetting phase pressure in a
step-wise manner. In each decrease, the wetting phase reoccupies the tubes
and capillary pressure, saturation, exposure time (i.e., χ), and relative
permeabilities are calculated in the same fashion as we did for drainage
displacement. We repeat the drainage and imbibition displacements and
measure the associated averaged quantities in order to capture the behav-
ior of the WA induced dynamics in relative permeabilities and capillary
pressure curves. The simulated curves, and the modeling approaches dis-
cussed in Section 3.3 are coupled to quantify the WA induced dynamics in
the saturation functions. Following this approach, Papers A and B have
developed time-dependent saturation models respectively.

For instance, the interpolation model given by Equation (3.6) is de-
signed to capture time-dependent WA mechanisms in the capillary pres-
sure, where the dynamic coefficient ω(·) is designed to upscale the effect
of (pore-scale) time-dependent WA mechanisms, and is governed by:

ω(sw, t) =


β1χ

β1χ+1 , for uniform WA,

β2swχ
β2swχ+1 , for non− uniform WA,

(3.32)

where β1 and β2 are fitting parameters determined from laboratory exper-
iment. The terms in Equation (3.32) are substituted into Equation (3.6)
to correlate the simulated capillary pressure data. Figure 3.5 compares the
proposed WA induced dynamic capillary pressure model and the simulated
data.

On the other hand, in Paper B, the LET model is modified to handle
the WA induced dynamics in the relative permeabilities, and has the form:

krw =
F(χ)sLw

F(χ)s
L
w + 1− sw

, and krn =
1− sw

1− sw + F(χ)sw
, (3.33)

where L is fitting parameter determined from the initial wetting-state rel-
ative permeabilities data, whereas F(χ) is given as:

F(χ) =

{
ηχ+ Ein if χ < Ef−Ein

η ,

Ef if Ef−Ein

η ≤ χ.
(3.34)

Ein and Ef are empirical data fitting parameters for the initial and fi-
nal wetting-state condition and η is a parameter associated with the WA
induced dynamics in the relative permeability data. The dynamic LET
model in Equations (3.33) and (3.34), see Figure 3.6, matches well with
the simulated relative permeability data.
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Figure 3.5: Comparison of the dynamic models in Equation (3.6) and (3.33)
with the simulated capillary pressure: uniform (a) and non-uniform (b) WA
cases in the capillary pressure. The color of each data point indicates the
exposure time over 2.5 years.
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Figure 3.6: Comparison of the dynamic model in Equation (3.33) with
the simulated relative permeability data. The color of each data point
indicates the time elapsed in years, with the total elapsed time equal to
2.5 years.

The dynamic capillary pressure and relative permeabilities are reduced
to the initial wetting-state curves for the unexposed REV, i.e., when χ is
zero. The dynamic capillary pressure meets the final wetting state when
ω = 1, and by Equation (3.32) the maximum value of ω is one for any value
of χ. However, dynamic relative permeabilities may continue further after
the end wetting-state curve is attained. Paper B has developed a control-
ling strategy such that ηχ + Ein = Ef holds for the final wetting-state
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curve, see Equation (3.34). From this we can estimate the exposure time
needed to reach the final wetting state such that the relative permeability
is represented by the end wetting-state curve.

3.6.1 The relation between the upscaled and pore-
scale models

The response of the upscaled model parameters η, β1, and β2 to a change in
the pore-scale model parameter C is studied in Papers A and B. According
to Paper A, the parameters β1 and β2 are represented as a power function
of the pore-scale parameter C:

β1 = 2C, and β2 = b1C
−b2 , (3.35)

for the uniform and non-uniform WA cases respectively, where b1 > 0 and
b2 > 0 are fitting parameters and are determined from laboratory exper-
iment. When C becomes zero, the wettability changes instantaneously
from the initial-wet to final-wet condition. Similarly the capillary pressure
function jumps from the initial-wet to the final-wet condition curve.

On the other hand, the parameter η is related linearly, but inversely,
to parameter C as:

η = ν1C + ν2, (3.36)

where ν1 < 0 and ν2 > 0 are empirical fitting parameters. From Equation
(3.36), we observe that the relative permeability function (3.33) alteration
is high when C = 0 and this is up to the value of ν2. Thus ν2 shall be
chosen so that the relative permeability function is reached at the final
wetting state quickly.

The general form of the dynamic saturation functions can be obtained
by incorporating the relationships β1-C, β2-C and η-C into models (3.32)
and (3.33) respectively. This implies that the dynamic saturation behaviors
are estimated by knowing the CA change at the pore level over exposure
time to the WA agent.

The next step is coupling the proposed dynamic saturation functions
with the conservation models discussed in Chapter 2 to investigate the im-
pact of the WA dynamics on the CO2 plume movement at the Darcy scale.
The saturation functions introduced above are non-linear and non-local in
time. The non-linearity and non-locality of the saturation functions im-
pose a difficulty, as we mentioned in Section 1.3, to find analytical solution
for the resulting two-phase flow model. Thus, a numerical approach is
employed to study the impact of pore-scale time-dependent WA processes
on the fluid distribution at the core and field scale.
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Chapter 4

Numerical framework

In the previous Chapters, we described a multi-phase flow process by non-
linear partial differential equations (PDEs). The non-linearities are intro-
duced through saturation functions. In Chapter 3, we introduced the effect
of time-dependent WA processes into the saturation functions. This adds
additional complexity on the top of the standard (static) saturation func-
tions and imposes an extra challenge to solve the multi-phase flow model
analytically. Note that analytical solutions for multi-phase flow is possi-
ble in only restrictive cases. As a consequence, numerical methods have
been employed to approximate the solution of such flow problems. In this
chapter, we mention some basic numerical methods which are commonly
applied to approximate the solutions of a multi-phase flow problem.

4.1 Space discretization
The porous domain is subdivided into a finite set of polyhedral elements
to reduce the PDE into a system of algebraic equations. The continuity
Equation (2.14) is used as a prototype model to define space discretiza-
tion schemes. In this section, we will highlight two space discretization
methods: finite volume method (FVM) and finite element method (FEM).

4.1.1 Finite volume scheme
There are different FVMs to discretize a given PDE. Two-point flux ap-
proximation (TPFA) is the simplest to implement and commonly applied
scheme in industries and open source simulators such as the MATLAB®

45
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pi

Ωi
Ωj

pj

~ci;j
πi;j

Γi;j

~ni;j

Figure 4.1: A cartesian decomposition of a domain ω into grid volumes Ωi

and Ωj that are used to define a TPFA scheme (this figure is adapted from
[72]).

Reservoir Simulation Toolbox (MRST) [72] and Open Porous Medium
(OPM) toolbox [100]. Following [72], we summarize the TPFA for the
Poisson equation.

4.1.1.1 Two-point flux approximation

Now let us recall the continuity equation and Darcy’s law without gravity
term for a single phase flow as follows:

∇ · #»u = q and #»u = −K∇p in Ω. (4.1)

Let us assume that the domain Ω is decomposed into finite grid cells.
Figure 4.1 shows sample two cells that are used to define the TPFA scheme.

Given Equation (4.1), the TPFA represents the unknowns in terms
of average values which are defined over a set of finite volumes. Thus,
we integrate Equation (4.1) over a grid cell Ωi and apply the Gauss’s
divergence theorem to develop a FVM discretization for Equation (4.1).
This can be written in integral form as:∫

∂Ωi

#»u · #»ndS =

∫
Ωi

qdx (4.2)

in a volume Ωi, where the left hand side represents the flux across the
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interface which can be defined as:

ui,j =

∫
Γi,j

#»u · #»ndS, (4.3)

where Γi,j = ∂Ωi ∩ ∂Ωj is an interface that separates the two grid cells.
The interface, Γi,j , is associated with a single grid cell (let us say Ωi) with
a certain normal vector #»n i,j . But, each interior half-face has a twin since
the grid cells are assumed to be matching. This implies that the half-faces
(i.e., Γi,j and Γj,i ) have identical areas Ai,j = Aj,i with opposite normal
vectors (i.e., #»n i,j = − #»n j,i). If we apply a midpoint rule to approximate
the integral in Equation (4.3), the flux can be approximated as:

uij ≈ −Ai,j(K∇p)(xi,j) · #»n i,j , (4.4)

where xi,j represents the center of Γi,j . The term ∇p in Equation (4.4)
can be approximated by the difference between the pressure at the face
center and the pressure at the center of the grid cell with the assumption
that pressure is linear (or constant) inside each cell. This implies that the
pressure at the cell center is identical to the average pressure pi of the cell
Ωi, thus it follows:

ui,j ≈ Ai,jKi
(pi − πi,j)

#»c i,j

| #»c i,j |2
· #»n i,j , (4.5)

where πi,j is a pressure at the interface Γi,j and is known as face pressure,
and #»c i,j = ∆xi,j . The same approximation of the flux above can be
applied in the cell Ωj to give,

uj,i ≈ −Aj,iKj
(pj − πj,i)

#»c j,i

| #»c j,i|2
· #»n j,i. (4.6)

Now the continuity of fluxes and face pressures, i.e., ui,j = −uj,i = uij and
πi,j = −πj,i = πij , would give us the following

− Tr−1
j,i uij ≈ pj − πj,i, and Tr

−1
i,j uij ≈ pi − πi,j , (4.7)

where Tri,j =
Ai,jKi

#»c i,j

| #»c i,j |2 · #»n i,j and Trj,i =
Aj,iKj

#»c j,i

| #»c j,i|2 · #»n j,i are one-sided
transmissibilities and are refereed to as half-transmissibilities. Combining
the fluxes in Equation (4.7) will eliminate the face pressures and one can
obtain a TPFA scheme,

uij ≈
[
Tr−1

i,j + Tr−1
j,i

]−1

(pi − pj). (4.8)
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When the grid cell Ωi has more than one neighbor grid cells, the expression
in Equation (4.8) can be substituted into Equation (4.2) to give a linear
system, ∑

j

[
Tr−1

i,j + Tr−1
j,i

]−1

(pi − pj) = qi, ∀Ωi ⊂ Ω. (4.9)

This approach is extended to approximate the solution of transient multi-
phase (multi-component) flow in MRST and OPM simulators. Paper C,
[63], implements this discretization in MRST for Equations (2.24a)-(2.24b)
to study the convergence of the linearization scheme proposed in therein.
Here, we apply upwind discretization techniques for the relative perme-
abilities.

4.1.2 Finite element method
This section follows the work of Chen [26]. We denote the space of real
valued square integrable functions by L2(Ω), and by H1(Ω) its subspace
containing functions having also the first order weak derivatives in L2(Ω).
Let H1

0 (Ω) be the space of functions in H1(Ω) which vanish on the bound-
ary. Further, we denote the inner product on L2(Ω) by 〈·, ·〉, and ‖ · ‖
represents the norm of L2(Ω).

Once again, we consider the continuity equation to show the FEM
discretization of a given PDE. Thus, we start with multiplying Equation
(4.1) by a test function v ∈ H1

0 (Ω) and applying integration by parts to
get the following form:

−
∫
Ω

∇ · (K∇p)vdx =

∫
Ω

K∇v · ∇pdx =

∫
Ω

qvdx. (4.10)

Equation (4.10) is known to be bilinear variational form, and can be rewrit-
ten as

〈K∇p,∇v〉 − 〈q, v〉 = 0 (4.11)

for all v ∈ V . Now let Th be a regular decomposition of Ω, which de-
composes Ω into closed d-simplices, h stands for the mesh diameter i.e.,
Ω =

⋃
T ∈Th

T , see Figure 4.2. The Galerkin finite element space is given
by:

Vh =
{
vh ∈ H1

0 (Ω) : vh|T ∈ P1(T ), T ∈ Th
}
, (4.12)

where P1(T ) denotes the space of linear polynomials on any simplex T
and vh|T is the restriction of vh at the element T . We use the definition of
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Figure 4.2: An example of finite element triangulation (a) and the repre-
sentation of the basis function at node Nj (b).

spaces and notations above to write the discrete form of Equations (4.11)
which finds ph ∈ Vh such that:

〈K∇ph,∇vh〉 − 〈qh, vh〉 = 0, (4.13)

holds for all vh ∈ Vh. This formulation is extended for non-local two-
phase flow model in order to analyze the theoretical convergence of the
linearization scheme proposed in Paper C. Now let us define the basis
function ψi ∈ Vh for each interior node Ni of Th as:

ψj(Ni) =


1 if i = j

i, j = 1, 2, 3, . . . ,M

0 if i 6= j.

(4.14)

The FEM relies on rewriting the unknowns in Equation (4.13) as linear
combinations of basis functions. This can be represented as follows:

v(x) =

M∑
i=1

piψi(x), (4.15)

where pi = v(Ni) is a discrete unknown at node Ni. This representation
is substituted into Equation (4.13) to give

M∑
j=1

pj

〈
Kj∇ψj ,∇ψi

〉
=

〈
qh, ψi

〉
, (4.16)
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where the basis function ψi is used as a test function. Equation (4.16) can
be further rewritten as

M∑
j=1

Ai,jpj =
〈
qh, ψi

〉
, 1 ≤ i ≤M (4.17)

whereAi,j is the entities of the the coefficient matrix also known as weighted
stiffness matrix and is calculated as:

Ai,j =

∫
T

Kj∇ψi∇ψjdx. (4.18)

In practice, the element of the stiffness matrix is computed using numerical
quadrature integration method, particularly for higher order basis func-
tions. The details of FEMs can be found in [26].

4.2 Time discretization
Above, we have highlighted common discretization techniques for the spa-
tial differential operators. However, the multi-phase flow and component
transport models are not only space dependent but also time dependent.
This implies that the discretization above is not sufficient for solving a
multi-phase flow problem in a porous medium. Thus the problem should
also be discretized in time. Let us consider the following ODE,

∂tph = F (ph, x), (4.19)

where F is a linear/non-linear function which can be the discretized form
of the PDE.

Let the total simulation time interval [0, tf ] be divided into N time
steps in such a way that 0 = t0 < t1 < · · · < tN = tf , and define the time
step δt = T f/N , as well as tn = nδt, n ∈ {1, 2, . . . , N}. Then, the first-
order discretization, particularly the forward and backward Euler method,
rewrites the previous ODE as:

pn+1
h − pnh
δt

≈ F (x, pnh), and
pn+1
h − pnh
δt

≈ F (x, pn+1) (4.20)

respectively, where pn+1
h = ph(x, t + δt) and pnh = ph(x, t). The Crank-

Nicholson method, a second order scheme, approximates the given ODE
as:

pn+1
h − pnh
δt

≈ 1

2

[
F (x, pnh) + F (x, pn+1

h )
]
. (4.21)
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The general (implicit and/or explicit) higher order discretizations in time
are given by Runge-Kutta methods. The discretized Equations (4.20) and
(4.21) may result in a non-linear system of equations that may be difficult
to solve directly. As a consequence, iterative methods are usually applied
to solve the algebraic equations.

4.3 Iterative linearization schemes
Iterative linearization methods are sequential procedures that start with
an initial guess to generate a sequence of solution points approaching the
exact solution as the iteration tends to infinity. Thus, iterative methods
can only give approximate information about the given system, but to any
desired degree. However, in many cases, iterative methods can reach the
true solution within machine precision and be more efficient than a direct
method in terms of computation time. We refer to [114] for the compari-
son between iterative and non-iterative methods. This section focuses on
iterative methods for solving systems of non-linear equations arising from
discretizing the PDEs. There are several iterative methods which are of-
ten applied to PDEs [99, 73, 20]. In the following sections, we discuss the
Newton’s method and the splitting /L-scheme methods.

4.3.1 Newton’s method
In numerical computation, the Newton’s/Newton-Raphson/ method is an
algorithm that finds successively better approximations to the roots (or
zeroes) of a real-valued function. Let us introduce the Newton’s method
for a single variable equation, g(x) = 0, where g is smooth and real valued
for x ∈ R. If x0 is a (good enough) initial guess for a zero of g(x), then
the Taylor’s expansion of g around x0 can be given as:

g(x0 +∆x) = g(x0) + g′(x0)∆x+
g′′(x0)(∆x)2

2!
+ · · · , (4.22)

where ∆x = x1−x0. Let us assume that the first order Taylor’s expansion
approximates g(x), then one would get:

x1 = x0 − g(x0)

g′(x0)
. (4.23)
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This implies that x1 becomes the new estimate of the zero’s of g(x), and
the next guesses can be updated by:

xn+1 = xn − g(xn)

g′(xn)
, (4.24)

with the hope that the sequence converges to the real solution within finite
steps. This method is second order convergent, i.e., the estimate:

|xn+1 − x| ≤ co|xn − x|2, (4.25)

holds for constant co that is independent of n, where x is the actual so-
lution. However, the convergence of Newton’s method is local and condi-
tional. Nevertheless, the Newton’s method is commonly applied to solve
the discretized form of Equations (2.24a)-(2.24b). Let these PDEs be re-
duced to a system of algebraic equations of the following form:

pF (pn+1
h , sn+1

w ) = 0, (4.26)
sn+1
w − snw
δt

+ sF (pn+1
h , sn+1

w ) = 0. (4.27)

In order to apply the Newton’s method, one needs to calculate the Jacobian
of the system. Then, one can apply the approach of Equation (4.24) to
linearize the system as

Xn+1 = Xn +
F(Xn)

F′(Xn)
, (4.28)

where Xn+1 =

[
pn+1
h

sn+1
w

]
, F =

[
pF
sF

]
, and F′ is the Jacobian of F. The

Newton’s method is the most applied method in reservoir simulation due
to its quadratic convergence properties (i.e., fast convergence). However,
in terms of the computational cost and memory requirements, it is an
expensive method because it requires to compute the Jacobian matrix at
each iteration. Another concern is how close the initial guess is to the true
solution, that results in the restrictions on the time-step. Furthermore, if
robustness is the most important factor, then Newtons method will rarely
be a good choice. It is worth mentioning also that several modifications to
Newtons method have been developed in order to increase its robustness,
see e.g [32] for more details.

4.3.2 Splitting schemes
Splitting schemes are commonly applied in the numerical solution of two-
phase flow problems. Among many, the IMPES and L-scheme are discussed
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in this section.

4.3.2.1 IMplicit Pressure Explicit Saturation

The IMplicit Pressure Explicit Saturation (IMPES) method [45, 86, 85, 10,
25] is an important tool used to simulate multi-phase flow in porous media.
This method decouples the pressure equation from the transport equation,
and solves the pressure implicitly and updates the saturation explicitly by
evaluating the non-linear terms at the previous saturation profile. The
method solves the linear system of equations

pF (pn+1
h , snw) = 0 (4.29)

for the reservoir pressure pn+1
h provided that snw is known from the previous

time step. Once pn+1
n is obtained then the method updates the saturation

profile explicitly from
sn+1
w − snw
δt

+ sF (pn+1
h , snw) = 0. (4.30)

As shown in Equations (4.29)-(4.30), the IMPES scheme (proposed by
Sheldon [107]) decouples the pressure equation from the transport one.
This decoupling approach may be more advantageous than the fully im-
plicit scheme in terms of computational time. The explicit resolution of
the saturation profile usually leads to erroneous calculations of the satu-
ration field and in the worst cases, the computed saturation may be out
of the bounds. In general, the decoupling process puts the IMPES scheme
to be limited by numerical stability restrictions on the size of the time
step. In the literature [111, 27, 104, 42], different stability criterion have
been proposed and studied for the IMPES scheme. Franc et al. [43] have
compared different stability conditions and highlighted their effectiveness
for different porous media.

The iterative coupling techniques are also applied to improve the sta-
bility of the classical IMPES scheme. The iterative IMPES linearises the
given two phase flow problem by evaluating the non-linear terms from the
previous iteration step [67]. Thus, the non-linear model (4.26)-(4.27) can
be reformulated as a system to find ph ∈ Vh, satisfying

pF (pn+1,i+1
h , sn+1,i

w ) = 0 (4.31)

for a given sn+1,i
w . The obtained solution pn+1,i+1

nw and sn+1,i
w are now used

to update the current iteration saturation sn+1,i+1
w explicitly as follows,

sn+1,i+1
w − snw

δt
+ sF (pn+1,i+1

h , sn+1,i
w ) = 0. (4.32)
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This sequential steps should be repeated until a pre-defined stopping cri-
teria is satisfied. Paper C implements this scheme and compares it with a
semi-implicit discretization method proposed in the paper for a non-local
two-phase flow model.

Furthermore, in [67], the capillary pressure term in the pressure equa-
tion is treated implicitly in time. The authors apply a first order Taylor’s
expansion to approximate the capillary pressure. This linearizes the cap-
illary pressure term at the current time step. Then they evaluate other
non-linear terms (particularly the mobilities) at the previous time step.
The authors have illustrated the improvements of the IMPES scheme with
numbers of numerical experiments.

4.3.2.2 L-scheme

The L-scheme is a linearization method and was proposed to solve the
Richards equation [94, 110, 73]. It linearizes the Richards equation by
adding an artificial stabilization term and evaluating the non-linear terms
at the previous iteration solutions. This linearization scheme has been also
successfully applied for two-phase flow problems [99], poromechanics [103,
58], and fully coupled reactive transport [56] problems.

The L-scheme solves the pressure equation in the same fashion as the
IMPES does, i.e., the scheme first solves the pressure for a given saturation
profile as:

pF (pn+1,i+1
h , sn+1,i

w ) = 0. (4.33)
Then it updates the saturation by solving

cL(sn+1,i+1
w − sn+1,i

w ) +
sn+1,i
w − snw

δt
+ sF (pn+1,i+1

h , sn+1,i
w ) = 0, (4.34)

where cL is the stabilization parameter. A good choice of cL makes the
scheme efficient and robust. The term cL(sn+1,i+1

w − sn+1,i
w ) tend to zero

as i → ∞ which implies the convergence of the scheme for a given time
step. The scheme converges to the solution linearly, see [73] for Lipschitz
continuous and [99, 20] for Hölder continuous problems. The speed of the
L-scheme can be improved by using Anderson acceleration [7, 21]. Besides,
the scheme does not involve the computation of the Jacobian of the system
and thus, it can be successfully applied to less regular problems.

4.3.3 Pseudo monolithic (inexact Newton’s method)
In Paper C, we have proposed an iterative linearization scheme that couples
the pressure, and saturation equations at the (n+1)-th time step by treat-
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ing the capillary pressure function implicitly in the pressure and transport
equations. To illustrate the scheme, let us go a step-back and start with
the continuous pressure and saturation equations without the gravity term
as follows:

−∇ ·
(
λT∇pn − λw∇Pc

)
= Fn

T , (4.35a)

φ∂tsw −∇ ·
(
λw∇pn − λw∇Pc

)
= Fn

w. (4.35b)

Now one can discretize Equations (4.36a) and (4.36b) in time using the
Euler’s backward discretization scheme to give:

−∇ ·
(
λn+1
T ∇pn+1

n − λn+1
w ∇Pn+1

c

)
= FT , (4.36a)

φ
sn+1
w − snw
δt

−∇ ·
(
λn+1
w ∇pn+1

n − λn+1
w ∇Pn+1

c

)
= Fw. (4.36b)

The scheme applies a chain rule on the capillary pressure term and
evaluates the non-linear terms at the previous time step to linearise the
capillary pressure terms in the pressure (4.36a) and saturation (4.36b)
equations. This can be read as follows:

∇Pn+1
c ≈ ∂Pn

c

∂sw
∇sn+1

w +
∂Pn

c

∂χ
∇χn+1. (4.37)

The obtained approximate term for the capillary pressure is then substi-
tuted back to the two-phase flow model to give the following linear system:

−∇ ·
[
λnT∇pn+1

n − λnw

(∂Pn
c

∂sw
∇sn+1

w +
∂Pn

c

∂χ
∇χn+1

)]
= Fn

T ,

(4.38a)

φ
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w − snw
δt

−∇ ·
[
λnw∇pn+1

n − λnw

(∂Pn
c

∂sw
∇sn+1

w +
∂Pn

c

∂χ
∇χn+1

)]
= Fn

w.

(4.38b)

From the Equations (4.38a) and (4.38b), it is clear that the pressure and
saturation equations are coupled at the current time step. Furthermore, an
iteration step can be applied to improve the stability of the scheme. This
leads to an evaluation of the non-linear terms at the current time step.

In addition to the outer iteration steps, a stabilization/correction term
of L-scheme type

sn+1,i+1
w = (1− cL)sn+1,i

w + cLs̃n+1,i+1
w , (4.39)
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is introduced on the top of Equations (4.38a) and (4.38b) to give:

−∇ ·
[
λn+1,i
T ∇pn+1,i+1

n

−λnw
(∂Pn,i

c

∂sw
∇s̃n+1,n+1

w +
∂Pn,i
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∂χ
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(4.40a)
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)]
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(4.40b)

Solving Equations (4.40a)-(4.40b) would give us pn+1,i+1
n and s̃n+1,i+1

w for
the i+1 iteration steps at the current time step. Once s̃n+1,i+1

w is obtained,
the scheme corrects the saturation profile for the current iteration from
Equation (4.39). The choice of cL in each iteration is discussed in Paper
C. We note that:

1. sn+1,i+1
w is used as a previous iteration values for the next iteration

and we set sn+1,0
w = snw for the first iteration step

2. The scheme is equivalent to iterative IMPES if we choose cL = 0,
and thus cL ∈ (0, 1].

The convergence of this scheme is proved theoretically and illustrated with
numerical examples in Paper C.

4.4 Sensitivity analysis
A multi-phase flow model comprises of multiple model parameters. These
parameters can be quantified from laboratory experiments. However, per-
forming laboratory experiments is costly in terms of time and resources.
Thus, only experimental studies may not be sufficient to quantify the pa-
rameters in the model. As a consequence, numerical simulations have been
used to assess the sensitivity of model parameters on the impact of the out-
put of the model.

4.4.1 Parameter quantification
Parametric analysis is a technique used to study how a small perturbation
in the parameters (inputs) affect the output of the system. Among many
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advanced parametric analysis, a one-at-a-time sensitivity analysis is the
simplest method to work with [70]. This approach varies one parameter
at a time, while keeping the others fixed. This approach is adopted in this
thesis, particularly Paper D [62], to understand the impact of WA on the
CO2-water migration and quantify the caprock integrity.

The permeability, porosity, entry pressure, and injection rate are im-
portant parameters in multi-phase flow processes. The combinations of
these parameters determine the role of the saturation functions on the
fluids movement. In [119], a sensitivity analysis for CO2-water system is
reported by varying the entry pressure and shape parameters of the satura-
tion function. A similar approach is implemented in Paper D to investigate
the role of permeability, porosity, entry pressure, and injection rate on the
impact of WA induced dynamic saturation functions in the interaction of
the CO2-water system. For this purpose, we design two-flow scenarios:
horizontal and vertical CO2-water flow. For the horizontal flow case, we
vary four parameters (i.e., K, φ, q, and C) one after the other and perform
numerical simulations in order to study the trend of the CO2 migration in
porous media. For the purpose of quantifying the impact of WA induced
dynamics in Pc and krα compared to a static-wet system, we define the
scaled front location difference, SFLD, as:

SFLD =
xin − xdy

xin
, (4.41)

where xin and xdy denote the CO2 front location for static and dynamic
capillary pressure and relative permeabilities functions, respectively. The
quantity in Equation (4.41) is then measured at the end of the simulation
time for each parameters combinations. The obtained SFLD is analyzed
based on dimensionless grouping, that is the capillary number (Ca). The
capillary number at the macroscale [9] can be defined as,

Ca =
q∆xµn

Kφcw
. (4.42)

In Paper D, we also quantify the role of model parameters on the
caprock integrity for the vertical flow scenario. We developed a data based
model that depends on the caprock permeability, entry pressure, and dy-
namic parameter. The proposed caprock integrity model can be used to
estimate the amount of CO2 in the caprock, and has the form,

m̂ = g(cw,K, C, t), (4.43)

where m̂ is the scaled mass of CO2 in the caprock at time t. The form of the
function, g, is determined from a systematic data analysis of numbers of
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reservoir simulations. For instance, in Paper D, we designed a linear model
to predict the role of dynamic capillary pressure and relative permeabilities
on the containment of caprock for CO2 storage application. The details of
the two approaches introduced above are discussed in Paper D for dynamic
TPTC model.



Chapter 5

Summary and outlook

This chapter provides a short summary of the scientific results that are in-
cluded in Part II and connects these results with the approaches discussed
in the previous chapters. Paper A presents a framework that upscales
the pore-scale underpinnings of time-dependent WA mechanism to the
Darcy-scale capillary pressure function. Paper B evaluates the framework
presented by Paper A for time-dependent WA induced dynamic relative
permeability function. This paper comes up with an alternative approach
to upscale pore-scale WA processes in the relative permeabilities. Paper
C incorporates the dynamic capillary pressure function into an immisci-
ble two-phase flow model and proposes an implicit linearization scheme.
Finally, Paper D provides a sensitivity analysis and WA quantification on
the role of dynamic saturation functions in the distribution and migration
of CO2 plume in the subsurface formation.

5.1 Main results

5.1.1 Paper A
Title: Impact of time-dependent wettability alteration on the dynam-

ics of capillary pressure
Authors: A. M. Kassa, S. E. Gasda, K. Kumar, and F. A. Radu
Journal: Advances in Water Resources 142, 2 (2020)

59
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Wettability is a pore-scale property that plays an important role on multi-
phase flow behavior in a porous medium. In particular, wettability affects
the residual saturation and the saturation function path at the pore level.
This, in turn, impacts the capillary pressure-saturation relationships at the
core scale. For instance, it is known that a change in wettability is the main
cause for capillary pressure function alteration. However, wettability is
assumed to be constant throughout the reservoir life time and homogeneous
across the reservoir in many macroscale subsurface flow applications.

There are a few measurements for CO2-water system that characterize
WA induced capillary pressure-saturation path alteration. In these mea-
surements, the capillary pressure showed a steadily reduction over time.
Interestingly, coalescence was not achieved for both drainage and imbi-
bition capillary pressure curves after scaling by interfacial tension. This
implies that classical scaling techniques are not capable to explain the
capillary pressuresaturation path deviations. This capillary pressure func-
tion deviation was explained as a results of wettability change but did not
explicitly measure any changes in CA. For these systems, the standard
capillary pressure function that assume static wettability as well as the
Leverett-J function are not sufficient to describe the physics. Thus, de-
signing a framework to upscale the WA dynamics in the capillary pressure
function is important for the understanding of the migration of fluids in
the formation.

The upscaling process in Paper A starts with assuming a WA mecha-
nism that follows the sorption-type model that is dependent on the expo-
sure time to the WA agent in addition to the chemistry. This pore-scale
WA model is designed to evolve from an arbitrary initial-wet condition to
the final-wet condition through time. The designed wettability model is
then coupled with the pore-scale model, a bundle-of-tube (BoT) approach,
to simulate time-dependent capillary pressure and associated data. The
simulated data is then used to quantify the WA induced dynamics in the
capillary pressure, and thus develop a dynamic capillary pressure model
for Darcy-scale flow processes. An interpolation-based capillary pressure
model is designed successfully. The model captures the pore-scale wetta-
bility dynamics by adding a dynamic term as a coefficient to move the
capillary pressure curve from the initial-wet to final-wet condition through
time. The new dynamic model resolves the existing interpolation models,
which are only chemistry dependent, used in the studies of reservoir simula-
tion by including the WA dynamics in time and quantifying the pore-scale
WA process to the interpolation model in a systematic manner.

The proposed interpolation approach results in an upscaled model that
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allows for a long-term change in capillary pressure as a function of upscaled
variables, saturation, and exposure time to a WA agent. The exposure time
in its average sense is simply the integration of saturation history over time
per each volume (grid cell). The model consists of three main components:
two capillary pressure functions at the initial and final wetting state and a
dynamic interpolation coefficient that moves from one state to the other.
The initial and final capillary pressure functions can be determined a priori
from static experiments using inert fluids. The initial and final wetting con-
dition curves can be described by any suitable existing capillary pressure
models. For instance, the initial- and final-wetting states are represented
by classical Brooks-Corey functions in Paper A. The dynamic coefficient is
thus the only variable correlated to dynamic capillary pressure simulations.
In this study, we have shown that the coefficient can be easily correlated
to saturation and exposure time via a single parameter.

The model shows an excellent agreement with the simulated time-
dependent capillary pressure–saturation data. Particularly, the model is
independent of the saturation history. This implies that the model pa-
rameter does not need to be adjusted for an arbitrary capillary pressure–
saturation path. Furthermore, a clear relationship between the pore-scale
WA model parameter and the dynamic capillary pressure model param-
eter is observed in this paper. The result also shows the implications of
wettability for experimental methodology as well as macroscale simulation
of wettability-altering fluids.

5.1.2 Paper B
Title: Modeling of relative permeabilities including dynamic wetta-

bility transition zones
Authors: A. M. Kassa, S. E. Gasda, K. Kumar, and F. A. Radu
Journal: Journal of Petroleum Science and Engineering, (2021)

This paper explores the effect of time-dependent wettability change in the
relative permeability–saturation relations. As we point out in summary
of Paper A above, wettability change regulates the fluids distribution and
controls the relative movement of fluids. Thus, modeling the impact of
wettability change in the relative permeability function is essential to fully
understand fluids interaction in a porous medium.

This paper starts with evaluating the potential of the interpolation-
based model because it was successfully applied to capture the dynamic
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wettability effect in the capillary pressure function. The result shows that
the interpolation-based approach would be the last option to correlate WA
induced dynamics in the relative permeability functions. This might be
the reason why the WA process is impacting the saturation functions in
different ways. The capillary pressure function, see Paper A, is affected by
the wettability change directly, and a small change in wettability exerts
a large impact on the dynamics of the capillary pressure function. How-
ever, the relative permeability alteration occurs when the WA affects the
pore filling/draining orders of pore sizes. This leads to a longer exposure
time to observe a relative permeability deviation from the initial-wet state
curve. Furthermore, unlike the capillary function, the relative permeability
curves are constrained between zero and one for any change of wettability.
These features of the relative permeability impact the modeling approach
to upscale the pore-scale WA process to the relative permeability behavior.

In Paper B, we introduce an alternative approach to upscale the WA
effects in the relative permeability functions. The approach relies on mod-
ifying the existing relative permeability models by formulating the param-
eters as a function of exposure time and WA agent. This approach is
motivated by the fact that the parameters in the standard relative perme-
ability models are adjusted to different values when the wettability changes
from one state to the other.

Paper B considers a similar wettability change model (i.e., a sorption
model that is exposure time and WA agent dependent) as in Paper A.
However, a triangular bundle-of-tubes is considered to represent the pore-
scale model. These tubes allow mixed-wet condition within a pore which
leads to corner and layer invasion. As we did in Paper A, we couple the
bundle of tubes model with the WA model and simulate time-dependent
relative permeability curves. The simulated data is used to characterize
and quantify the wettability dynamics in the relative permeabilitysatu-
ration curves. Following this approach, the LET model [76] is modified
successfully to predict the time-dependent relative permeability curves.

The modified LET model agrees well with the simulated relative per-
meability data. Similar to the interpolation-based model in Paper A, the
modified LET model is independent of the relative permeability–saturation
path. This implies that the model parameter does not need to be adjusted
for an arbitrary saturation history. Furthermore, a clear relationship be-
tween the pore-scale WA model parameter and the dynamic capillary pres-
sure model parameter is observed in this paper. The result also shows
the implications of wettability for experimental methodology as well as
macroscale simulation of wettability-altering fluids.
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5.1.3 Paper C
Title: Implicit linearization scheme for nonstandard two-phase flow

in porous media
Authors: A. M. Kassa, K. Kumar, S. E. Gasda, and F. A. Radu
Journal: International Journal for Numerical Methods in Fluids, (2020)

In this paper, we introduced the dynamic capillary pressure model that is
proposed in Paper A into the two-phase porous media flow model. This
time-dependent capillary pressure function introduces a non-local (in time)
term in the mass balance law, see Equations (2.24a) and (2.24b) in Chap-
ter 2. The resulting model is highly non-linear and considers the history of
the exposure of the REV to the WA agent. Due to the non-linearity and
dynamic heterogeneity of the designed model, it is impossible to derive an-
alytic solutions. As a consequence, a numerical approach is the only option
to predict such flow dynamics. However, developing robust algorithms for
finding numerical solutions is also a challenge in itself even for standard
models.

Paper C presents a monotone fixed-point iterative, inexact Newton,
linearization scheme for the resulting non-standard two-phase flow model.
First of all, the scheme treats the capillary pressure function (the non-
local term) semi-implicitly in time. The chain rule is applied to represent
the capillary pressure term in the pressure and transport equations, where
semi-backward Euler discretization is applied in time. This allows the
saturation profile to be evaluated at the current time step. Then we intro-
duce an L-scheme type stabilization term in the pressure and saturation
equations. Finally, an iteration step is introduced over the linearized mass
balance law to improve further the stability of the scheme. The scheme
take the advantage over the Newton’s method by not calculating the Jaco-
bian of the system, and over the IMPES by treating the capillary pressure
implicitly.

The convergence of the proposed linearization scheme is proved theoret-
ically by setting some physically reasonable assumptions on the model be-
haviors. For instance, the saturation functions are assumed to be bounded
and Lipschitz continuous. The theoretical convergence analysis of the
scheme is further supported by illustrative numerical examples, where the
potential of the scheme is evaluated for reservoir heterogeneity in addition
to the dynamic change of the capillary pressure function over exposure
time to the WA agent. The numerical results show that the scheme con-
verges, linearly, within a few number of iterations even for large alterations
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(jumps) in the capillary pressure function. As a complement, the scheme is
compared with the IMPES method. The newly proposed scheme shows an
improvement over the IMPES in terms of convergence stability and num-
ber of iterations. The iterative IMPES shows restriction on the choice of
the time step, whereas the proposed scheme converges for large time step
size.

The advantage of the scheme is its flexibility to choose large time step
size even for large capillary pressure function alteration (or saturation dis-
continuity). The numerical results show that the scheme slowly converges
to the solution for large time step size and large alteration in capillar-
ity. However, its quality to handle large time step size makes the scheme
compatible with Newton’s method in a straightforward manner. This im-
plies that an alternating between the scheme with Newton’s method may
improve the convergence rate.

5.1.4 Paper D
Title: Field-scale impacts of long-term wettability alteration in geo-

logical CO2 storage
Authors: A. M. Kassa, S. E. Gasda, D. Landa-Marbán, T. H. Sandve,

and K. Kumar
Journal: https://arxiv.org/abs/2108.06601, (2021)

A drastic reduction of CO2 emissions is a challenge because 85% of the
power generation is supplied by coal-fired power plants. Due to this, the
concentration of CO2 in the atmosphere may continue to rise unless strong
measures are implemented to reduce the net CO2 emissions. Thus, al-
ternative strategies such as forestation and storing CO2 in a subsurface
formation should be considered to mitigate the carbon problem. Subsur-
face CO2 storage is an emerging solution strategy to reduce the amount
of CO2 emissions into the atmosphere. Saline aquifers, coal beds, and
depleted oil/gas reservoirs are promising candidates for CO2 storage ap-
plications. Among these, the Saline aquifers are the deepest and largest
formations and are of interest in Paper D.

Paper D examines the storage capacity of saline aquifers theoretically
by coupling exposure time-dependent capillary pressure and relative per-
meability functions, that are developed in Papers A and B respectively,
with a two-phase compositional flow model. In this paper, we studied the
impact of variability of model parameters on the migration of CO2 in a
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dynamically altering aquifer. The variability of these parameters control
the capillary, viscous, and buoyancy forces, which are the main factors
that influence CO2 migration during and post injection. This paper simu-
lates the CO2-water migration for different parameters combinations and
quantifies the behavior of horizontal and vertical migration of CO2 plume.

The horizontal CO2 plume movement is analyzed based on a dimension-
less number, that is, the capillary number. The capillary number at macro
scale relates the viscous force with capillary force. This number is used
to asses the role of WA induced dynamic saturation functions in the CO2
plume movement. The assessment shows that the WA induced dynamic
saturation functions play a significant role in the capillary dominating flow
regime by increasing the storage efficiency of the aquifer, whereas very
viscous flow will not be greatly impacted by wettability dynamics in the
saturation functions. This implies that the horizontal CO2 plume move-
ment is similar regardless of the values of β(C) and/or η(C) for viscous
force dominating flow regime. In other words, the impact of WA induced
dynamic saturation functions on the CO2 plume migration decreases as
the capillary number of the flow increases.

This paper also quantifies the vertical migration of CO2. For this pur-
pose, we designed a two-layered section in which 50% of the storage is
saturated with CO2 provided that the CO2 never escape the caprock for
initial-wet constitutive curves. Then we introduce a WA agent to the
system through the saturation functions. As the wetting property of the
caprock is altered towards final-wet condition, the CO2 bubbles up to the
caprock due to the buoyancy force. Multiple numerical simulations are per-
formed to quantify the trend of the buoyant CO2 invasion of the caprock.
We measure the total CO2 in caprock over time for different fluid-rock pa-
rameters and proposed a simple model to evaluate the caprock integrity for
CO2 storage applications. More interestingly, the proposed model is used
for such a system to predict the total CO2 in the caprock for the given
time, WA rate (i.e., C value), caprock entry pressure and permeability
without doing intensive numerical simulations.

5.2 Conclusion
This thesis deals with the modeling and numerical analysis of the im-
pact of time-dependent wettability dynamics for a two-phase (particularly
CO2-water interaction) flow process in porous media: from pore scale to
macroscale processes. Wettability, a pore-scale property, strongly deter-
mines the distribution and relative movement of immiscible fluids at the
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pore level. This, in turn, controls the capillarity and relative permeability
of immiscible fluids in porous media at macroscale. In this thesis, we de-
signed frameworks to upscale the impact of WA process to the saturation
functions at the Darcy’s scale. Paper A has shown that an interpolation-
based model can successfully capture the pore-scale underpinnings of time-
dependent WA in the capillary pressure. However, the interpolation-based
models showed a limitation to upscale WA induced dynamics in the relative
permeability functions. As a consequence, another approach (parametric
approach in Paper B) is proposed to upscale the WA process in the relative
permeability functions. The designed approach modifies the existing static
models by including the WA process through model parameters. Among
many, the LET model is found to be flexible to include the wettability
dynamics in the relative permeabilities functions. The interpolation and
the modified LET models respectively showed an agreement with the BoT
simulated WA induced dynamic saturation functions data. More impor-
tantly, the models are independent of the saturation-time paths generated
by the drainage-imbibition displacements. Furthermore, we quantified the
relationships between the pore-scale WA model and macroscale model pa-
rameters. The implication of this result is that by knowing the mechanism
that controls CA change at the pore scale, which can be obtained by a rel-
atively simple batch experiment, one can quantify a priori the macroscale
dynamics without having to perform pore-scale simulations.

The resulting time-dependent saturation functions introduce non-local
(in time) terms in a Darcy-scale two-phase flow problem. The non-locality
is introduced due to the dynamic saturation functions. These functions are
exposure time (fluid history) dependent in addition to the current wetting
phase saturation profile. This adds extra complexities on the regularity of
these functions, and thus the resulting two-phase flow model is challenging
to solve. This thesis, however, proposed an alternative (robust) monolithic
linearization scheme that treats the dynamic capillary pressure term im-
plicitly in time for the resulting non-standard two-phase flow model. The
convergence of the proposed scheme is proved theoretically and illustrated
with numerical examples in Paper C. The numerical results showed that
the scheme is flexible on the choice of time-step size for reasonably fast WA
induced capillary pressure function alteration. This implies that combin-
ing the scheme with a Newton’s method is a straightforward application.
This would further improve the convergence speed and accuracy of the
approximation to simulate such complex models.

Another important contribution of this thesis is quantifying the impact
of time-dependent WA in the CO2-water displacement scenario at the field
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scale. The impact of WA on the CO2 plume movement is quantified based
on: (1) the non-dimensional grouping (particularly the capillary number)
for horizontal displacement scenario and (2) modeling of the caprock in-
tegrity for vertical WA induced CO2-water redistribution. From the nu-
merical experiment, we observed that the dynamic saturation functions
strongly impact the movement of CO2 plume in the capillary-dominated
flow regime and enhanced the storage efficiency of the aquifer. Non-trivial
CO2 redistribution is also observed for most dynamic case in low capil-
lary number regime. However, the numerical experiment results showed
that the effect of WA dynamics in the saturation functions decreases along
the capillary number. Implying that the WA is less significant in viscous
flow regime. The second objective of Paper D was quantifying the caprock
integrity under different WA rates and fluid-rock properties. In this exper-
iment, we observed that the capillarity act to trap the CO2 beneath the
caprock for initial-wet relative permeability and capillary pressure func-
tions. And, the CO2 plume can migrate far deep into the caprock for
final-wet capillary pressure and initial-wet relative permeability functions
compared to the final-wet capillary pressure and relative permeability func-
tions. The proposed scaling model showed that the long-term (gradual)
WA possess little risk to CO2 containment beneath low permeable caprock.

5.3 Future studies
This thesis can be considered as a starting stepping-stone to understand the
impact of time-dependent WA processes on the behaviors of multi-phase
flow (e.g., CO2 storage, oil recovery, and unsaturated flow applications to
name a few) in porous media. Particularly, we believe that this thesis
inspires more interesting works related to safe and secure CO2 storage
applications both in laboratory experiment and theory (pore to field scale).

For example, we note that the pore-scale model (i.e., non-interacting
capillary tubes) is simplistic in that it does not represent interactions be-
tween pores, and does not possess realistic pore-geometry (i.e., converging-
diverging throat diameters). Additionally, there is no natural hysteresis or
residual saturation in the BoT model. Thus, coupling advanced pore-scale
model with time-dependent WA process will be the interest of the future
works to investigate and represent the time-dependent WA dynamics in
the residual saturation and associated saturation functions. Furthermore,
the inclusion of WA effect in the relation between capillary pressure, in-
terfacial area, and saturation is also interesting aspect to understand the
safety of CO2 storage application.
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Secondly, robust and fast solvers for the resulting non-standard two-
phase flow model shall be examined in more detail manner. We recall that
the proposed scheme, in this thesis, is only compared with the IMPES
scheme. Therefore, a further study on the comparison of the linearization
schemes for such a model is important to accurately and efficiently pre-
dict the impact of WA on the CO2 storage application. Regarding the
field-scale WA quantification, more general sensitivity analysis is needed
to fully characterize the impact of WA on storage capacity and caprock
integrity. Further study is needed to determine whether the fundamental
nature of dynamic behavior that we observed in Paper D will hold when
higher-dimensional flow and WA induced residual saturation are coupled.
Theoretical studies that treat a two-dimensional flow condition, reservoir
heterogeneity, and long-term WA is important to fully understand the im-
pact of WA in CO2 storage application.

Finally, we note that the pore-scale WA model was not calibrated with
experimental data. And thus, a laboratory experiment is in need to cali-
brate further the pore-scale WA model.
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a b s t r a c t 

Wettability is a pore-scale property that has an important impact on capillarity, residual trapping, and hysteresis 

in porous media systems. In many applications, the wettability of the rock surface is assumed to be constant 

in time and uniform in space. However, many fluids are capable of altering the wettability of rock surfaces 

permanently and dynamically in time. Experiments have shown wettability alteration (WA) can significantly 

decrease capillarity in CO 2 storage applications. For these systems, the standard capillary-pressure model that 

assumes static wettability is insufficient to describe the physics. In this paper, we develop a new dynamic capillary- 

pressure model that takes into account changes in wettability at the pore-level by adding a dynamic term to the 

standard capillary pressure function. We assume a pore-scale WA mechanism that follows a sorption-based model 

that is dependent on exposure time to a WA agent. This model is coupled with a bundle-of-tubes (BoT) model 

to simulate time-dependent WA induced capillary pressure data. The resulting capillary pressure curves are then 

used to quantify the dynamic component of the capillary pressure function. This study shows the importance of 

time-dependent wettability for determining capillary pressure over timescales of months to years. The impact 

of wettability has implications for experimental methodology as well as macroscale simulation of wettability- 

altering fluids. 

1. Introduction 

Wettability plays an important role in many industrial applications, 

in particular subsurface porous media applications such as enhanced oil 

recovery (EOR) and CO 2 storage ( Blunt, 2001; Bonn et al., 2009; Iglauer 

et al., 2014, 2016; Yu et al., 2008 ). The wetting property of a given mul- 

tiphase system in porous media is defined by the distribution of contact 

angles. The contact angle (CA) is controlled by surface chemistry and as- 

sociated forces acting at the molecular scale along the fluid-fluid-solid 

interface ( Bonn et al., 2009 ). In porous media applications, microscale 

wettability determines the strength of pore-scale capillary forces and 

the movement of fluid interfaces between individual pores. At the core- 

scale, wettability impacts upscaled quantities and constitutive functions 

such as residual saturation, relative permeability, and capillary pressure, 

which in turn affect field-scale multiphase flow behavior. 

The standard assumption is that wettability is a static property of 

the multiphase system. However, the composition of many fluids is ca- 

pable of provoking the surfaces within pores to undergo wettability al- 

teration (WA) via a change in CA. CA change can alter capillary forces 

at the pore scale, and thus affect residual saturations of the system 

∗ Corresponding author at: NORCE Norwegian Research Center, Bergen, Norway. 

E-mail address: abka@norceresearch.no (A.M. Kassa). 

( Ahmed and Patzek, 2003; Blunt, 1997 ). This effect has been exploited 

extensively in the petroleum industry, where optimal wetting conditions 

in the reservoir are obtained through a variety of means that includes 

chemical treatment, foams, surfactants, and low-salinity water flooding 

(see for example Morrow et al., 1986; Buckley et al., 1988; Jadhunandan 

and Morrow, 1995; Haagh et al., 2017; Singh and Mohanty, 2016 ). 

Wettability is also recognized as a critical factor in geological CO 2 

sequestration which exerts an important role on caprock performance 

( Kim et al., 2012; Tokunaga and Wan, 2013 ). The sealing potential of 

the caprock is highly dependent on CO 2 being a strongly non-wetting 

fluid, and WA may lead to conditions that allow for buoyant CO 2 to leak 

( Chiquet et al., 2007a; Chalbaud et al., 2009 ). Besides, WA can affect 

residual saturation and subsequently impact the trapping efficiency of 

injected CO 2 ( Iglauer et al., 2014 ). Therefore, reliable quantification of 

wettability is needed for safe and effective CO 2 storage. 

Despite the fact that WA is known to impact core-scale capillarity and 

relative permeability behavior, few detailed measurements are avail- 

able to characterize the alteration of the constitutive function them- 

selves. Plug and Bruining (2007) have reported brine-CO 2 (gas, liquid) 

drainage-imbibition experiment and showed capillary instability for a 
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supercritical CO 2 -brine system, meaning that the capillary pressure mea- 

surements change steadily over time. The imbibition curve also exhib- 

ited a significant deviation from the expected curve that was not ex- 

plained by classical scaling arguments. The authors proposed WA as an 

explanation but did not explicitly measure any changes in CA. Addition- 

ally, recent experiments measured capillary pressure curves for a silicate 

sample using a fluid pairing of supercritical CO 2 and brine ( Wang and 

Tokunaga, 2015 ). Repeated drainage-imbibition cycles were performed 

for 6 months, and a clear reduction in capillary pressure was recorded 

for each subsequent drainage cycle. The authors also attributed these 

deviations from the expected capillary curve to a change in wettability 

of the rock sample over time due to CO 2 exposure, similar to aging. This 

hypothesis was confirmed through observations of a wetting angle in- 

crease from 0 ∘ to 75 ∘ after 6-months of exposure. It is also reported sim- 

ilar 𝑃 𝑐 − 𝑆 instability and deviation in dolomite/carbonate ( Wang et al., 

2016 ), and quartz ( Tokunaga et al., 2013; Wang et al., 2016 ) sands for 

scCO 2 -brine system. More literature on WA and 𝑃 𝑐 − 𝑆 measurements 

can be found in ( Tokunaga and Wan, 2013 ). 

The above experiments reveal that capillary pressure curves are not 

static for rocks that undergo WA, despite the fact they were performed 

following the standard multi-step procedure, i.e. where “equilibrium ” is 

obtained after each incremental step in pressure. Therefore, the standard 

capillary pressure models cannot be readily applied without additional 

dynamics to capture the long-term impact of WA. Capillary pressure dy- 

namics due to WA are distinct from non-equilibrium flow dynamics (e.g. 

Hassanizadeh et al., 2002; Dahle et al., 2005; Barenblatt et al., 2003 ) 

or from CA hysteresis generated by receding and advancing angles (e.g. 

Krumpfer and McCarthy, 2010; Eral et al., 2013 ). WA alteration is a 

chemistry-induced pore-scale phenomenon that alters the capillary pres- 

sure function separately from the flow conditions or other instabilities. 

That is, contact angle has the potential to change even when the sys- 

tem is at rest. On the other hand, NE models are formulated to address 

dynamics in only for systems that are flowing, and therefore a new ap- 

proach is needed to account for permanent and continual alteration of 

capillary pressure functions for both flowing and non-flowing systems. 

We note that capillary driven flow may initiate if the CA change is large. 

The standard approach to WA is to assume a change in surface chem- 

istry that occurs instantaneously, which results in an immediate shift 

in saturation functions ( Delshad et al., 2009; Lashgari et al., 2016; Yu 

et al., 2008; Andersen et al., 2015; Adibhatia et al., 2005 ). This im- 

plementation entails a heuristic approach that interpolates between the 

two end wetting states as a linear function of chemical agent concen- 

tration. Lashgari et al. (2016) have derived an instantaneous WA model 

from Gibbs energy and adsorption isotherms. The proposed WA model 

is coupled with 𝑃 𝑐 − 𝑆 relation through residual saturation. These mod- 

els neglect the impact of WA over longer timescales (months to years). 

They also do not capture pore-scale heterogeneity in wetting properties. 

In the available literature, only one study ( Al-Mutairi et al., 2012 ) has 

included the effect of exposure time on WA and constitutive relations for 

core scale simulation. But this numerical study does not sufficiently in- 

corporate or upscale pore-scale processes to core-scale constitutive laws. 

To our knowledge, a rigorous mathematical upscaling of long-term 

dynamics in 𝑃 𝑐 − 𝑆 functions introduced by exposure to a WA agent has 

not been previously performed. The focus of this paper is to propose a 

new dynamic capillary pressure model by upscaling the WA dynamics 

from the pore- to the core-scale. Section 2 describes our approach. We 

start with direct simulations of 𝑃 𝑐 − 𝑆 curves from a pore-scale model 

represented by a cylindrical bundle-of-tubes. WA is introduced at the 

pore scale using a mechanistic model for CA change as a function of ex- 

posure time to a reactive agent. This model is developed based on the in- 

sights from laboratory experiments, giving the flexibility to incorporate 

other data as appropriate. We emphasize the CA model is only meant as 

a basis on which to demonstrate the upscaling approach. In Section 3 , 

we present the resulting curves generated by the pore-scale model us- 

ing two different pore-scale models for CA change. These curves are then 

used to correlate the dynamic term in the upscaled 𝑃 𝑐 − 𝑆 function. Fi- 

nally, we analyze the link between pore-scale parameters and upscaled 

correlations. 

2. Approach 

The extended 𝑃 𝑐 − 𝑆 relationship introduces a dynamic component 

that captures the changing wettability as measured by the deviation of 

the dynamic capillary pressure from the equilibrium (static) capillary 

pressure. This relationship can be described as follows: 

𝑃 𝑐 ( ⋅) − 𝑃 st, in 
𝑐 

∶= 𝑓 dyn ( ⋅) , (1) 

where 𝑃 st, in 𝑐 represents the capillary pressure for the system given a 

static initial wetting state, and f dyn represents the deviation from the 

static state. The initial static curve can be described by the Brooks-Corey 

model, 

𝑃 st, in 
𝑐 

= 𝑐 𝑤 

( 

𝑆 𝑤 − 𝑆 𝑤𝑐 

1 − 𝑆 𝑤𝑐 

) − 𝑎 𝑤 
, (2) 

where c w is the entry pressure, 1/ a w is the pore-size distribution index, 

whereas S wc is the residual water saturation. 

The objective of this study is to characterize and quantify the dy- 

namic term f dyn , the key term of interest in the 𝑃 𝑐 − 𝑆 model, for a sys- 

tem that undergoes WA. We propose an interpolation model to handle 

the WA dynamics in 𝑃 𝑐 − 𝑆 relation. To obtain an interpolation model, 

the dynamic component in Eq. (1) can be scaled by the difference be- 

tween two static curves, each representing the initial and final wetting- 

state capillary pressure curves, to give a non-dimensional quantity 𝜔 we 

call the dynamic coefficient , which is defined as follows 

𝜔 

(
𝑃 st, f 
𝑐 

− 𝑃 st, in 
𝑐 

)
= 𝑓 dyn , (3) 

where 𝑃 st, f 𝑐 is the final wetting state capillary pressure. In the previous 

studies (e.g. see Delshad et al., 2009; Lashgari et al., 2016; Yu et al., 

2008; Andersen et al., 2015; Adibhatia et al., 2005 ), the coefficient 𝜔 is 

assumed only chemistry dependent. Here, 𝜔 in Eq. (3) is assumed to be 

a function of not only the chemistry but also the exposure time to the 

WA agent. 

The expression in Eq. (3) can be substituted into Eq. (1) to obtain a 

dynamic interpolation model 

𝑃 𝑐 = (1 − 𝜔 ) 𝑃 st, in 
𝑐 

+ 𝜔𝑃 st, f 
𝑐 

. (4) 

We note that in the model presented above, we have defined the “to- 

tal ” capillary pressure P c as simply the measured difference in phase 

pressures at any point in time. In a reservoir simulation, this would be 

capillary pressure in a given grid cell, whereas in a laboratory exper- 

iment designed to measure 𝑃 𝑐 − 𝑆 data, it corresponds to the pressure 

drop across the sample at equilibrium. For quasi-static displacement in 

a bundle of capillary tubes, P c is the difference between boundary con- 

dition pressures, i.e., 𝑃 𝑐 = 𝑃 𝑟𝑒𝑠 
𝑙 

− 𝑃 𝑟𝑒𝑠 
𝑟 

, (see Fig. 1 ). 

The exact nature of 𝜔 and its functional dependencies can only be 

determined from a full characterization of 𝑃 𝑐 − 𝑆 curves under different 

conditions. These curves can be derived from laboratory experiments, 

but this approach is costly and time-consuming. Alternatively, one may 

take a more theoretical approach by simulating 𝑃 𝑐 − 𝑆 curves using a 

pore-scale model that includes the impact of WA. 

For a system that undergoes WA, a significant change in CA could 

lead to the wetting phase becoming non-wetting and vice versa. For clar- 

ity, we will continue to use w subscript for the phase that was originally 

wetting and nw for the phase that is originally non-wetting regardless 

of the actual state of wettability in the system. 

2.1. Pore-scale model 

There are various choices of pore-scale models available. The easiest 

to implement and analyze is the bundle-of-tubes (BoT) model which is 

a collection of capillary tubes with a distribution of radii. Herein, we 
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Fig. 1. Fluid displacement in a non-interactive bundle-of-tubes (BoT). Here, the 

left reservoir contains non-wetting fluid that displaces the wetting fluid to the 

right and vice versa. 

describe the model and the approach for the implementation of time- 

dependent WA. 

The BoT model is a popular approach due to the simplicity of im- 

plementation and the ability to study the balance of energy and forces 

directly at the scale of interfaces ( Bartley and Ruth, 1999; Dahle et al., 

2005; Helland and Skjæveland, 2006 ). The average behavior of a BoT 

model can then be used to construct better constitutive functions at the 

macroscale ( Dahle et al., 2005; Helland and Skjæveland, 2006; 2007 ). 

There are known limitations to this pore-scale approach, i.e. lack of 

residual saturation and tortuosity. We emphasize that this study is a 

first step at studying the impact of long-term WA from pore- to core- 

scale, and as such these secondary aspects are beyond the scope of this 

work. 

In this paper, we consider cylindrical BoT having length, L, and is 

shown in Fig. 1 . These tubes are designed to connect wetting (right) 

and non-wetting (left) reservoirs with pressures labeled as 𝑃 res . r and 𝑃 res . 
𝑙 

respectively. Let the reservoir pressures difference be defined as 

Δ𝑃 = 𝑃 𝑟𝑒𝑠 
𝑙 

− 𝑃 𝑟𝑒𝑠 
𝑟 

. (5) 

Initially, the tubes in the bundle are filled with a wetting phase. To 

displace the wetting phase fluid in the m 
th tube, the pressure drop has 

to exceed the local entry pressure, P c,m , defined as ( Dahle et al., 2005 ) 

Δ𝑃 > 𝑃 𝑐,𝑚 ( 𝑅 𝑚 , 𝜃𝑚 ) , (6) 

where P c,m ( R m , 𝜃m ) is given by the Young’s equation 

𝑃 𝑐,𝑚 ( 𝑅 𝑚 , 𝜃𝑚 ) = 

2 𝜎 cos ( 𝜃𝑚 ) 
𝑅 𝑚 

, 𝑚 = 1 , 2 , ⋯ , 𝑁, (7) 

where R m and 𝜃m are the tube radius and CA, respectively, for the m 
th 

tube, N stands for number of tubes, 𝜎 is fluid-fluid interfacial tension. 

As long as condition (6) is satisfied, the fluid movement across the 

length of tube m can be approximated by the Lucas-Washburn flow 

model ( Washburn, 1921 ), 

𝑞 𝑚 = 

𝑅 
2 
𝑚 
(Δ𝑃 − 𝑃 𝑐,𝑚 ( 𝑅 𝑚 , 𝜃𝑚 )) 

8( 𝜇nw 𝑥 
𝑖𝑛𝑡 
𝑚 

+ 𝜇w ( 𝐿 − 𝑥 𝑖𝑛𝑡 
𝑚 
)) 
, (8) 

where, 𝜇nw and 𝜇w are non-wetting and wetting fluid viscosities, re- 

spectively, the superscript int stands for fluid-fluid interface, and 𝑞 𝑚 = 

𝑑𝑥 𝑖𝑛𝑡 
𝑚 
∕ 𝑑𝑡 is the interface velocity. The interface is assumed to be trapped 

when it reached at the outlet of the tube, thus 𝑞 𝑚 = 0 . A positive rate of 
change in 𝑥 𝑖𝑛𝑡 

𝑚 
is associated with an increase in non-wetting saturation 

for tube m . From Eq. (8) , one can then determine the required time to 

reach a specified interface position. 

2.2. Pore-scale time-dependent WA model 

In this paper, we consider a WA mechanism at the pore-scale that 

evolves smoothly from an initial to final wetting state through exposure 

time. The initial and final wetting states can be arbitrarily chosen, i.e. 

from wetting to non-wetting or vice versa. 

The WA agent is defined as either the non-wetting fluid itself or some 

reactive component therein. We consider an alteration process within 

any given pore, or tube, that continues until the ultimate wetting state is 

reached locally in the pore. The alteration is permanent, but can also be 

halted at some intermediate wettability state if the WA agent is displaced 

from the pore. If the agent is reintroduced to the pore at some later point, 

alteration continues until the final state is reached. 

To this end, we introduce a general functional form of pore-scale WA 

mechanism by CA change, 

𝜃𝑚 ( ⋅) ∶= 𝜃𝑚, in + 𝜑 ( ⋅)ΔΘ, (9) 

where ΔΘ = 𝜃𝑚, f − 𝜃𝑚, in , 𝜃m ,f and 𝜃m ,in are the ultimate and initial contact 

angles respectively. In Eq. (9) , 𝜃m decreases and increases based on the 

choice of the initial and final wetting conditions. The term 𝜑 ( · ) ∈ [0, 

1] (when 𝜑 ( ⋅) = 1 the CA attains its ultimate value and CA is fixed at the 
initial state when 𝜑 ( ⋅) = 0 ) in Eq. (9) is responsible for governing the 
WA dynamics. 

WA involves complex physical and chemical processes whose de- 

scription is beyond the scope of this work. However, we provide a brief 

summary of the role of adsorption/desorption processes in CA change 

( Blut, 2017; Du et al., 2019 ). Such a hypothesis has been supported 

by experiment measurements. For instance, CO 2 -water core-flooding 

experiments show adsorption-type relations between CA and pressure 

( Dickson et al., 2006; Jung and Wan, 2012; Iglauer et al., 2012 ), and 

also with exposure time ( Jafari and Jung, 2016; Saraji et al., 2013 ). 

Similar CA evolutions as a function of surfactant concentration and ex- 

posure time are reported in Davis et al. (2003) and ( Morton et al., 2005 ) 

for an oil droplet on a metal surface immersed in ionic surfactant solu- 

tions. In Morton et al. (2004) , a Langmuir adsorption model is proposed 

to predict the experiment observations in ( Davis et al., 2003 ). Given the 

insights above, we consider a CA model that evolves according to the 

rate of adsorption of the WA agent on the surface of the pores. Follow- 

ing McKee (1991) , van Erp et al. (2014) , the dynamic parameter 𝜑 in 

Eq. (9) can be stated as, 

𝑑𝜑 

𝑑𝑡 
= 𝐽 + − 𝐽 − , (10) 

where 𝐽 + and 𝐽 − represent rates of adsorption and desorption of a WA 

agent respectively at the solid surface. In McKee (1991) , 𝐽 + is taken 

to be proportional to the WA agent and the surface unoccupied by the 

adsorbed WA agent, i.e., 

𝐽 + = 𝑘 1 𝜒𝑚 

(
1 − 𝜑 ∕ 𝜑 

)
, (11) 

where k 1 is a rate constant, 𝜑 represents the maximum surface saturated 

concentration, and 𝜒m is a measure of the local exposure time of tube 

m . The desorption rate can be related with the current surface concen- 

tration and is defined as, 

𝐽 − = 𝑘 2 𝜑 (12) 

where k 2 is a rate constant for desorption rate. Combining Eqs. (10) –(12) 

would give us, 

𝑑𝜑 

𝑑𝑡 
= 𝑘 1 𝜒𝑚 

(
1 − 𝜑 ∕ 𝜑 

)
− 𝑘 2 𝜑. (13) 

Assuming 𝜑 = 1 and following McKee (1991) , one can apply a perturba- 
tion analysis to Eq. (13) to obtain a first-order approximation for 𝜑 in 

terms of 𝜒m , 

𝜑 ≈
𝜒𝑚 

𝐶 + 𝜒𝑚 

, (14) 

where 𝐶 = 

𝑘 2 
𝑘 1 
is a parameter that controls the speed and extent of alter- 

ation. 𝜒m is defined as the time-integration of exposure to a WA agent, 

here taken to be the local non-wetting saturation of tube m , 

𝜒𝑚 ∶= 

1 
𝑇 ∫

𝑡 

0 

𝑥 𝑖𝑛𝑡 
𝑚 

𝐿 

𝑑𝜏, (15) 
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where T is a pre-specified characteristic time. In this paper, the charac- 

teristic time is set as the time for one complete drainage displacement 

under static initial wetting conditions, which can be pre-computed ac- 

cording to Eq. (8) . 

As an aside, detailed laboratory work would be needed to further 

enrich the pore-scale CA model by fitting C to experimental data. This 

exercise is beyond the scope of this paper, and we consider the under- 

lying CA change in Eq. (14) a reasonable basis for which to perform the 

upscaling aspect of our study. 

Herein, we consider two models for exposure time at the local scale. 

For first we take the case where CA modification based on Eq. (14) is 

strictly dependent on local exposure time 𝜒m and leads to CA variation 

from tube to tube, hereafter referred to as the non-uniform WA mecha- 

nism. We note that wettability gradients within individual tubes are not 

considered in this model, and thus there is no variation in CA along the 

tube. This is due to the flow model in Eq. (8) , where the CA only affects 

the entry pressure of the tube. 

The second is referred to as uniform WA , which is based on the as- 

sumption that the WA agent dissolves into the wetting phase from the 

non-wetting fluid and affects all tubes simultaneously. In this case, all 

tubes have the same properties that are governed by the bulk exposure 

time across the entire bundle (i.e. REV). We can define 𝜒

𝜒 ∶= 

1 
𝑇 ∫

𝑡 

0 
𝑆 𝑛𝑤 𝑑𝜏. (16) 

as the bulk or average, exposure time as a function of average saturation. 

The uniform model is implemented into Eq. (14) by taking 𝜒𝑚 = 𝜒 . 

In summary, we introduce two types of WA mechanisms, uniform 

and non-uniform, that serve as end members of possible WA mecha- 

nisms at the pore-scale. On the one end, non-uniform WA restricts al- 

teration to only drained pores and excludes any interaction of the WA 

agent between pores. This leads to significant heterogeneity in CA from 

one pore to another. At the other end, the uniform case assumes the WA 

agent can alter all pores simultaneously. In reality, WA will lie some- 

where in between, but we have chosen simpler end members to aid in 

further analysis of simulated data in the next section. 

2.3. Simulation approach 

The uniform and non-uniform approaches are coupled into the BoT 

model following Algorithm 1 for a single drainage-imbibition cycle. The 

objective is to perform simulated experiments that mimic laboratory- 

derived capillary pressure curves, i.e. the pressure is adjusted incremen- 

tally up or down after each step depending on if the bundle is under 

drainage or imbibition, respectively. Contact angles are updated contin- 

uously throughout the flow processes in a step-wise manner once the 

displacement is completed for each pressure increment. That is, contact 

angles that have been altered according to the uniform or non-uniform 

mechanism, are updated before the next pressure increment. This is a 

reasonable approximation given that it is only entry pressures in indi- 

vidual tubes that are affected by CA change. 

We control the pressure drop ΔP in the way that the WA process 
is completed within a few numbers of drainage-imbibition cycles. In 

the first drainage-imbibition cycles, the ΔP increment is such that tubes 
drain/imbibe one at a time with a pressure drop close to the next tube 

entry pressure. In the last drainage-imbibition cycle, every ΔP increment 
is reduced by two and three orders of magnitude for the non-uniform 

and uniform case, respectively. Consequently, the flow slows down by 

the same magnitude irrespective of whether the tube drains or imbibes. 

At the completion of the numerical experiment, we obtain a set of 𝑃 𝑐 − 𝑆

“data points ” that can be plotted in the usual way. 

Once the capillary pressure curves are generated for both the uniform 

and non-uniform approaches, the resulting curves are used to quantify 

the dynamic coefficient in the interpolation function in Eq. (4) . The goal 

is to develop a correlation model that involves only a single parameter, 

Algorithm 1 A single drainage-imbibition cycle. Fluid and rock prop- 

erties are given according to Table 2 

1: Drainage displacement 

2: set the maximum capillary pressure 𝑃 max 
𝑐 

3: while Δ𝑃 < 𝑃 max 
𝑐 

do 

4: increase the non-wetting pressure, 𝑃 res 
𝑙 

5: calculate the pressure drop Δ𝑃 = 𝑃 res 
𝑙 

− 𝑃 res 
𝑟 

6: if Δ𝑃 > 

2 𝜎 cos ( 𝜃𝑚 ) 
𝑅 𝑚 

then 

7: drain the respective tubes 

8: calculate the elapse of time to drain tubes from Equation (8) 

9: calculate and store averaged quantities 𝑆 𝑛𝑤 and 𝜒

10: if non-uniform WA then 

11: calculate 𝜒𝑚 for invaded pores from Equation (15) 

12: calculate 𝜃𝑚 from Equation (9) and (15) 

13: else if uniform WA then 

14: update each 𝜃𝑚 in bundle identically from Equation (9) 

15: and (16) 

16: end if 

17: end if 

18: end while 

19: Imbibition displacement 

20: define the minimum entry pressure 𝑃 min 
𝑐 

21: while Δ𝑃 > 𝑃 min 
𝑐 

do 

22: decrease the non-wetting pressure, 𝑃 res 
𝑙 

23: calculate the pressure drop Δ𝑃 = 𝑃 res 
𝑙 

− 𝑃 res 
𝑟 

24: if Δ𝑃 > 

𝜎 cos ( 𝜃𝑚 
𝑅 𝑚 

then 

25: imbibe the respective tubes 

26: calculate the elapsed of time to imbibe tubes from 

27: Equation (8) 

28: calculate and store averaged quantities 𝑆 𝑛𝑤 and 𝜒

29: if non-uniform WA then 

30: calculate 𝜒𝑚 from Equation (15) 

31: update 𝜃𝑚 from Equation (9) and (15) 

32: else if uniform WA then 

33: update each 𝜃𝑚 identically from Equation (9) and (16) 

34: end if 

35: end if 

36: end while 

and this parameter should have a clear relation with changes in the 

pore-scale WA model parameter C . 

3. Results 

In this section, we present the simulated capillary pressure and as- 

sociated results for each WA case. We formulate a correlation model, 

which is then fit to the simulated data. Finally, we investigate the sen- 

sitivity of the correlated model to the pore-scale WA parameter. 

3.1. Bundle of tubes model set-up 

The pore scale is described by a BoT model (see Section 2.1 ). 

Each tube in the BoT is assigned a different radius R, with the radii 

drawn from a truncated two-parameter Weibull distribution ( Helland 

and Skjæveland, 2006 ) 

𝑓 ( 𝑅 ) = 

[
𝑅 − 𝑅 min 

𝑅 av 

]
𝜂−1 𝜂

𝑅 av 
exp 

(
− 

[
𝑅 − 𝑅 min 

𝑅 av 

]
𝜂
)

1 − exp 
(
− 

[
𝑅 max − 𝑅 min 

𝑅 av 

]
𝜂

) (17) 

where 𝑅 max , 𝑅 min , and R av are the pore radii of the largest, smallest, and 

average pore sizes, respectively, and 𝜂 is a dimensionless parameter. The 

average is obtained by the mean of 𝑅 max and 𝑅 min . The rock parameters 

and fluid properties are listed in Table 1 . 
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Fig. 2. Simulated 𝑃 𝑐 − 𝑆 data for the initial and final wetting states compared 

to a Brooks-Corey model with calibrated parameters given in Table 2 . 

3.2. Static capillary pressure for end wetting states 

A starting point for the dynamic capillary-pressure models presented 

in Section 2 ( Eqs. (1) and (4) ) is characterizing the capillary pressure 

curves for the end wetting states. Given the same tube geometry and 

fluid pairing described above, the capillary pressure–saturation data are 

simulated under static conditions for both the initial and final wetting 

states. 

Only a single drainage experiment is needed in the static case to fully 

characterize the capillary pressure curve. This is due to the lack of resid- 

ual trapping in a BoT model. We emphasize that hysteresis is not possible 

for a BoT if the contact angles in the tubes (and other parameters) are 

held constant. 

The simulated static curves are then correlated with the Brooks- 

Corey model (2) . The resulting correlations can be found in Fig. 2 , while 

fitted parameters for the Brooks-Corey model can be found in Table 2 . 

Note that the Brooks-Corey model is undefined at zero irreducible wet- 

ting phase saturation. Thus, we left a few pores undrained to allow for 

comparison between the Brooks-Corey model and the simulated 𝑃 𝑐 − 𝑆

data. 

Fig. 2 compares the Brooks-Corey formula (2) and the capillary pres- 

sure curves associated with static contact angles (initial and final wet- 

ting states). 

The Brooks-Corey correlation gives an excellent match to the sim- 

ulated 𝑃 𝑐 − 𝑆 data under static conditions. We observe that the pore- 

Table 1 

Parameters used to simulate quasi-static fluid displacement in BoT. 

parameters values unit parameters values unit 

𝜎ow 0.0072 N/m no. radii 500 [-] 

𝑅 min 6 μm 𝑅 max 40 μm 

𝜃f 80 degree 𝜃in 0.0 degree 

𝜇w 0.0015 Pa.s 𝜇nw 0.0015 Pa.s 

R av 23 μm L 0.001 m 

𝜂 1.5 [-] 

Table 2 

Estimated correlation parameter values for initial and final wetting 

state capillary pressure curves. 

Initial wetting state Final wetting state 

param. value unit param. value unit 

c w 360 [Pa] c w 56 [Pa] 

a w 0.2778 [-] a w 0.2778 [-] 

R 2 1 - R 2 1 - 

size distribution index a w for the initial and final wetting states are the 

same, which is expected since the same distribution of tube radii is used 

in both cases. On the other hand, the coefficient c w decreases by a fac- 

tor of 0.85 from the initial to the final wetting state corresponding to 

a decrease in a core-scale capillary entry pressure. The Leverett-J scal- 

ing theory ( Xu et al., 2016 ) predicts that entry pressure scales by cos 𝜃, 

which agrees nicely with the reduction in cos 𝜃 by a factor of 0.83 for a 

CA change from 0 to 80 degrees. 

We reiterate that for the static case where no WA occurs, the Brooks- 

Corey model describes both drainage and imbibition for the BoT. 

3.3. Simulated capillary pressure data 

We present the simulated capillary pressure data (see Fig. 3 ), com- 

paring the results of the uniform and non-uniform approaches described 

previously. The uniform data are generated with the pore-scale WA pa- 

rameter 𝐶 = 0 . 005 , while for the non-uniform data 𝐶 = 5 × 10 −4 . A total 
of two and four drainage-imbibition cycles carried out for the uniform 

and non-uniform cases, respectively. 

For both cases, we observe a steady decrease in capillary pressure 

over time. In the end, a complete wettability change has evolved from 

the initial to final prescribed states, whose static curves are plotted in 

Fig. 3 for reference. Having reached the final wetting state, any addi- 

tional drainage-imbibition cycle would follow along the static curve for 

the final wetting state. We remark that wettability-induced dynamics 

also introduces an apparent hysteresis in the 𝑃 𝑐 − 𝑆 data. This effect 

is unique to the cylindrical BoT model, which we recall cannot exhibit 

hysteresis under static wettability conditions. However, a real porous 

medium may exhibit capillary pressure hysteresis with static wettabil- 

ity. 

There are notable differences between the two sets of curves. For the 

uniform case ( Fig. 3 a), there are distinct curves for each drainage and 

imbibition displacement. The capillary pressure begins to decrease im- 

mediately and in a continuous manner over time. This is because the CA 

( Fig. 4 a) is changing for all tubes simultaneously based on the average 

exposure time over the entire bundle. The uniformity results in the CA 

in smaller tubes being altered significantly at an early time (at the same 

rate as the larger tubes), and thus the capillary pressure is decreased 

even at low average wetting saturation in the first drainage curve. The 

fast dynamics in CA change lead to a non-monotone capillary curve at 

an early time. 

In comparison, the non-uniform case ( Fig. 3 b) has a delay in exhibit- 

ing the effects of WA. The initial drainage curve is identical to the initial 

wetting static curve and all subsequent drainage curves follow along the 

previous imbibition curve. This is a result of the restriction on CA change 

to only tubes that are drained. In other words, at the tube-level, there 

is no change in entry pressure from the initial state (or the state after a 

single drainage-imbibition cycle) until that tube is drained. In contrast 

to the uniform case, the capillary pressure at low S w is drawn towards 

the initial state. This can be described by examining the CA per tube ra- 

dius in time, shown in Fig. 4 b. Larger tubes that drain first and imbibe 

last, resulting in longer local exposure time, and thus more extensive CA 

change, compared to the smaller tubes that drain last and imbibe first. 

Therefore, the initial wetting state persists in the smaller tubes. 

We recall that both the uniform and non-uniform cases are selected 

as end members of possible WA mechanisms in real porous media. In 

real systems, WA in different sized pores may occur in a more complex 

manner. 

We have observed above that capillary pressure curves in Fig. 3 a and 

b are not a unique function of saturation, that is, they exhibit hysteresis 

for this simple BoT geometry. We note that the 𝑃 𝑐 − 𝑆 data points are 

color-coded according to time evolved at each data point. This motivates 

a transformation of the data into the time domain by plotting against 

𝜒, as shown in Fig. 5 for both cases. In doing so, we obtain a unique 

function with respect to exposure time for both the uniform and non- 

uniform cases. We note that the curves in Fig. 5 show that the capillary 
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pressure increases and decreases with each drainage-imbibition cycle. 

In addition, the transformation reveals the separate drainage curves for 

the non-uniform case that were hidden in Fig. 3 b. 

3.4. Dynamic capillary pressure model development 

Following the approach discussed in Section 2 , we applied Eq. (3) to 

calculate the dynamic coefficient 𝜔 for both the uniform and non- 

uniform cases. The resulting coefficient is plotted in Fig. 6 as a function 

of both S w (top panels) and 𝜒 (bottom panels) for both WA cases. We 

recall that 𝜔 is a coefficient that interpolates between the capillary pres- 

sure at the initial and final wetting states at any given saturation, where 

𝜔 = 0 gives the initial capillary pressure and 𝜔 = 1 gives the final 𝑃 𝑐 − 𝑆

curve. 

For the uniform case, 𝜔 is a non-unique function of wetting-phase 

saturation, see Fig. 6 a, but with values that are continuously increas- 

ing as the dynamic capillary pressure moves towards the final wetting 

state. For the non-uniform case, the dynamic coefficient in Fig. 6 b also 

exhibits non-uniqueness with respect to saturation. Reflecting the 𝑃 𝑐 − 𝑆

data, the capillary pressure persists at the initial state at low saturation. 

This means that the value of 𝜔 decreases with decreasing S w along the 

drainage path and increases only along imbibition paths. The complex 

relation of 𝜔 in saturation space makes it challenging to propose a func- 

tional form for 𝜔 − 𝑆 𝑤 relation in both cases. 

Figs. 6 c and 6 d show that 𝜔 exhibits different behavior as a function 

of average exposure time. For the uniform case, Fig. 6 c, 𝜔 is smoothly 

increasing and uniquely related to 𝜒, mimicking the functional form of 

the pore-scale model in Eq. (9) . On the other hand, the coefficient 𝜔 in 

the non-uniform case, Fig. 6 d, is not monotonically increasing in 𝜒 but 

continues to rise and fall with time despite the transformation to the 

temporal domain. 

The curves in Fig. 6 give us important insight into the form of 𝜔 best 

suited to each WA case. We take each case in turn: 

3.4.1. Uniform case 

The smoothly varying functionality of 𝜔 and 𝜒 in Fig. 6 c motivates 

an adsorption-type model: 

𝜔 = 

𝜒

𝛽1 + 𝜒
, (18) 

where 𝛽1 is a fitting parameter obtained from the best fit to the simu- 

lated data in Fig. 6 c. For this particular case, the calibrated parameter 

is estimated to be 𝛽1 = 0 . 01 . 
The form of the dynamic 𝑃 𝑐 − 𝑆 model for the uniform case is ob- 

tained by substituting Eq. (18) into Eq. (4) to give: 

𝑃 𝑐 = 

𝜒

𝛽1 + 𝜒

(
𝑃 st , f 
𝑐 

− 𝑃 st , in 
𝑐 

)
+ 𝑃 st , in 

𝑐 
. (19) 

3.4.2. Non-uniform case 

The non-trivial behavior of 𝜔 in Fig. 6 d makes it challenging to pro- 

pose a functional relation between the dynamic coefficient 𝜔 and 𝜒 di- 

rectly as we did for the uniform WA case. Instead, we observe that 𝜔 in 

Fig. 6 b has a well-behaved curvature for each drainage-imbibition cy- 

cle along the saturation history. Further, the curvature of each cycle is 

increasing with increasing exposure time. Given these insights, we pro- 

posed a model for the dynamic coefficient that has the following form, 

𝜔 ( 𝑆 𝑤 , 𝜒) = 

𝑆 𝑤 

𝛼( 𝜒) + 𝑆 𝑤 

, (20) 

where 𝛼 controls the curvature of the 𝜔 − 𝑆 𝑤 curve for each drainage- 

imbibition cycle. Since 𝜔 is increasing function of exposure time, 𝛼

should decrease along the averaged variable 𝜒 . 

The function form of 𝜔 in Eq. (20) is then matched with the 𝜔 − 𝑆 𝑤 

data to analyze the dynamics of 𝛼 along 𝜒 . The obtained 𝛼 − 𝜒 relation 

is decreasing as hypothesized and in particular has the follwing form, 

𝛼( 𝜒) = 𝛽2 ∕ 𝜒, (21) 

where 𝛽2 is non-dimensional fitting parameter. For this particular simu- 

lation the parameter 𝛽2 is estimated to be 0.004 for the four of drainage- 

imbibition cycles. 

The form of the dynamic 𝑃 𝑐 − 𝑆 model for the non-uniform case is 

then obtained by substituting Eqs. (20) and (21) into Eq. (4) : 

𝑃 𝑐 = 

𝜒𝑆 𝑤 

𝛽2 + 𝜒𝑆 𝑤 

(
𝑃 st, f 
𝑐 

− 𝑃 st, in 
𝑐 

)
+ 𝑃 st, in 

𝑐 
. (22) 

The calibrated dynamic capillary pressure models in Eqs. (19) and 

(22) are compared with the simulated capillary pressure data in Fig. 3 , 

with the results presented in Fig. 7 for each WA case. We observe that 

the proposed dynamic models agree well with simulated dynamic cap- 

illary pressure curves. The correlation coefficient for this comparison 

is 𝑅 
2 = 0 . 9921 and 𝑅 

2 = 0 . 98 , for the uniform and non-uniform case, re- 

spectively. Thus, we have obtained a single-parameter model in both the 

uniform and non-uniform WA cases that describe the evolution of dy- 

namic capillarity over multiple drainage-imbibition cycles rather than 

using a model consisting of multiple parameters that change with each 

cycle (or hysteresis models). 

3.5. Model sensitivity to pore-scale model parameter 

We hypothesize that parameters 𝛽1 in Eq. (19) and 𝛽2 in Eq. (22) are 

dependent on the parameter C in Eq. (9) that controls the dynamics of 

wettability alteration at the pore-scale. We investigate this sensitivity by 

repeating the capillary pressure simulations for different values of the 

pore-scale parameter C and determine the correlated value of 𝛽1 and 𝛽2 
in each case. 

For the uniform WA case, Fig. 8 a shows that the interpolation model 

parameter is linearly proportional to the pore-scale model parameter, 

with a proportionality constant of 2. Thus, the relationship 𝛽1 = 2 𝐶 can 

be used to predict the upscaled parameter directly from knowledge of 

the pore-scale process. In contrast, the non-uniform case in Fig. 8 b shows 

a power law model, where 𝛽2 = 𝑏 1 𝐶 
𝑏 2 is correlated with estimated pa- 

rameters of 𝑏 1 = 3 . 3 × 10 6 and 𝑏 2 = 1 . 8 . 
The general form of dynamic capillary pressure model can now be 

obtained for the uniform WA by incorporating the relationship for 𝛽1 in 

Eq. (19) : 

𝑃 𝑐 = 

𝜒

2 𝐶 + 𝜒

(
𝑃 st, f 
𝑐 

− 𝑃 st, in 
𝑐 

)
+ 𝑃 st, in 

𝑐 
. (23) 

Similarly, we obtain a general non-uniform model by substituting 𝛽2 in 

Eq. (22) 

𝑃 𝑐 = 

𝜒𝑆 𝑤 

𝑏 1 𝐶 
𝑏 2 + 𝜒𝑆 𝑤 

(
𝑃 st, f 
𝑐 

− 𝑃 st, in 
𝑐 

)
+ 𝑃 st, in 

𝑐 
. (24) 

In their final form, the dynamic capillary pressure models in 

Eqs. (23) and (23) are dependent on two variables, saturation and time, 

and a single wettability parameter, C . The latter must be determined by 

fitting Eq. (9) with parameter C to laboratory experiments for a given 

sample exposed to a WA agent. 

3.6. Applicability to arbitrary saturation history 

We note that the saturation history used to generate the 𝑃 𝑐 − 𝑆

curves for the two WA cases in Figs. 3 a and 3 c can be thought of in 

each case as a single arbitrary path within an infinite number of possi- 

ble paths. If a different path had been chosen, such as a flow reversal at 

intermediate saturation or a prolonged exposure time at a given satura- 

tion, it would result in entirely different capillary pressure dynamics. 

In order to test the dynamic models developed in Eqs. (19) and 

(22) for any arbitrary saturation history, we generate many different 

𝑃 𝑐 − 𝑆 curves by taking numerous different paths in the saturation-time 

domain. The resulting simulated data forms a surface with respect to 

saturation and exposure time as shown in Fig. 9 a and b 
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Fig. 3. Simulation results for WA-induced dy- 

namics of capillary pressure as a function of 

wetting saturation given uniform (a) and non- 

uniform (b) WA at the pore-scale. The color of 

each data point indicates the time elapsed in 

months, with elapsed time equal to 7 months 

for the uniform case and 20 months for the non- 

uniform case. The data points are obtained fol- 

lowing Algorithm 1 . The static 𝑃 𝑐 − 𝑆 curves 

for the end wetting states, 𝜃in and 𝜃f , are plot- 

ted as a reference with dotted and dashed line, 

respectively. 

Fig. 4. CA, 𝜃, for the uniform case (a) and non- 

uniform case (b). Uniform CA, which is identical 

across the bundle, is shown as a function of av- 

erage saturation. The CA data show the drainage- 

imbibition fluid history paths. Non-uniform CA is 

shown as a function of tube radius and time. The 

color scale in both figures indicates time elapsed in 

months. 

Fig. 5. Capillary pressure data plotted as a 

function of 𝜒 for the uniform (a) and non- 

uniform (b) WA case. The color of each data 

point indicates the time elapsed in months. 

The inset plot in (b) is the resolution of the 

capillary pressure for the first three cycles. 

We then apply the calibrated dynamic models to the same saturation- 

time paths used to generate the 𝑃 𝑐 − 𝑆 − 𝜒 surface. The difference be- 

tween the calibrated model and the simulated data is shown in Fig. 9 c 

and d for the uniform and non-uniform cases, respectively. A good com- 

parison of the dynamic models to simulated data demonstrates that 

model calibration to a single saturation-time path is robust enough to 

be applied to any possible path. 

3.7. Discussion 

We investigated the potential of the interpolation-based model to 

predict the WA induced dynamics in capillary pressure–saturation re- 

lations. In the interest of completeness, we also explored other types 

of models to capture capillary pressure dynamics, including the mixed- 

wet model of Skjæveland et al. (2000) . For brevity, we do not report the 

results of that separate study herein. We found that although other mod- 

els could be calibrated with reasonable accuracy, they all involved more 

than one calibration parameter (up to four) that need to be adjusted in 

each drainage-imbibition cycle. Therefore, the single-parameter single- 

valued interpolation model presented in this study is the preferred 

model due to its reliability for replicating the simulated BoT data. 

The proposed interpolation model is an upscaled model that allows 

for a change in capillary pressure as a function of upscaled variables, 

saturation, and exposure time, to a WA agent. We recall that exposure 

time is simply the integration of saturation history over time. The model 

consists of three main components – two capillary pressure functions at 

the initial and final wetting state and a dynamic interpolation coefficient 

that moves from one state to the other. The initial and final capillary 
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Fig. 6. Plot of the dynamic coefficient 𝜔 against wetting phase saturation (top) and 𝜒 (bottom) for the uniform WA case (left panels) and non-uniform WA case (right 

panels). The data points are color-coded with exposure time in months. The inset plot in (d) is the resolution of the dynamic coefficient for the first three cycles. 

Fig. 7. Comparison of the dynamic models in Eqs. (19) and (22) with the simulated 𝑃 𝑐 − 𝑆 data in Fig. 3 for uniform (a) and non-uniform (b) WA cases. The data 

points are color-coded with exposure time in months. 

pressure functions can be determined a priori from static experiments 

using inert fluids. In this study, the initial and final states are represented 

by classical Brooks-Corey functions. The dynamic coefficient is thus the 

only variable correlated to dynamic capillary pressure simulations. In 

this study, we have shown that the coefficient can be easily correlated 

to saturation and exposure time via a single parameter. 

We have observed that the form of the dynamic term is dependent on 

the underlying mechanisms for WA. We employed two models, uniform 

and non-uniform, that represent two end members of real systems. One 

end member is identical CA throughout the REV, while the other results 

in severely heterogeneous CA from small to large pores. The differences 

in the two WA mechanisms changes the complexity of the resulting cap- 

illary dynamics. In the uniform case, the dynamic coefficient can be cor- 

related to exposure time through a sorption-type model, which seems to 

be a natural result given the CA change at the pore scale is also based on 

a sorption model. This is an interesting observation that requires more 

analysis in future work. In the non-uniform case, the dynamic coeffi- 

cient has no similar sorption form with increased exposure time, but 
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Fig. 8. The relation between pore-scale wettability parameter C and the correlation parameters 𝛽1 and 𝛽2 in Eqs. (19) and (22) for the uniform (a) and non-uniform 

(b) WA cases, respectively. 

Fig. 9. Top : Simulated capillary pressure obtained by taking multiple paths in the 𝑆 𝑤 × 𝜒 domain, for the uniform (left) and non-uniform (right) cases. Bottom : The 

difference between the dynamic model (23) with the respective data, scaled by 𝑃 max 
𝑐 

. 

now with the product of saturation and exposure time as the dynamic 

variable. The additional complexity is needed to draw the capillary pres- 

sure curve back to the initial wetting at low saturation (a region of the 

𝑃 𝑐 − 𝑆 curve dominated by smaller pores where the CA takes longer to 

change). 

An important result of this study is quantifying the link between the 

pore- and core-scale. We showed that by varying the parameter that al- 

ters the speed and extent of CA change in each individual pore, we could 

predict the resulting impact on dynamic capillary pressure. In fact, in 

both the uniform and non-uniform cases, there is a very simple scaling 

from the pore-scale and macroscale parameters. In the uniform case, 

the two parameters are directly proportional, while in the non-uniform 

case, the macroscale parameter scales with the pore-scale parameter via 

a power law. The implication of this result is that by knowing the mech- 

anism that controls CA at the pore-scale, which can be obtained by a rel- 

atively simple batch experiment, we can quantify a priori the macroscale 

dynamics without having to perform pore-scale simulations. This is an 

important generalization and valuable for making use of experimental 

data to inform macroscale constitutive functions. 

We have quantified the ability of the interpolation model to cap- 

ture underlying WA at the pore-scale for a simple BoT. This result is a 

natural development from previous studies that incorporate the interpo- 
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lation model directly into reservoir simulation of wettability alteration. 

In those studies, the model was matched directly to core-scale data in 

a heuristic manner. The contribution of this study is to quantify the 

pore-scale underpinnings to the interpolation model through a direct 

and systematic manner, thus providing additional evidence to the valid- 

ity of this type of model for use in macroscale simulation. 

Despite the satisfactory and relatively straightforward correlation of 

the interpolation model to simulated 𝑃 𝑐 − 𝑆 data, the exact quantifica- 

tion of the dynamics is ultimately restricted by the simplicity of the BoT 

model. We chose this simple approach in order to isolate the WA process 

from other complexities associated with real pore networks, and thus be- 

gin to assess the mechanisms linking the pore- and core-scales. Though 

beyond the scope of the current work, further study is needed to deter- 

mine whether the fundamental nature of dynamic behavior we observe 

will hold when additional complexity is added. Further advancements 

can be made by adding complexity to the porous media (i.e. converging- 

diverging throat diameters or tortuosity) or to the pore-scale WA model. 

Theoretical work using pore-network models should also be combined 

with laboratory investigations to further calibrate the underlying WA 

mechanisms. 

4. Conclusions 

In this paper, we designed a framework to upscale the impact of 

time-dependent WA mechanisms at the pore scale on the dynamics in 

capillary pressure-saturation functions at the Darcy-scale. We found that 

an interpolation-based dynamic model can predict the change in capil- 

lary pressure due to underlying WA. The form of the dynamic interpo- 

lation coefficient is dependent on exposure time to a chemical agent, 

with a different mathematical form depending on the pore-scale WA 

mechanism. The correlated dynamic capillary pressure model shows an 

excellent match with simulated Pc-S data and reliably predicts capillary 

dynamics independent of the saturation-time path. More importantly, 

the model relies on a single interpolation parameter that has a clear and 

simple relationship with the pore-scale WA parameter. 

CRediT authorship contribution statement 

Abay Molla Kassa: Conceptualization, Data curation, Writing - orig- 

inal draft, Writing - review & editing. Sarah Eileen Gasda: Conceptual- 

ization, Data curation, Writing - original draft, Writing - review & edit- 

ing. Kundan Kumar: Writing - review & editing. Florin Adrian Radu: 

Writing - review & editing. 

Acknowledgement 

Funding for this study was through the CHI project (n. 255510) 

granted through the CLIMIT program of the Research Council of Nor- 

way. 

References 

Adibhatia, B., Sun, X., Mohanty, K., 2005. Numerical studies of oil production from ini- 

tially oil-wet fracture blocks by surfactant brine imbibition. In: SPE International Im- 

proved Oil Recovery Conference in Asia. SPE J. https://doi.org/10.2118/97687-MS . 

Ahmed, A., Patzek, T.W., 2003. Impact of wettability alteration on two-phase flow char- 

acteristics of sandstones: a quasi-static description. Water Resour. Res. 39, 1–12. 

https://doi.org/10.1029/2002WR001366 . 

Al-Mutairi, S.M., Abu-Khamsin, S.A., Hossain, M.E., 2012. A novel approach to 

handle continuous wettability alteration during immiscible CO 2 flooding pro- 

cess. In: Abu Dhabi International Petroleum Conference and Exhibition. SPE 

https://doi.org/10.2118/160638-MS . 

Andersen, P.Ø., Evje, S., Kleppe, H., Skjæveland, S.M., 2015. A model for 

wettability alteration in fractured reservoirs. SPE J. 20, 1261–1275. 

https://doi.org/10.2118/174555-PA . 

Barenblatt, G., Patzek, T., Silin, D., 2003. The mathematical model of nonequilibrium ef- 

fects in water-oil displacement. SPE J. 409–416. https://doi.org/10.2118/87329-PA . 

Bartley, J.T., Ruth, D.W., 1999. Relative permeability analysis of tube bundle models. 

Transport Porous Media 36, 161–187. https://doi.org/10.1023/A:1006575231732 . 

Blunt, M.J., 1997. Pore level modeling of the effects of wettability. SPE J. 2, 494–510. 

https://doi.org/10.2118/38435-PA . 

Blunt, M.J., 2001. Flow in porous media– pore-network models and 

multiphase flow. Curr. Opin. Colloid Interface Sci. 6, 197–207. 

https://doi.org/10.1016/S1359-0294(01)00084-X . 

Blut, M.J. , 2017. Multiphase Flow in Permeable Media: A Pore-Scale Perspective. Cam- 

bridge university press . 

Bonn, D., Eggers, J., Indekeu, J., Meunier, J., Rolley, E., 2009. Wetting and spreading. 

Rev. Mod. Phys. 81, 739–805. https://doi.org/10.1103/RevModPhys.81.739 . 

Buckley, J.S., Liu, Y., Monsterleet, S., 1988. Mechanisms of wetting alteration by crude 

oils. SPE J. 3, 54–61. https://doi.org/10.2118/37230-PA . 

Chalbaud, C., Robin, M., Lombard, J., Martin, F., Egermann, P., Bertin, H., 2009. Inter- 

facial tension measurements and wettability evaluation for geological CO 2 storage. 

Adv. Water Resour. 32, 98–109. https://doi.org/10.1016/j.advwatres.2008.10.012 . 

Chiquet, P., Broseta, D., Thibeau, S., 2007a. Wettability alter- 

ation of caprock minerals by carbon dioxide. Geofluids 112–122. 

https://doi.org/10.1111/j.1468-8123.2007.00168.x . 

Dahle, H.K., Celia, M.A., Hasanizadeh, S.M., 2005. Bundle-of-tubes model for calculating 

dynamic effects in the capillary-pressure saturation relationship. Transport Porous 

Media 58, 5–22. https://doi.org/10.1007/s11242-004-5466-4 . 

Davis, A., Morton III, S.A., Counce, R., DePaoli, D., Hu, M.-C., 2003. Ionic strength effects 

on hexadecane contact angles on a gold-coated glass surface in ionic surfactant solu- 

tions. Colloids Surf. A 221, 69–80. https://doi.org/10.1016/S0927-7757(03)00132-8 . 

Delshad, M., Najafabadi, N.F., Anderson, G.A., Pope, G.A., Sepehrnoori, K., 2009. Model- 

ing wettability alteration by surfactants in naturally fractured reservoirs. SPE J. 12, 

361–370. https://doi.org/10.2118/100081-PA . 

Dickson, J.L., Gupta, G., Horozov, T.S., Binks, B.P., Johnston, K.P., 2006. Wet- 

ting phenomena at the CO 2 /water/glass interface. Langmuir 22, 2161–2170. 

https://doi.org/10.1021/la0527238 . 

Du, Y., Xu, K., Mejia, L., Zhu, P., Balhoff, M.T., 2019. Microfluidic investigation of low- 

salinity effects during oil recovery: a no-clay and time-dependent mechanism. SPE J. 

2841–2858. https://doi.org/10.2118/197056-PA . 

Eral, H.B., ’t Mannetje, D.J.C.M., Oh, J.M., 2013. Contact angle hysteresis: a re- 

view of fundamentals and applications. Colloid Polym. Sci. 291, 247–260. 

https://doi.org/10.1007/s00396-012-2796-6 . 

van Erp, T.S., Trinh, T., Kjelstrup, S., Glavatskiy, K.S., 2014. On the relation 

between the langmuir and thermodynamic flux equations. Front Phys. 1–14. 

https://doi.org/10.3389/fphy.2013.00036 . 

Haagh, M.E.J., Siretanu, I., Duits, M.H.G., Mugele, F., 2017. Salinity-dependent contact 

angle alteration in oil/brine/silicate systems: the critical role of divalent cations. Lang- 

muir 33, 3349–3357. https://doi.org/10.1021/acs.langmuir.6b04470 . 

Hassanizadeh, S., Celia, M., Dahle, H., 2002. Dynamic effects in the capillary pressure–

saturation relationship and its impacts on unsaturated flow. Vadose Zone J. 1, 38–57. 

https://doi.org/10.2113/1.1.38 . 

Helland, J.O., Skjæveland, S.M., 2006. Physically based capillary pressure corre- 

lation for mixed-wet reservoirs from a bundle-of-tubes model. In: Proceed- 

ings of the SPE/DOE Improved Oil Recovery Symposium. SPE, pp. 171–180. 

https://doi.org/10.2118/89428-PA . 

Helland, J.O., Skjæveland, S.M., 2007. Relationship between capillary pressure, satura- 

tion, and interfacial area from a model of mixed-wet triangular tubes. Water Resour. 

Res. 43, 1–15. https://doi.org/10.1029/2006WR005698 . 

Iglauer, S., Mathew, M., Bresme, F., 2012. Molecular dynamics computations of brine-CO 2 
interfacial tensions and brine-CO 2 -quartz contact angles and their effects on structural 

and residual trapping mechanisms in carbon geosequestration. J. Colloid Interface Sci. 

386, 405–414. https://doi.org/10.1016/j.jcis.2012.06.052 . 

Iglauer, S., Pentland, C.H., Busch, A., 2014. CO 2 wettability of seal and reservoir rocks 

and the implications for carbon geo-sequestration. Water Resour. Res. 51, 729–774. 

https://doi.org/10.1002/2014WR015553 . 

Iglauer, S., Rahman, T., Sarmadivaleh, M., Al-Hinai, A., Fernø, M.A., Lebedev, M., 2016. 

Influence of wettability on residual gas trapping and enhanced oil recovery in three- 

phase flow: a pore-scale analysis by use of microcomputed tomography. SPE J. 21, 

1916–1929. https://doi.org/10.2118/179727-PA . 

Jadhunandan, P.P., Morrow, N.R., 1995. Effect of wettability on waterflood re- 

covery for crude-oil/brine/rock systems. SPE Reservoir Eng. 10, 40–46. 

https://doi.org/10.2118/22597-PA . 

Jafari, M., Jung, J., 2016. The change in contact angle at unsaturated CO 2 -water con- 

ditions: implication on geological carbon dioxide sequestration. Geochem. Geophys. 

Geosyst. 17, 3969–3982. https://doi.org/10.1002/2016GC006510 . 

Jung, J.W., Wan, J., 2012. Supercritical CO 2 and ionic strength effects on wettability of 

silica surfaces: equilibrium contact angle measurements. Energy Fuels 26, 6053–6059. 

https://doi.org/10.1021/ef300913t . 

Kim, Y., Wan, J., Kneafsey, T.J., Tokunaga, T.K., 2012. Dewetting of silica surfaces upon 

reactions with supercritical CO 2 and brine: pore-scale studies in micromodels. Envi- 

ron. Sci. Technol. 46, 4228–4235. https://doi.org/10.1021/es204096w . 

Krumpfer, J.W., McCarthy, T.J., 2010. Contact angle hysteresis: a different view and a 

trivial recipe for low hysteresis hydrophobic surfaces. Faraday Discuss. 146, 103–111. 

https://doi.org/10.1039/b925045j . 

Lashgari, H.R., Xu, Y., Sepehrnoori, K., 2016. Modelling dynamic wettability alteration 

effect based on contact angle. SPE, pp. 1–17. https://doi.org/10.2118/179665-MS . 

McKee, D. , Swailes, S. , 1991. On the derivation of the langmuir isotherm for adsorption 

kinetics. J. Phys. A Math. Gen. 24, 207–2010 . 

Morrow, N.R., Lim, H.T., Ward, J.S., 1986. Effect of crude-oil-induced wettability changes 

on oil recovery. SPE, pp. 89–103. https://doi.org/10.2118/13215-PA . 

Morton III, S.A., Keffer, D.J., Counce, R.M., DePaoli, D.W., 2005. Behavior of oil droplets 

on an electrified solid metal surface immersed in ionic surfactant solutions. Langmuir 

21, 1758–1765. https://doi.org/10.1021/la0480235 . 



A.M. Kassa, S.E. Gasda and K. Kumar et al. Advances in Water Resources 142 (2020) 103631 

Morton III, S.A. , Keffer, D.J. , Counce, R.M. , DePaoli, D.W. , C., H.M.Z. , 2004. Thermo- 

dynamic method for prediction of surfactant-modified oil droplet contact angle. J. 

Colloid Interface Sci. 270, 229–241 . 

Plug, W.J., Bruining, J., 2007. Capillary pressure for the sand-CO 2 -water system under 

various pressure conditions. application to CO 2 sequestration. Adv. Water Resour. 

30, 2339–2353. https://doi.org/10.1016/j.advwatres.2007.05.010 . 

Saraji, S., Goual, L., Piri, M., Plancher, H., 2013. Wettability of scCO2/water/quartz sys- 

tems: simultaneous measurement of contact angle and interfacial tension at reservoir 

conditions. Langmuir 1–39. https://doi.org/10.1021/la3050863 . 

Singh, R., Mohanty, K., 2016. Foams with wettability-altering capabilities 

for oil-wet carbonates: a synergistic approach. SPE J. 21, 1126–1139. 

https://doi.org/10.2118/175027-PA . 

Skjæveland, S.M., Siqveland, L.M., Kjosavik, A., Thomas, W.L.H., Virnovsky, G.A., 

2000. Capillary pressure correlation for mixed-wet reservoirs. SPE, pp. 60–67. 

https://doi.org/10.2118/60900-PA . 

Tokunaga, T.K., Wan, J., 2013. Capillary pressure and mineral wettability in- 

fluences on reservoir CO 2 capacity. Rev. Mineral. Geochem. 77, 481–503. 

https://doi.org/10.2138/rmg.2013.77.14 . 

Tokunaga, T.K., Wan, J., Jung, J., Kim, T.W., Kim, Y., Dong, W., 2013. Capillary pressure 

and saturation relations for supercritical CO 2 and brine in sand: high-pressure p c ( s w ) 

controller/meter measurements and capillary scaling predictions. Water Resour. Res. 

49, 4566–4579. https://doi.org/10.1002/wrcr.20316 . 

Wang, S., Tokunaga, T.K., 2015. Capillary pressure-saturation relations for supercrit- 

ical CO 2 and brine in limestone/dolomite sands: implications for geologic car- 

bon sequestration in carbonate reservoirs.. Environ. Sci. Technol. 49, 72087217. 

https://doi.org/10.1021/acs.est.5b00826 . 

Wang, S., Tokunaga, T.K., Wan, J., Dong, W., Kim, Y., 2016. Capillary pressure-saturation 

relations in quartz and carbonate sands: limitations for correlating capillary and wet- 

tability influences on air, oil, and supercritical CO 2 trapping. Water Resour. Res. 

6671–6690. https://doi.org/10.1002/2016WR018816 . 

Washburn, E. , 1921. The dynamics of capillary flow. Phys. Rev. 7, 273–283 . 

Xu, W.S., Luo, P.Y., Sun, L., Lin, N., 2016. A prediction model of the capillary pressure 

j–function. PLoS ONE 11, 1–9. https://doi.org/10.1371/journal.pone.0162123 . 

Yu, L., Kleppe, H., Kaarstad, T., Skjæ veland, S.M., 2008. Modelling of wettability al- 

teration processes in carbonate oil reservoirs. Netw. Heterog. Media 3, 149–183. 

https://doi.org/10.3934/nhm.2008.3.149 . 





Paper 5.1.2

Modeling of relative permeabilities including
dynamic wettability transition zones
A. M. Kassa, S. E. Gasda, K. Kumar, and F. A. Radu

In Journal of Petroleum Science and Engineering, volume 203, pp 1–15,
2021
DOI: 10.1016/j.petrol.2021.108556

B





Journal of Petroleum Science and Engineering 203 (2021) 108556

Available online 23 February 2021
0920-4105/© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Modeling of relative permeabilities including dynamic wettability 
transition zones 

Abay Molla Kassa a,b,*, Sarah E. Gasda a, Kundan Kumar b, Florin A. Radu b 

a NORCE Norwegian Research Center, Bergen, Norway 
b Department of Mathematics, University of Bergen, Norway   

A R T I C L E  I N F O   

Keywords: 
Wettability alteration 
Dynamic relative permeability 
Dynamic wettability 
Triangular bundle-of-tubes simulation 
Upscaling 

A B S T R A C T   

Wettability is a pore-scale property that impacts the relative movement and distribution of fluids in a porous 
medium. There are reservoir fluids that provoke the surface within pores to undergo a wettability change. This 
wettability change, in turn, alters the dynamics of relative permeabilities at the Darcy scale. Thus, modeling the 
impact of wettability change in the relative permeabilities is essential to understand fluids interaction in porous 
media. In this study, we include time-dependent wettability change into the relative permeability–saturation 
relation by modifying the existing relative permeability function. To do so, we assume the wettability change is 
represented by the sorption-based model that is exposure time and chemistry dependent. This pore-scale model is 
then coupled with a triangular bundle-of-tubes model to simulate exposure time-dependent relative perme
abilities data. The simulated data is used to characterize and quantify the wettability dynamics in the relative 
permeability–saturation curves. This study further shows the importance of accurate prediction of the relative 
permeability in a dynamically altering porous medium.   

1. Introduction 

Wettability alteration (WA) plays an important role in many indus
trial applications such as microfluidics nanoprinting, enhanced oil re
covery (EOR), and CO2storage (Bonn et al., 2009; Iglauer et al., 2014, 
2016; Yu et al., 2008; Blunt, 2001). Wettability refers to the tendency of 
one fluid over the others to spread on or adhere to a solid surface (Falode 
and Manuel, 2014; Bonn et al., 2009) and is defined by the fluid-fluid 
contact angle (CA). This pore-scale property regulates the distribution 
of fluids in the pore spaces and controls the relative flow of immiscible 
fluids in a porous medium (Anderson, 1987; Bobek et al., 1958; Falode 
and Manuel, 2014; Bonn et al., 2009). This, in turn, impacts constitutive 
relations in the multi-phase flow systems such as residual saturation, 
relative permeability, and capillary pressure at the Darcy scale (Ahmed 
and Patzek, 2003; Pentland et al., 2011; Iglauer et al., 2011, 2014; 
Falode and Manuel, 2014). Investigating and upscaling the impact of 
WA on the constitutive relations is of great importance. 

Wettability is assumed to be static in time and uniform in space. 
However, wettability can be a dynamic process that depends on surface 
chemistry, composition of fluids, exposure time, and reservoir condi
tions (pressure and temperature) to name a few (Du et al., 2019; 

Salathiel, 1973; Treiber et al., 1972; Anderson, 1987; Haagh et al., 2017; 
Jadhunandan and Morrow, 1995; Buckley et al., 1988; Morrow, 1970). 
Experiments on crude oil/brine/rock systems have shown that adsorp
tion of active components from the crude oil is able to change the 
wettability of the sample porous medium from water-wet to 
intermediate-wet system, a process known as ageing (Salathiel, 1973; 
Anderson, 1986; Buckley et al., 1988). It is also hypothesized that the oil 
reservoir may be more oil-wet than what is observed from the experi
ment. This is because the adsorption time of the experiment period was 
much less than the age of the oil in the reservoir. Furthermore, CO2 s one 
of the reservoir fluids which contain active components that can pro
voke the surface within the pores to undergo a WA (Wang et al., 2013; 
Bikkina, 2011; Yang et al., 2008; Dickson et al., 2006; Iglauer et al., 
2012, 2014; Jung and Wan, 2012; Espinoza and Santamarina, 2010; 
Farokhpoor et al., 2013; Saraji et al., 2013). 

Generally, the WA process can have three phases that delineate the 
transition from initial to final wetting-state conditions, e.g. initial-wet, 
final-wet, and dynamic-wet. The end (initial and final) wetting condi
tions are static in time but can be uniform and/or mixed in space. A 
mixed-wet condition could be created by rock mineral and exposure 
history differences. This is due to the fact that a pore surface exposed to 

* Corresponding author. NORCE Norwegian Research Center, Bergen, Norway. 
E-mail address: abka@norceresearch.no (A.M. Kassa).  

Contents lists available at ScienceDirect 

Journal of Petroleum Science and Engineering 

journal homepage: http://www.elsevier.com/locate/petrol 

https://doi.org/10.1016/j.petrol.2021.108556 
Received 5 August 2020; Received in revised form 18 December 2020; Accepted 15 February 2021   



Journal of Petroleum Science and Engineering 203 (2021) 108556

2

the WA agent may be altered to a new wetting condition, while the 
unexposed surface keeps the initial wetting state (Kovscek et al., 1993; 
Blunt, 1997). This creates a mixed-wet condition even within a single 
pore and was observed and explained first by Salathiel et al. (Salathiel, 
1973) in the 1970s. Often, WA is assumed to occur instantaneously and 
is considered as a function of the WA agent concentration. In some cases, 
however, the alteration process might take prolonged time in the scale of 
weeks and months (Tokunaga and Jiamin, 2013; Wang and Tokunaga, 
2015; Buckley et al., 1988; Powers et al., 1996). Non-instantaneous WA, 
or aging, occurs when surface processes such as adsorption or chemical 
alteration are gradual rather than spontaneous. In this regard, the 
dynamic-wet phase can be a function of exposure time in addition to the 
WA agent concentration. 

The WA process may result in a saturation function alteration for 
subsequent drainage-imbibition displacements and thus cause hysteresis 
in constitutive relations (Vives et al., 1999; Ahmed and Patzek, 2003; 
Delshad et al., 2003; Spiteri et al., 2008; Landry et al., 2014). For 
instance, core-flooding measurements for (supercritical or gas) CO2-w
ater system have shown that WA-induced alteration in the residual 
saturation and capillary pressure curves occurs despite the fact that they 
were measured following a standard procedure, i.e., where “pressure 
equilibration” is obtained after each increment in pressure (Plug and 
Bruining, 2007; Wang et al., 2013, 2016; Tokunaga and Jiamin, 2013; 
Tokunaga et al., 2013; Kim et al., 2012). In these measurements, a 
steadily change in capillary pressure function over time was observed. 
More importantly, the capillary pressure deviation from the initial-wet 
state curve could not be explained by classical scaling arguments. The 
instability and gradual change of residual saturation and capillarity 
through exposure time, in turn, impact the behavior of relative 
permeabilities. 

The above experiments reveal that more complex constitutive func
tions are required to correlate the relative permeability and capillary 
pressure data that are impacted by WA. One alternative is to use mixed- 
wet model, e.g. Kjosavik et al. (2002) and Lomeland et al. (2005), that 
capture the static heterogeneity of wettability in the relative perme
abilities. The main feature of these models is their flexibility to describe 
hysteresis and scanning curves caused by a wettability gradient in space. 
Other alternatives are models designed to handle the instantaneous WA 
process in the relative permeabilities. The first class of these models 
involves a heuristic approach that interpolates between the initial and 
final wetting states in which the WA effect is captured as a coefficient 
function (Delshad et al., 2009; Yu et al., 2008; Anderson et al., 2015; 
Adibhatia et al., 2005; Sedaghat and Azizmohammadi, 2019). Interpo
lation models are conceptually simple, while the initial and final wetting 
states are characterized by standard functions, e.g. Brooks-Corey 
(Brooks and Corey, 1964) or van Genuchten (van Genuchten, 1980)). 
The other approach incorporates the effect of the instantaneous WA into 
the relative permeabilities through the residual saturation directly 
(Lashgari et al., 2016). To date, only Al-Mutairi et al. (2012) have 
considered the effect of time-dependent WA in both the relative per
meabilities and capillary pressure functions explicitly. The authors 
include a time-dependent mechanism for CA change within the residual 
saturation, which in turn affects the relative permeability and capillary 
pressure functions through the effective saturation. However, their 
model does not sufficiently incorporate or upscale the WA processes to 
core-scale laws. 

Appropriate upscaling of the pore-scale time-dependent WA process 
connected to the capillary pressure function was the subject of our 
recent work (Kassa et al., 2020). There, WA dynamics were upscaled by 
introducing a mechanistic time-dependent CA model at the pore-level 
that was coupled with a cylindrical bundle-of-tubes model and used to 
simulate capillary pressure curves for drainage and imbibition dis
placements. The simulated data was used to formulate and quantify an 
interpolation-based capillary pressure model at the Darcy scale. The new 
dynamic model resolves the existing interpolation models used in the 
studies of reservoir simulation (Adibhatia et al., 2005; Delshad et al., 

2009; Yu et al., 2008; Anderson et al., 2015; Sedaghat and Azizmo
hammadi, 2019) by including the dynamics in time and quantifying the 
pore-scale WA process to the interpolation model in a systematic 
manner. 

One may consider employing a similar approach to (Kassa et al., 
2020) and an interpolation-type model to capture the pore-scale un
derpinnings of WA in the relative permeability behaviors. However, 
time-dependent WA may impact the capillary pressure and relative 
permeabilities in different ways. As observed in Kassa et al. (2020), WA 
has a direct impact on the entry pressure in each pore and reflects it at 
the Darcy scale. Furthermore, a small change in CA exerts a large impact 
on the dynamics of the capillary pressure function. However, the relative 
permeability alteration occurs when the WA affects the pore filling/
draining orders of pore sizes. This may lead to a longer exposure time to 
observe a relative permeability deviation from the initial-wet state 
curve. Furthermore, unlike the capillary pressure function, the relative 
permeability curves are constrained between zero and one for any 
change of wettability. These features of the relative permeability may 
impact the modeling approach to upscale the pore-scale WA processes to 
core scale. 

To our knowledge, a physically reliable model to characterize a 
prolonged exposure time-dependent WA induced dynamics in the rela
tive permeability behaviors has not been proposed yet. This paper 
modifies and extends the approach discussed in Kassa et al. (2020) to 
develop a reliable model for dynamic relative permeability that accounts 
for pore-level time-dependent WA processes. In Section 2, we present 
the upscaling workflow based on simulation of dynamic relative 
permeability data using a pore-scale model for displacement coupled 
with CA change. Section 3 describes the correlation of two possible 
dynamic relative permeability models with associated analysis. 

2. Modeling, simulation, and upscaling approach 

A time-dependent WA may introduce a dynamics in the relative 
permeability–saturation (krα−Sα) relationship. The dynamics can be 
measured by its deviation from the static initial wetting-state as: 

krα(⋅) − kin
rα(Sα) := f dyn

α (⋅), (1)  

where fdyn
α represents the dynamic component. Alternatively, parame

ters of the standard models can be correlated with the dynamics, 

krα( ⋅ ) = ki
rα(Sα, p1( ⋅ ), p2( ⋅ ), …), (2)  

where pi=1,2,…,n( ⋅) represent n fitting parameters that change along 
exposure time. In the above equations, the subscript α ∈ {w, n} repre
sents the wetting and non-wetting phases, respectively. In this study, we 
explore both dynamic approaches in Eqs. (1) and (2) to quantify and 
characterize dynamics in relative permeability for a system that un
dergoes WA. 

From the first approach, Eq. (1), we propose an interpolation-based 
model following our previous work (Kassa et al., 2020), where the dy
namic component is designed to interpolate between two end 
wetting-state curves. To obtain an interpolation model, fdyn

α can be 
scaled by the difference between the initial and final wetting-state 
relative permeability curves. The resulting non-dimensional quantity is: 

ωα
(
kf

rα − kin
rα

)
= f dyn

α , (3)  

where ω is referred to as the dynamic coefficient, and superscript in and f 
represents relative permeabilities at the initial and final wettingstates, 
respectively. This can be substituted into Eq. (1) to obtain an interpo
lation model for dynamic relative permeability: 

krα = (1 − ωα)kin
rα + ωαkf

rα, (4)  

where ωα is then correlated to wettability dynamics at the macroscale. 
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Similar models to Eq. (4) were employed to include the impact of 
instantaneous WA on relative permeability (Delshad et al., 2009; Yu 
et al., 2008; Anderson et al., 2015; Adibhatia et al., 2005; Sedaghat and 
Azizmohammadi, 2019). 

The second approach (Eq. (2)) is a parameter-based approach that 
relies on a systematic inclusion of the dynamic term fdyn

α into the relative 
permeability function through the model parameters. This can be done 
by formulating the parameters pi( ⋅) as a function of exposure time and 
WA agent in similar fashion as ωα. This approach is motivated by the fact 
that the parameters in the standard relative permeability models are 
adjusted to different values when wettability changes from one state to 
the other. 

Both the initial and final wetting-state curves can be characterized 
fully by the well-known relative permeability models such as van Gen
uchten (van Genuchten, 1980) or Brooks-Corey (Brooks and Corey, 
1964), Purcell (Li and Horne, 2006), the LET model (Lomeland et al., 
2005) or a model proposed by Kjosavik et al. (2002). For the sake of 
brevity, we focus on the Brooks-Corey (BC) and LET models in this study. 
The BC relative permeabilities can be derived by integrating the capil
lary pressure over the capillary tubes (Xu et al., 2016; Kjosavik et al., 
2002). After the integration of the BC capillary pressure, one can obtain 
relative permeabilities: 

kin
rw = Saw

w , and ​ kin
rn =

(
1 − San

w

)
(1 − Sw)

mn , (5)  

for the water-wet system and, 

kf
rw =

(
1 − Saw

w

)
(1 − Sn)

mw , and ​ kf
rn = San

n , (6)  

for a hydrophobic system (see (Kjosavik et al., 2002)), here aα and mα 
are phase-specific parameters that can be utilized as dynamic fitting 
parameters pi=1,2 in Eq. (2). Particularly, mα is known as the tortuosity 
exponent. 

In 2005, Lomeland et al. (2005) have proposed relative permeability 
models to predict the relative permeability curves for any type of 
wettability conditions: 

kin
rw =

SLw
w

SLw
w + Ew(1 − Sw)

Tw
, and ​ kin

rn =
(1 − Sw)

Ln

(1 − Sw)
Ln + EnSTn

w

, (7)  

where Lα, Eα, and Tα are empirical parameters for each phase. A detailed 
description and explanation of the parameters can be found in Lomeland 
et al. (2005). In this study, the LET parameters can be utilized as dy
namic fitting parameters, pi=1,2,…,6 in Eq. (2). 

2.1. Overall upscaling workflow 

The two approaches described above are the basis for correlating 
WA-induced dynamics in relative permeability data. The first step in this 
workflow is generating relative permeability data by flow experiments 
under static flow conditions, i.e. a fixed pressure gradient and satura
tion. Once steady-state is reached, the relative permeability can be 
inferred from Darcy’s Law for multi-phase flow: 

krα(Sα) =
QαμαL

KAT ΔPα
, (8)  

where Sα is the average saturation of phase α, Qα is the volumetric flow 
rate, K is the absolute permeability, and AT is the cross-sectional area of 
the domain. 

Laboratory experiments can be performed to generate krα-Sαdata, 
however this approach is expensive and time-consuming. Existing lab
oratory data are currently unavailable for systems that undergo long- 
term WA. Thus, we follow a theoretical approach in which we simu
late time-dependent krα-Sαdata from a pore-scale model. The pore-scale 
experiments are performed in a similar fashion to laboratory experi
ments. A given pressure drop will induce flow through pores where the 

entry pressure is exceeded, which is a function of pore geometry and 
wetting state. Once static flow is reached, relative permeability is 
calculated according to Eq. (8) as a function of the average saturation, 
which can be computed by volume averaging over the pore-scale 
domain. 

An important step in switching from laboratory to numerical ex
periments is explicitly accounting for WA in each individual pore. We 
model WA through a change in CA from an initial to final wetting state 
as a function of exposure time to the WA agent, in our case the non- 
wetting fluid phase. Exposure time in our study is associated with the 
time to reach steady state for each data point in krα-Sαspace. This time 
component is driven by the displacement mechanisms occurring at the 
pore scale. For each new data point, time accumulates, WA progresses, 
and relative permeability is altered continuously throughout the 
experiment. The experiment continues along several drainage- 
imbibition cycles until WA is complete and the end wetting state is 
reached. The result is a complete set of krα-Sαdata and associated WA 
dynamics. 

The next step is to perform correlations for both the interpolation- 
based and parameter-based dynamic models in Eqs. (1) and (2) 
respectively. This procedure involves traditional curve-fitting, but we 
also apply insight about wettability dynamics and detailed analysis to 
arrive at a suitable and easy-to-implement dynamic model for reservoir 
simulation. We test each model for its suitability in capturing relative 
permeability dynamics. The goal is to develop a correlated model that 
involves only a few parameters. 

After arriving at a suitable dynamic model correlation to the simu
lated data, we extend our analysis to ensure the robustness of the fitted 
model to a generic path in saturation-time domain. And finally, we 
examine the relation between the fitting parameter(s) of the upscaled 
relative permeability model and the parameter controlling CA change at 
the pore scale. This final step is important for linking the form of the 
macroscale model to pore-scale processes. 

2.2. Pore-scale model description 

We employ a triangular bundle-of-tubes to represent the pore-scale 
in quantifying the upscaled relative permeability given in Eq. (8). This 
representation of the pore scale was chosen to utilize the simplicity of a 
bundle-of-tubes model but with additional complexity to capture 
different fluid distributions and mixed wetting conditions within a single 
pore. Triangular tubes can support corner fluids and drainage through 
layers (Kovscek et al., 1993; Hui and Blunt, 2000; Helland and Skjæ
veland, 2006b). 

A bundle-of-tubes model is a collection of capillary tubes with a 
distribution of radii as depicted in Fig. 1. The tubes in Fig. 1 are con
nected with the wetting (right with pressure Pres

r ) and non-wetting (left 
with pressure Pres

l ) phase reservoirs. Once the fluid movement is initiated 
in the tubes, the fluid configurations in each tube can have the form as in 
Fig. 1. Here, Ab,m and Ac,m are bulk and corner areas, respectively, that 
cover the cross-section of a tube and sum to be the area of the triangle 
(Fig. 1c). The quantity dx represents the change of interface location 
along the tube, whereas αm is the half angle and θm is the fluid-fluid CA. 
Here, θm is the bulk surface CA in a given tube that represents the CA for 
an advancing or receding front during drainage or imbibition, where the 
angle may be hysteretic. θm also becomes the hinging angle θh,m if the 
interface hinges in the corner of the tube after displacement is 
completed. Detailed calculations of the areas and angles are discussed in 
the Apprndix A. 

Let the boundary pressures difference be defined as: 

ΔP = Pres
l − Pres

r , (9)  

and the tubes in the bundle are filled with the wetting phase initially. 
Each tube has an entry pressure Pc,m associated with it. If ΔP > Pcap,m is 
satisfied, the non-wetting fluid starts to displace the wetting phase, and 
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the volumetric flow rate in tube m can be approximated by the Lucas- 
Washburn flow model (Washburn, 1921): 

qm =
G m(Rm, θm)

[
ΔP − Pcap,m

]

8
[
μnxint

m + μw
(
L − xint

m

)] , (10)  

where, μα is the phase viscosity, xint
m is the location of the fluid-fluid 

interface along the length L of tube m, where qm = dxint
m /dt is the inter

face velocity. 
The quantity G m in Eq. (10) represents the conductance of the fluids 

within tube m. We follow the work of Hui and Blunt (2000) to 
pre-compute the conductance. Conductance of tube m is a function of 
tube geometry, given by the inscribed radius Rm, the contact angle at the 
front, given by θm, and the configuration of fluids in the tube, which is 
itself dependent on wettability and filling history as described below. 

The wettability change or gradient in triangular pores may create 
distinct fluid configurations after subsequent drainage and imbibition 
displacements (see Fig. 2). We summarize in brief the range of possible 
fluid configurations, and the reader is referred to Helland et al. (Helland 
and Skjæveland, 2006a) for the details of the fluid configurations. 
Configuration A shows a pore that is filled with the wetting phase and 
the wettability is representing the initial (water-wet) wetting state. A 
drainage into configuration A would result in either configuration B or C 

depending on the wettability. Subsequent imbibition into configuration 
B would always give configuration D, whereas imbibition into configu
ration C may result in either configuration D or E. Configuration F may 
occur after a drainage process that starts from configuration E if the 
receding CA is sufficiently smaller than the previous advancing CA. 
Otherwise, a drainage into configuration E would give configuration B 
or C. 

The capillary pressure in Eq. (10) is given by 

Pcap,m =
σ
rm

, (11)  

where rm is radius of arc meniscus (AMs) that separates the bulk from the 
corner fluid, and σ is fluid-fluid interfacial tension. The radius of cur
vature rm is determined from the minimization of Helmholtz free energy 
of the system (Helland and Skjæveland, 2007). For isothermal, constant 
total volume, constant chemical potentials, and incompressible system, 
the minimization of the change in Helmholtz free energy can be 
simplified to (Helland and Skjæveland, 2007; Morrow, 1970; Bradford 
and Leij, 1997): 

Pcap,mdVn = σ(dAnw + cos(θm)dAns), (12)  

where dVn is the change of non-wetting fluid volume, dAnw and dAns 
represent the change in interfacial area of fluid-fluid and fluid-solid 
interfaces, respectively (Helland and Skjæveland, 2007). Anw and Ans 
are longitudinal interfacial areas, distinct from the cross-sectional areas 
Ab,m and Ac,m depicted in Fig. 1. 

Following (Helland and Skjæveland, 2006b; van Dijke and Sorbie, 
2006; Ma et al., 1996), we calculate the entry pressure curvature, rm, by 
combining Eqs. (11) and (12) for the starting configuration prior to 
drainage or imbibition, i.e. one of the configurations depicted in Fig. 2. 
Then, after a displacement occurs, the new fluid distribution is 
computed. This calculation involves determining the fluid volumes in 
the bulk (Ab,mL) and corners (Ac,mL) as a function rm and θm. For mixed 
wetting conditions in tube m, θm affects the fluid configuration and thus 
determines the hinging CA, θh,m. The hinging CA, θh,m, is created after 
the MTM displaces the resident fluid and it evolves according to the 
change in θm. Furthermore, the areas (Ab,m and Ac,m) are also pressure 
drop dependent in addition to wettability (θm). For example, the wetting 
phase in the corner area bulges out (configuration C) and starts moving 
(Configuration B) as (the pressure drop decreases) during the imbibition 
process occurring in other tubes. These calculations are based on 
different conditions such as the existence of the corner fluids, the fluid 
displacement history, the value of θm compared to the half angle (αm), 
and similar geometrical or flow arguments. We refer the reader to the 
Appendix A for more details on these calculations. 

Fig. 1. The fluid displacement scenario in a bundle of tubes that is connected with wetting and non-wetting phase reservoirs. The right column shows fluid dis
tribution during primary drainage: (b) shows the side-view and (c) shows the front view of the cross-section. The MTM refers to the main terminal meniscus. For 
complete (drainage-imbibition cycles) fluid configurations, see Fig. 2. 

Fig. 2. Fluid configurations for initial condition (A), primary drainage (B or C), 
imbibition (D or E), and secondary drainage (F). Wetting phase is given in a 
light color and non-wetting phase in a dark color. We adopted the configura
tions from Helland and Skjæveland (2006b). The bold lines along the sides 
indicate altered wettability. 
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2.3. Pore-scale wettability alteration 

Above, we observed that the entry pressure in Eq. (12), fluid distri
butions in Appendix A, and conductance (Hui and Blunt, 2000) are 
wettability evolution dependent. In this section, we propose a model for 
CA change in tube m as a function of exposure time and fluid-history, 
based on the following assumptions:  

• The CA of the pore surface is altered through exposure time to the 
WA agent and the alteration is permanent and cannot be restored to 
the original wetting condition when the WA agent is removed from 
the pore.  

• WA is quasi-static in time if the WA agent is removed from the pore 
before the final wetting-state is reached. If the agent is reintroduced 
at some later point, alteration continues until the final state. 

According to the assumptions above, only the bulk area of the tube 
covered by the non-wetting fluid during drainage (i.e. Ab,m) is altered 
dynamically in time, whereas the undrained corner surface area, defined 
by Ac,m > 0, remains at the initial condition. This may create a mixed- 
wet condition within a single tube. As we recall, wettability only im
pacts fluid configuration and displacement through the bulk CA θm. 
Thus, we can introduce a functional form to describe the CA change for 
θm as follows: 

θm(⋅) := θin
m + φm(⋅)

(
θf

m − θin
m

)
, (13)  

where θf
m, θin

m are the final and initial contact angles respectively. The 
WA model (13) is designed to evolve from an arbitrary initial wetting 
state to the final wetting condition so that φm is used to interpolate 
between end wetting conditions and has a value between zero and one. 

Theoretical investigation and detailed laboratory measurement on 
time-dependent WA are very limited. Furthermore, WA is a complex 
process, where surface free energies, surface mineralogy, fluid compo
sition and exposure time interact. However, adsorption of the WA agent 
onto the surface area is a natural process in CA change (Blunt, 2017). 
Such adsorption type wettability evolution is observed for CA mea
surements (Dickson et al., 2006; Jung and Wan, 2012; Iglauer et al., 
2012; Jafari and Jung, 2016; Davis et al., 2003; Morton et al., 2005). 
These all give an insight to model φ in Eq. (13) according to the 
adsorption of the WA agent and can be given as follows: 

φm :=
χm

C + χm
, (14)  

where C is a non-dimensional parameter (it can be seen as the ratio of 
the adsorption and desorption rate constants) that controls the speed 
and extent of alteration from initial-wet to final-wet system. The deri
vation of Eq. (14) can be found in our previous work (Kassa et al., 2020). 
The variable χm is a measure of exposure time and is defined as: 

χm : =
1

T

∫ t

0

Ab,mxint
m (τ)

Vp,m
dτ, (15)  

where Vp,m is the pore volume of tube m, and T is a macroscale char
acteristic time that used to scale the exposure history. Without losses of 
generality, the characteristic time T is identical for all tubes and is pre- 
computed from Eq. (10) as the time for one complete drainage- 
imbibition cycle for the entire bundle of tubes under static initial wet
ting conditions. 

The interface position xint
m varies from 0 to L as determined by Eq. 

(10). We note the time interval used in Eq. (15) is the same for every 
tube, i.e. from the start of the relative permeability experiment until the 
current time. This implies that the integrand in Eq. (15) will be 0 or 1 for 
tube m during most of the experiment, since the local time for the 
interface to traverse the tube length is minimal compared to the total 
length of the experiment. This is because the pressure increments are set 

to drain/imbibe one tube at a time. 
The dependency of exposure time on local interface displacement 

results in a different χm for different tubes. This variation in χ gives rise 
to a non-uniform wetting condition across the bundle that persists until 
all pores have reached the final wetting-state. Heterogeneity in CA from 
tube to tube is distinct from mixed-wet conditions at the tube-level that 
evolves from application of Eq. (13). In this study, we do not consider 
the further complication of a wettability gradient across the length of the 
tubes because the time to drain is assumed to be fast compared to the 
exposure time for WA to occur. 

2.4. Simulation approach 

The pore-scale wettability dynamics described in Eqs. (13)–(15) are 
coupled to the pore-scale model formulation in Section 2.2 through 
alteration of θm. A series of drainage and imbibition cycles are then 
performed to generate the data needed to calculate relative permeability 
for each phase α according to Eq. (8). The included algorithm describes 
the steps taken in each cycle.  

Algorithm: A single drainage-imbibition cycle for simulation of relative permeability 
data. 

Drainage displacement: Set the maximum entry pressure, Pmax
cap ​   

Calculate Pcap,m from Eqs. (11)-(12) for each tube m  
if ΔP > Pcap,m then  

Drain the respective tubes until static flow conditions are reached 
Estimate tfrom Eq. (10) and χmfrom Eq. (15)  

if θin
m <

π
2

− αm then  

Configuration A →B or C  
Calculate Ab,m from Eq. (A.2) and Ac,m from Eq. (A.5)  
Update θmfrom Eq. (13)  

end if 

Calculate Sα , χ =
1

T

∫ t

0
(1 −Sw)dτ , and krα from Eq. (8)  

end if 
Increase ΔP  

end While 
Imbibition displacement:Set the minimum entry pressure, Pmin

cap   

Calculate Pcap,m from Eq. (12) fro each tube m  
if ΔP < Pcap,m then  
Imbibe the respective tubes until static flow conditions are reached 
Estimate tfrom Eq. (10) and update χmfrom Eq. (15)  

if θm <
π
2

+ αm then  

Configuration B →D  

Estimate the area Ab,m =
3R2

m
2tanαm  

else Configuration C →D or E  
if Configuration C →D then  

Estimate the area Ab,m =
3R2

m
2tanαm  

else if Configuration C →E then  
Estimate Ab,m,Ac,m, and layer = Ac,m(π − θa,m) − Ac,m(θ1

h,m)

end if 
end if 

Calculate Sα , χ =
1

T

∫ t

0
(1 −Sw)dτ , and Krα from Eq. (8)  

Update θm from Eq. (13)  
end if 
Decrease ΔP  
end while  

The algorithm is repeated by controlling the pressure drop ΔP to 
generate data over a reasonable time window for carrying out the dy
namic model correlation discussed below. We reduce the ΔP increment 
in the last cycle by three orders of magnitude compared to the first cycles 
in order to prolong exposure time and achieve the final WA in fewer 
cycles. This arbitrary control is performed for the purposes of presen
tation, but is not strictly necessary. After each step, a relative perme
ability data point is calculated according to Equation (8) and then used 
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to correlate the dynamic relative permeability models when a complete 
set of data are obtained. 

3. Simulation results 

The two-phase flow simulation tool at the pore-scale is implemented 
in MATLAB. Each tube in the bundle is assigned a different radius R, 
with the radii drawn from a truncated two-parameter Weibull distri
bution (Hui and Blunt, 2000): 

R = (Rmax − Rmin){ − δln[y(1 − exp(−1/δ)) + exp(−1/δ)]}
1/γ

+ Rmin, (16)  

where Rmax and Rmin are the pore radii of the largest and smallest pore 
sizes respectively, and δ and γ are dimensionless parameters, and y ∈

(0, 1) is a random variable. The rock parameters and fluid properties are 
listed in Table 1. 

These parameters are coupled to the bundle-of-tubes model to 
simulate fluid conductance and relative permeability curves. In the 
following section, we present and discuss the simulated relative 
permeability and related results. 

3.1. Initial and final wetting-state relative permeability 

In section 2, we point out that end wetting state relative perme
abilities are the foundation to characterize the dynamic relative 
permeability curves. Thus, it is natural to examine the end-state 
krα-Sαrelations before quantifying the dynamic relative permeabilities 
using the same pore-size distribution and fluid properties in Table 1. 
Thus, static krα-Sαdata is simulated by fixing the wettability at pre- 
specified initial θin

m and final θf
m values in each tube, see Table 1. 

The simulated data and correlated models are shown in Fig. 3, where 
we compare the correlation for both the BC (in Eqs. (5) and (6)) and LET 
(in Eq. (7)) models. 

The fitted parameters for the correlation models are found in Table 2. 
Both the BC and LET correlations give an excellent match to the static 

relative permeability data. 
As a complement, we tested the sensitivity of the static correlations 

(not shown here) for different pore-size distributions. For a simple 
bundle of capillary tubes, we find that the parameters Ln and Tw in the 
LET model are unity for any pore-size distribution. Furthermore, we 
observe in Table 2 that Eα are the only two parameters that change with 
a change in wettability, whereas all BC model parameters are sensitive 
to wettability change. There are other important features of the static 
LET correlations that are noteworthy. For instance, we can represent 
parameters Lw and Tn with a single parameter, which we denote λ. In 
addition, the parameter En is the inverse of Ew. 

Taken together, the parameter space of the LET model can be 
reduced significantly to a two-parameter reduced LET model for each 
phase: 

krw = EnSλ
w

(
EnSλ

w + 1 − Sw
)−1

, krn = (1 − Sw)
(
1 − Sw + EnSλ

w

)−1
. (17) 

The model in Eq. (17) can be further reduced to a one-parameter 
model if we set λ to be constant (λ = 1.3) and allow En to be corre
lated according to the wetting condition. 

We emphasize that the reduction in parameter space for the LET 

model is limited to simple pore geometries, and in general the full LET 
model is necessary to describe relative permeability in real porous media 
systems. 

3.2. Simulated relative permeability data 

We simulate relative permeability for five drainage-imbibition cycles 
(see Fig. 4), while the tubes in the bundle are altered through time 
following the CA model (13). These data are generated with a pore-scale 
parameter C = 10 × 10−5, and the evolution in CA is shown in (see 
Fig. 5). Note that the CA change may be halted (temporarily) in the pores 
if the displacement is to configuration D after imbibition. In this case, 
the drainage curve may follow the previous imbibition path. However, 
the imbibition curve may show a deviation from the previous drainage 
curve if wettability is altered sufficiently. 

According to the CA distribution in Fig. 5 and krα-Sαcurves in Fig. 4, a 
change in wettability from strongly to weakly water-wet does not affect 
relative permeability in any significant way. In other words, the first 
drainage relative permeability curve overlaps with the initial wetting- 
state relative permeability curve even though the CA has been altered 
from 0∘ to 60∘. This result is in accordance with previous work for a pore- 
network model with a wettability range of θm = 0∘ to 45∘ (Ahmed and 
Patzek, 2003). This negligible WA impact on krα-Sαis in contrast to the 
capillary pressure–saturation relation, where a small change of CA im
pacts the Pc-$S_\alpha$ ath significantly (Kassa et al., 2020). However, 
imbibition/drainage displacement may not necessarily occur in mono
tonically increasing/decreasing order of pore-sizes when the wettability 
of the pores (some) are altered to intermediate/weakly hydrophobic. 
This results in a relative permeability–saturation path deviation as 
observed in Fig. 4. 

For subsequent drainage-imbibition cycles, we observe that the 
wetting and non-wetting phase relative permeabilities steadily increase 
and decrease, respectively (see Fig. 4). This result corresponds to 
wettability evolving from hydrophilic to hydrophobic conditions 
(Fig. 5). This occurs because the original wetting phase prefers the larger 
pores as wettability shifts, while the originally non-wetting fluid prefers 
the smaller pores. As a consequence, relatively permeability is reduced 
for the non-wetting, while the wetting phase relative permeability is 
improved as the final wetting state is approached. Additional drainage- 
imbibition cycles would follow along the static curve for the final wet
ting state once the final CA (θf ) is reached. 

Analogous to the capillary pressure–saturation relation (Kassa et al., 
2020), Fig. 4 shows long-term WA introduces dynamic hysteresis in the 
krα-Sαrelations for a bundle-of-tubes model. The krα-Sαhysteresis imposes 
a non-unique relation between the relative permeabilities and satura
tion. This is one of the challenging features of WA during the quantifi
cation of the dynamics in relative permeabilities. To eliminate the 
hysteresis observed in the krα-Sαrelation, we projected the simulated 
relative permeability data onto the temporal domain χ in Fig. 6. The 
temporal domain, χ is the measure of the exposure history in averaged 
sense which defined as: 

χ =
1

T

∫ t

0
(1 − Sw)dτ. (18) 

Unlike krα-Sα, krα-χ is uniquely related but non-monotonically i.e., it 
raises to one and decreases to zero in time along each drainage- 
imbibition cycle. 

The WA process also affects the corner fluid distribution in each 
drainage-imbibition cycle. Fig. 7 shows the evolution of volume- 
averaged corner saturation for the wetting and non-wetting phases. 
The wetting-phase corner saturation decreases through time while the 
layer saturation grows. This is because wettability is altered from water- 
wet to hydrophobic and thus, the originally non-wetting fluid prefers to 
be in the corners. However, when pores become more hydrophobic, the 
corner water increases and bulges-out during imbibition. This process 
may result in a layer collapse in the fifth imbibition, where the layer 

Table 1 
Parameters used to simulate quasi-static fluid displacement in a bundle-of-tubes.  

Parameter value unit Parameter value unit 

σ 0.0072 N/m no. radii 500 [-] 
Rmin  1 μm Rmax  100 μm 

θf
m  180 degree θin

m  0.0 degree 

μw  0.0015 Pa⋅s  μnw  0.0015 Pa⋅s  
L 0.001 m γ 0.5 [-] 
δ 1.5 [-]     
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saturation increases as larger pores are imbibed and decreases when 
smaller pores are imbibed with increasing exposure time. Here, we have 
checked the establishment of corner fluids during the calculation of 
krα-Sαrelations in each drainage-imbibition displacements. 

3.3. Dynamic relative permeability model correlation 

3.3.1. Interpolation-based dynamic model 
In previous work, we successfully applied the interpolation, i.e. Eq. 

(4), to capture time-dependent WA mechanisms in the capillary pressure 

curves (Kassa et al., 2020). Thus, it is important to test the potential of 
the interpolation-based model to predict time-dependent dynamics in 
the krα-Sαrelation. The dynamic coefficient ωα is calculated according to 
Eq. (2) and plotted in Fig. 8. 

In Fig. 8b, we observe that the dynamic coefficient ωα is related to the 
exposure time χ non-monotonically. Thus, it is challenging to propose a 
functional relationship between ωα and χ directly. On the other hand, 
the dynamic coefficient ωα in Fig. 8a is increasing with respect to the 
exposure time to the WA agent. However, the ωα-S curves in Fig. 8a have 
piece-wise functional forms i.e., zero and Langmuir-type function of 
phase saturation, that are altered with exposure time. This imposes 
another challenge to find a smooth model to predict the curves along 
with the saturation. But, one can design a piece-wise function to 
correlate the ωα − Sα data. From Fig. 8a, we observe that the starting 
point of the Langmuir functional form is exposure time-dependent along 
the saturation path. Thus, the ωα − Sα can be represented as: 

ωα(Sw, χ) : =

⎧
⎪⎨

⎪⎩

Sw − S∗
w(χ)

Sw − S∗
w(χ) + β(χ)

, for ​ Sw > S∗
w(χ),

0, otherwise

(19)  

where S∗
w and β are time-dependent. The variable S∗

w is used to transform 
the starting point of the Langmuir part ωα along the saturation to zero, 
and β is used to determine the curvature of the curve. From Fig. 8a, we 
observe that the parameters S∗

w and β are decreasing functions of expo
sure time, χ. 

We matched the designed model in Eq. (19) with the dynamic 

Fig. 3. The BC and LET correlation models compared to the initial and final wetting-state relative permeability curves: (a) wetting phase and (b) non-wetting phase 
relative permeabilities. 

Table 2 
Estimated correlation parameter values for initial and final wetting-state relative 
permeability curves.  

Model Parameters Initial CA (θin)  Final CA (θf )  

BC aw  0.9 1.839 
mw  0.7329 0 
an  1.65 0.908 
mn  0.075 0.7329 

LET Lw  1.3 1.3 
Ew  2.08 0.3 
Tw  1 1 
Ln  1 1 
En  0.48 3.37 
Tn  1.3 1.3  

Fig. 4. Simulated dynamic relative permeability curves ((a) wetting phase and (b) non-wetting phase) with respect to wetting phase saturation. The static 
krα-Sαcurves for the initial and final wetting states are shown as a reference. The color code shows the krα-Sαdynamics within a year of exposure time. 
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coefficient data, ωα − Sw, to describe the relations S∗
w− χ and β − χ. The 

obtained relations have the form: 

S∗
w = ζ1χb1 + ψ1, and ​ β = ζ2χb2 + ψ2, (20)  

where ζi, bi and ψ i for i = 1, 2 are dimensionless fitting parameters. 
These parameters are estimated and given in Table 3 for this particular 
simulation. 

The models in Eqs. (19) and (20) are then substituted back into the 
interpolation model (4) to give the dynamic relative permeability model 
and is read as: 

krα =

⎧
⎪⎨

⎪⎩

Sw − S∗
w(χ)

Sw − S∗
w(χ) + β(χ)

(
kf

rα − kin
rα

)
+ kin

rα, for ​ Sw > S∗
w(χ)

kin
rα, otherwise.

(21) 

The dynamic model (21) is compared with the simulated relative 
permeability in Fig. 9. 

According to Fig. 9, the piece-wise interpolation model predicts 
beyond the initial wetting state at joint-point of the initial wetting-state 
model and the designed interpolation model. This shows that the 
designed model (21) is badly correlated with the simulated krα-Sαdata. 
Furthermore, the non-smoothness behavior of ωα − Sw results in a piece- 
wise phase relative permeability model with many dynamic parameters 
to be calibrated. 

3.3.2. Parameter-based dynamic model 
The second approach discussed in Section 2 relies on establishing a 

relation between the model parameters and χ to upscale the effect of 
pore-scale wettability evolution in relative permeabilities. This is sup
ported by the result reported in Table 2 for end wetting-state curves in 
which the model parameters are dependent on the wetting condition of 
the porous domain in addition to the pore-size distribution. As a 
consequence, we can formulate dynamic correlation models from 

Fig. 5. Dynamic CA evolution as a function of exposure time to the WA agent 
per each tube. This CA distribution was recorded at the end of each drainage- 
imbibition cycle and the color code shows the CA dynamics during a year of 
exposure time. 

Fig. 6. Simulated relative permeability data as a function of χ for (a) wetting phase, and (b) non-wetting phase. The color of each data point indicates the time 
elapsed in years. 

Fig. 7. Corner fluid saturations: (a) wetting phases saturation and (b) non-wetting phase saturation The color of each data point indicates the time elapsed in years.  
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standard krα-Sαrelations, i.e., BC models in Eqs. (5) and (6) or reduced 
LET models in Eq. (17). So far, we noticed that only En = 1/ Ew is sen
sitive to wettability change in the reduced LET model, whereas both 
parameters are sensitive in the BC model (see Table 2). A model with 
fewer parameters is preferred in order to ease implementation in Darcy- 
scale flow models. Thus, we choose the reduced LET model when 
correlating to dynamic data using a parameter-based approach. 

Based on these observations, we rearrange the reduced LET model: 

krw =
p

(
χ, Ein

n

)
Sλ

w

p
(
χ, Ein

n

)
Sλ

w + 1 − Sw
, and ​ krn =

1 − Sw

1 − Sw + p
(
χ, Ein

n

)
Sλ

w
, (22)  

where λ and Ein
n are determined from the initial wetting-state correlation. 

The reduced LET model (22) is then correlated to the krα-Sαdata in Fig. 4 
with the curve-fitting tool in MATLAB and matched with the krα-Sαdata 
to study the functional dependencies between the p and χ. The obtained 
relation is linear and has the form: 

p
(
χ, Ein

n

)
= ηχ + Ein

n , (23)  

where Ein
n is as given in Table 2 and η is a dynamic correlation parameter 

for wetting and non-wetting phase relative permeabilities. For this 
particular simulation the dynamic parameter is estimated to be η = 3.57 

for all drainage-imbibition cycles reported above. Now the dynamic 
term p in Eq. (23) can be substituted into the reduced LET model (22) to 
give the dynamic LET model: 

krw =

(
ηχ + Ein

n

)
Sλ

w

1 − Sw +
(
ηχ + Ein

n

)
Sλ

w
, and ​ krn =

1 − Sw

1 − Sw +
(
ηχ + Ein

n

)
Sλ

w
. (24) 

The correlated dynamic LET model in Eq. (24) and the simulated 
krα-Sαdata are compared in Fig. 10. 

From Fig. 10, we observe that the proposed dynamic model (24) 
correlates well with the simulated relative permeability curves. The 
proposed dynamic relative permeability model is single-valued regard
less of the number of drainage-imbibition cycles. However, this single- 
valued model is not well predictive around the junction points, partic
ularly for low wetting-phase saturation. Despite this discrepancy, the 
obtained correlation result shown in Fig. 10 is acceptable and a signif
icant improvement on the interpolation model result shown in Fig. 9. 
Furthermore, the dynamic LET model prediction can be improved by 
allowing λ to vary along the exposure time. However, this may double 
the number of parameters in the model that need to be calibrated. 

If we compare the two dynamic models (i.e., the piece-wise inter
polation model in Eq. (21) and the dynamic LET model in Eq. (24)), not 
only is the dynamic LET model a better fit to the data, it is easier to 
implement in a Darcy flow model than the piece-wise interpolation 
model. The reduced LET is likely more efficient to calculate because it is 
smooth in saturation-time space. We also note that the number of pa
rameters in Eq. (24) is reduced by half from the original LET model. 
These all make the parameter-based dynamic model more reliable than 
using a model consisting of multiple parameters that change in each 
cycle (or hysteresis models). Further analysis below will concern only on 
the dynamic LET model. 

Fig. 8. The scaled dynamic deviation from the initial wetting-state relative permeability curves as a function of wetting phase saturation (a) and exposure time χ (b).  

Table 3 
The estimated parameter values for the interpolation model.  

Parameter Value Parameter Value 

ζ1  0.0006123 ζ2  0.001547 
b1  −2.522 b2  −2.086 
ψ1  0.1297 ψ2  0.2007  

Fig. 9. Comparison of the interpolation model (21) with the simulated (wetting (a) and non-wetting (b)) relative permeabilities.  
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3.3.3. Sensitivity of correlated dynamic LET model to pore-scale WA 
In this section, we will investigate the response of the upscaled model 

parameter η to the change in the CA model parameter C in Eq. (13). The 
parameter C controls the extent of WA at the pore-level, whereas η de
termines the WA induced dynamics in the relative permeabilities. We 
have simulated different drainage-imbibition krα-Sαcurves by varying C 
to draw a relation between η and C. To do so, we determine the 
parameter η from each krα-Sαdata that was simulated by considering 
different values of C. Then, we correlate the estimated parameter values 
of η with the chosen values of C, which can be read as: 

η = ν1C + ν2, (25)  

where ν1 and ν2 are fitting parameters. The correlation result is plotted 
in Fig. 11, where the parameters are estimated to be ν1 = − 1.8× 104 

and ν2 = 6. Therefore, we can predict the upscaled dynamics of the 
relative permeabilities directly from the pore-scale WA process. 

The relation in Eq. (25) can be substituted into the dynamic relative 
permeability model (24) to complete the upscaling process. The result
ing dynamic relative permeability models are saturation, exposure time, 
and pore-scale WA parameter dependent. The pore-scale parameter has 
to be estimated from the calibration of CA model (13) with experimental 
data. Validating the underlying CA change model is beyond the scope of 
this paper. Rather, we consider the CA model as a reasonable basis to 
perform and analyze the upscaling process. 

3.4. Applicability of the dynamic LET model to arbitrary saturation 
history 

The path in saturation-time space used to generate the relative 
permeability data in Fig. 12 can be considered as one of many arbitrary 
paths in the domain Sw × χ. The exact path is dependent on the history of 
the exposure time to the WA agent and the reversal-point of saturation. 
This implies that the relative permeability-saturation dynamics may 
behave differently if one chooses a different saturation path that entails 
a prolonged exposure time for a fixed saturation profile and/or flow 
reversal at intermediate saturation. 

Here, we simulate a large number of possible krα-Sαcurves that 
involve different reversal-points and exposure history within the Sw × χ. 
Note that we use the pore-scale model parameter C = 10 × 10−5. The 
simulated data is plotted in Fig.s. 12a and b for phase relative perme
abilities. These arbitrary curves are used to test the robustness of the 
dynamic LET model in Eq. (24) by applying the model to generate the 
krα-Sα-χ surface and compare with the simulated data. The absolute 
difference between the simulated data and the surface generated by the 
calibrated model is depicted in Fig. 12c. According to the results in 
Fig. 12, we show that the dynamic LET model can be reliably applied to 
any saturation-time path having been calibrated against a single satu
ration history. 

3.5. Discussion 

In contrast to the dynamic capillary pressure model presented in 
Kassa et al. (2020), the interpolation-based approach is poorly corre
lated with the simulated relative permeability curves. However, further 
investigation (by considering advanced pore-network models) may be 
needed to re-evaluate the potential of capturing the WA process in the 
relative permeabilities based on the interpolation approach. We also 
examined the BC model in the parameter-based approach, though we do 
not report it here fully. For the sake of brevity, we have highlighted only 
the response of the BC model to the wettability change in Section 3.3 for 
end wetting conditions. In general, other models that involve more than 
two parameters (sensitive to CA change) could be calibrated with 
reasonable accuracy. But, these parameters need to be adjusted in each 
drainage-imbibition displacements. This complicates the modeling 
process and the resulting model may involve many parameters that may 
impose an extra challenge to analyze the WA impact on the flow dy
namics at the Darcy scale. 

In this study, we found that the original LET model with six total 
parameters (three for each phase) could be reduced to a dynamic LET 
model where only one parameter is needed to vary with wettability. The 
remaining parameters are only a function of pore-size distribution and 
the initial wetting state. The dynamic parameter En = 1/Ew was then 
successfully correlated to the simulated dynamic relative permeability 

Fig. 10. Comparison of the dynamic LET model and the simulated phase relative permeability: (a) wetting phase and (b) non-wetting phase.  

Fig. 11. The relation between pore-scale wettability parameter C and the 
correlation parameter η in Eq. (24). 
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data. Furthermore, we found a clear relation between En and the expo
sure time χ by introducing a dynamic parameter η. This approach results 
in a single-valued dynamic relative permeability model that represents 
any arbitrary exposure time history. 

The dynamic LET model developed here may need to be extended for 
real porous media with connected pores and more complex geometry. 
For instance, mixed-wet media may exhibit S-shaped relative perme
ability curves, particularly for the non-wetting phase (Lomeland et al., 
2005). In this case, it may be necessary to introduce additional dynamic 
parameters into the LET model proposed herein, i.e. Lw and Tn. Further 
investigation using more complex pore-scale models, e.g pore-network 
models, will be needed to generate the dynamic relative permeability 
data. We expect that the parameter-based approach using the LET model 
will still result in the best dynamic model even with more complex 
porous media. Further development of the dynamic LET model is the 
subject of future work. 

The proposed model is at the Darcy scale, that allows for a change in 
relative permeability as a function of averaged variables such as satu
ration (Sw) and exposure time to a WA agent (χ). This implies that the 
relative permeability in a grid block that is exposed to the WA agent may 
change over time even for constant saturation profile. However, if the 
grid block is not exposed to the WA agent, χ is zero for this particular 
grid block. In this case, the dynamic model predicts the initial wetting- 
state curve. However, the developed model may continue further after 
the end wetting-state curve has attained which is in contrast to the 
interpolation-type model, where prolonged exposure does not 
contribute to the dynamics once the final wetting curve is met, see 
(Kassa et al., 2020). Thus it is important to propose a strategy to ensure 
that the relative permeability dynamics do not to cross the end-state 
curve. From Eq. (23), we know that the final wetting state is attained 
when ηχ + Ein

n = Ef
n is satisfied. From this, we can estimate the exposure 

time needed to reach the final wetting state, χmax =
Ef

n−Ein
n

η , such that the 
relative permeability is represented by the end wetting-state curve. After 

knowing this we can set the dynamic variable as 

χ =

⎧
⎪⎪⎨

⎪⎪⎩

1
T

∫ t

o
(1 − Sw)dτ, if ​ χ < χmax

χmax, if ​ χ ≥ χmax

(26) 

This controls the unnecessary dynamics once the final wetting-state 
curve is predicted. Nevertheless, the dynamic term in the model pushes 
the relative permeability towards the higher and lower end of the curve 
for the wetting and non-wetting phases respectively. 

Previous studies (Delshad et al., 2009; Yu et al., 2008; Anderson 
et al., 2015; Adibhatia et al., 2005) represent the impact of instanta
neous WA on relative permeabilities by an interpolation model which 
can be matched to core-scale data in a heuristic manner. This study re
veals that the interpolation model is not the best approach to upscale the 
pore-scale WA process. Rather, we have shown the potential of a dy
namic LET model to capture the underlying WA process at the 
pore-scale. The proposed dynamic LET model is smooth and simple to 
use for practical applications. Most importantly, the model is designed to 
eliminate the hysteresis in relative permeability induced by CA change 
caused by exposure to a WA agent during drainage and/or imbibition 
displacements. Similar to the developments in Kassa et al. (2020), we 
have quantified the link between the pore-scale model parameter C and 
the core-scale parameter η. According to the simulation results, we have 
shown that a very simple scaling can relate a pore-scale process with the 
core-scale. This result implies that knowing the mechanism that de
termines the CA change at the pore-level can be used to predict the 
macroscale dynamics without performing pore-scale simulations. This is 
an important and valuable generalization for making use of experi
mental data to inform core-scale relative permeability-saturation 
relations. 

Fig. 12. Top: Simulated relative permeabilities obtained by taking multiple paths in the Sw × χ space, for the wetting (left) and non-wetting (right) phases. Bottom: 
The difference between the dynamic model with the simulated data. 

A.M. Kassa et al.                                                                                                                                                                                                                               



Journal of Petroleum Science and Engineering 203 (2021) 108556

12

4. Conclusion 

In this paper, we developed a dynamic relative permeability model 
that includes the pore-scale underpinnings of WA in the relative per
meability–saturation relationships at the Darcy scale. We found that the 
developed model (i.e., the modified LET model in Eq (22)) is simple to 
use and can predict WA induced changes in the relative permeabilities. 
The modified LET model shows a good agreement with the simulated 
relative permeability data. Furthermore, this model is independent of 
the saturation-time paths generated by any drainage-imbibition cycles. 
More importantly, the WA dynamics in the relative permeabilities is 
controlled by a single-valued parameter that has a clear relationship 
with the time-dependent CA change model parameter. 
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Nomenclature 

Abbreviations 
CO2 Carbon dioxide 
AMs Arc meniscus 
BC Brooks-Corey 
CA Contact angle 
Eq Equation 
Fig Figure 
LET A model having parameters L, E, and T 
MTM Main terminal meniscus 
WA Wettability alteration  

Superscripte 
λ Parameter in the reduced LET model 
a,m Fitting parameters in the Brooks-Corey model 
b The parameter in the interpolation model 
dyn Dynamic 
f Final wetting state 
in Initial wetting state 
int Fluid-fluid interface 
k Represents number of interface in the tube corner 
L, T Fitting parameters in the LET model 
res Reservoir  

Subscripts 
α Phase indicator 
max Maximum 
min Minimum 
b Stands for bulk 
c Stands for corner 
cap Stands for capillary 
h Stands for hinging 
i The counter for the number of parameters 
m The m-th tube 
n Stands for nonwetting phase 
p Pore space 
r, l Stand for right and left respectively 
s Solid phase 
T Stands for total 
w Wetting phase  
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Liste of symbol 
α The half angle 
β, ψ , ζ b Fitting parameters in the interpolation model 
χ, χ Pore-scale and averaged exposure time respectively 
δ, γ Parameters in the Weibull distribution 
λ, E, η Parameters in the modified LET model 
G Conductance 
K Domain permeability 
T Characteristic time 
μ Fluid viscosity 
ω The dynamic coefficient in the interpolation model 
σ Fluid-fluid interfacial tension 
θ Contact angle 
φ The dynamic term in the contact angle model 
A Cross-sectional area 
C CA model parameter 
E Fitting parameter in the LET model 
f Dynamic term in the relative permeability 
kr Relative permeability 
L Tube length 
P Pressure 
p General parameter in the parametric approach 
Q Volumetric flux 
q Interface velocity 
R Radius of the inscribed circle 
r Radius of curvature 
S Saturation 
V Cross-sectional volume 
x The position along the tube length 
y Random variable 

Appendix A. Calculations of areas covered by fluids 

In Subsection 2.2, we showed the fluid configurations depending on the displacement scenario and wettability of the pore space. In this Appendix, 
we show how to calculate the areas that covered by the wetting and non-wetting phase fluids which demonstrated in Fig. 2. To do so, we numbered the 
fluid-fluid interfaces in order from the apex if there exist more than one interface in the corner, and we apply the indicator notation 

Ik =

{
1, if ​ interface ​ k separates ​ bulk ​ nonwetting ​ and ​ corner ​ water
−1, if ​ interface ​ k separates ​ bulk ​ water ​ and ​ corner ​ nonwetting.

(A.1) 

The bulk cross-sectional area Ak
b,min each tube in the bundle is defined as, 

Ak
b,m =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

3R2
m

tan αm
− 3rmbk

m sin
(
βk

m + αm
)

+ 3r2
mβk

m, if Ik = 1,

3R2
m

tan αm
− 3rmbk

m sin
(
βk

m − αm
)

− 3r2
mβk

m, if Ik = −1,

(A.2)  

where 

bk
m =

r sin
(
βk

m

)

sin(αm)
, and βk

m =

⎧
⎨

⎩

π
2

− αm − θk
m if Ik = 1

π
2

+ αm − θk
m if Ik = −1.

(A.3) 

Though we used a general notation for CA θk
m above, θk

m may be replaced by, θr,m and θa,m when the interface recedes and advances respectively, and 
θk

h,m if the interface, separating the bulk and corner fluids, is hinging. The hinging contact angle (if exists) changes with the entry pressure Pc,m ac
cording to: 

θk
h,m =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

arccos
(

Pc,mbk
m sin(αm)

σ

)

− αm if Ik = 1

arccos
(

Pc,mbk
m sin(αm)

σ

)

+ αm if Ik = −1.

(A.4) 

The fluid area that occupies the corner regions can be estimated by 

Ac,m

(

θm

)

= 3r2
m

(

θm + αm −
π
2

+ cos
(

θm

)(
cos(θm)

tan(αm)
− sin

(

θm

)))

, (A.5) 
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where θm is an argument to determine the appropriate area. The corner surface covered by water in configuration C is obtained by Ac,m(θ1
h,m), whereas 

the non-wetting fluid layer in configuration E is calculated from Ac,m(π −θa,m) − Ac,m(θ1
h,m). The same approach can be applied if there exist many layers 

in the corner of the pore. 
As clearly seen above the areas, Ab,m and Ac,mare dependent on wettability, i.e., fluid-fluid CA. For example, fluid configuration C and D occurs only 

if the condition θm ≤ π
2 − αm is satisfied during the drainage displacement (Helland and Skjæveland, 2006a). Otherwise, the non-wetting phase will 

completely displace the wetting from the tube, including the corners, and occupy the entire cross sectional area of the tube. In this case, the entry 
pressure calculation is reduced to the well known Young-Laplace equation. On the other hand, the non-wetting fluid layer occurs in the corner when 
the condition θm > π

2 + αm is satisfied. This implies that a dynamic change of CA can also determine the fluid distribution in a single pore. 
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Summary
In this article, we consider a nonlocal (in time) two-phase flowmodel. The non-
locality is introduced through the wettability alteration induced dynamic capil-
lary pressure function.We present amonotone fixed-point iterative linearization
scheme for the resulting nonstandard model. The scheme treats the dynamic
capillary pressure functions semiimplicitly and introduces anL-scheme type sta-
bilization term in the pressure as well as the transport equations. We prove the
convergence of the proposed scheme theoretically under physically acceptable
assumptions, and verify the theoretical analysis with numerical simulations.
The scheme is implemented and tested for a variety of reservoir heterogeneities
in addition to the dynamic change of the capillary pressure function. The pro-
posed scheme satisfies the predefined stopping criterion within a few number of
iterations. We also compared the performance of the proposed scheme against
the iterative implicit pressure explicit saturation scheme.

KEYWORD S

dynamic capillary pressure, iterative coupling, linearization, porous media, two-phase flow

1 INTRODUCTION

Unsaturated groundwater flow, enhanced oil recovery, and subsurface carbon dioxide (CO2) storage1-5 are typical appli-
cations of multiphase porous media flow with high societal relevance. Numerical simulations including mathematical
modeling and numerical methods have been applied to understand such flow processes. The governing mathematical
models are highly nonlinear and possibly degenerate systems of partial differential equations. Usually, the nonlinearities
are introduced through constitutivemodels such as relative permeabilities—and capillary pressure—saturation relations.
We describe these relations by either van Genuchten6 or Brooks and Corey3,7 parametrizations. These parameterizations
are only suited for rock surfaces that experience a static and uniform wetting property.

In this article, we focus on the two-phase flow that considers dynamic pore-scale wettability alteration (WA) pro-
cesses. WAmechanisms have been exploited in the petroleum industry, where optimal wetting conditions in the reservoir
are obtained through a variety of means that include chemical treatment, foams, surfactants, and low-salinity water
flooding.8-13 The WA processes are assumed to be instantaneous in the above studies. Here, rather, we considered expo-
sure time-dependentWAmechanisms. In our previous work,14 we upscaled time-dependentWA processes to Darcy-scale
phenomenon, and we have developed an interpolation-based dynamic capillary pressure model. The proposed model is
(macroscale) fluid history and time-dependent (see Section 2.2 and Reference 14 for the details) in addition to the current

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the
original work is properly cited.
© 2020 The Authors. International Journal for Numerical Methods in Fluids published by John Wiley & Sons, Ltd.
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wetting phase saturation. This implies that a nonlocal capillary diffusion term in time is introduced in a two-phase flow
model. These all impose an additional complexity onto the standard two-phase porous media flow model.

Due to the nonlinearity and dynamic heterogeneity of the designedmodel, it is impossible to derive analytic solutions.
As a consequence, a numerical approach is the only option to predict such flow dynamics. However, developing efficient
algorithms for finding numerical solutions is also a challenge in itself even for standardmodels.15 Besides the nonlinearity
and heterogeneity of the designed model, long-term temporal dynamics adds an extra difficulty for proposing a reliable
numerical model. Implicit discretization in time has been employed to handle long-term subsurface evolution as it allows
large time step sizes. Newton-typemethods are usually applied to solve the resulting nonlinear system of equations. These
approaches are second-order convergent. However, this order of convergence comes at a price of a costly computation of
the Jacobian of a system at each time step.16-19 In addition, these methods are only locally convergent.19,20 However, the
Newton method can be improved by line search strategies as, for example, Armijo’s rule.

The other alternative approach is the splitting and then coupling (splitting-coupling) scheme. It splits the entire sys-
tem into subsystems. The decomposed subproblems are then solved sequentially and are coupled by data exchanges at
each time step. The implicit pressure explicit saturation (IMPES) scheme is a widely used splitting-coupling approach
to model two-phase flow and component transport processes.5,17-22 IMPES solves the pressure equation implicitly and
updates the saturation explicitly. This approach eliminates the nonlinear terms in the pressure and saturation equations
by evaluating them at saturation and fluid properties up-winded from the previous time step. As a consequence, the
scheme is conditionally stable, and hence it requires a sufficiently small time step size to approximate the solution.

Several techniques can be implemented to improve the IMPES approach. A very straightforward approach imposes a
large time step for the pressure and then subdivides the time step size for the transport equation.17,22 This approach relies
on the assumption that the reservoir pressure changes slowly in time compared with saturation evolution. The other
approach solves the transport equation implicitly using a Newtonmethod while the pressure is treated in the sameway as
the classical IMPES.23,24 In Kou and Sun,20 the capillary pressure function in the pressure equation is approximated by a
linear function. This helps to couple the pressure and saturation equations at the current time step. However, the scheme
involves the calculation of matrix inverse and multiple numbers of matrix multiplications, which greatly increases the
computational cost of the scheme. Furthermore, the transport equation is still solved explicitly in time, and the scheme
is reduced to the classical IMPES when the capillary pressure is neglected.

Iterative coupling techniques are also applied to improve the classical IMPES scheme. For instance, in Reference
21 an iteration between the pressure and saturation equation is introduced. This iterative scheme is based on their pre-
vious work.20 Radu et al,19 have proposed a fixed-point iterative scheme for two-phase flow model (in global pressure
formulation).

Recently, Kvashchuk and Radu,18 have proposed an iterative linearization scheme for two-phase flow (in average
pressure formulation) following IMPES. The scheme approximates the capillary pressure function by applying a chain
rule and evaluating the nonlinear terms at the previous iteration. This approximates the transport equation semiimplicitly.
However, the pressure equation was evaluated at the previous iteration saturation profile. This implies that the scheme
lacks a coupling term at the current time step. As a consequence, the scheme might be challenged by dynamic capillary
pressure forces that change the saturation distributions in a very short time.

In this article, we propose and analyse an iterative linearization scheme for the designed nonstandard model above
based on an iterative IMPES approach, typically we followed the work of Kvashchuk and Radu.18 We discretize the
dynamic capillary pressure functions semiimplicitly in time, where the gradient of the dynamic capillary pressure
function (in the pressure and saturation equations) is reformulated by applying the chain rule (see Equation (14) in
Section 3.2). We then introduce an iteration step and evaluate the nonlinear terms at the previous iteration. We further
introduce an L-scheme type19,25 stabilization term in the pressure and transport equations.We prove the convergence and
robustness of the proposed scheme under natural assumptions. The convergence proof shows that the linearization tech-
nique and the introduced stabilization terms allowed the scheme to take a large time step size. By contrast to the classical
Newtonmethod, the proposed scheme can be seen as an inexact Newtonmethod which has the advantage of not comput-
ing the Jacobian of the system. However, this article is not intended to compare the proposed schemewith the existing lin-
earization schemes including the Newtonmethod. Our colleagues25-27 have done comparison studies on the performance
of linearization techniques, and concluded that the fixed-point methods are slower but robust than the Newton method.

This article is organized as follows. Section 2 describes the mathematical model of nonstandard immiscible incom-
pressible two-phase flow in porous media. In Section 3, we introduce a linearization scheme for the resulting model,
and prove the convergence of the proposed scheme. We further discuss the choice of a relaxation factor in this section.
Numerical simulations in 2D and 3D models are presented in Section 4. This section shows the performance of the
proposed scheme and compares it with iterative IMPES. The article ends with a conclusive remark in Section 5.
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2 NONLOCAL TWO-PHASE FLOW MODEL

LetΩ be a bounded permeable domain inRd, d= 1, 2, or 3, having a Lipschitz continuous boundary 𝜕Ω and let t∈ [0,T] be
the life time of the processes. The two-phase flow in such domain is governed by Darcy’s law and mass balance equations
for each phase.5 For each phase 𝛼 ∈ {w, o}, where w, o stand for wetting and nonwetting fluids, respectively, the Darcy
flux u𝛼 ∶ Ω × [0,T] → Rd is given by

u𝛼 = −𝜆𝛼
(
∇P𝛼 − 𝜌𝛼g∇z

)
, (1)

where 𝜆𝛼 ∶ Ω × [0,T] → R is phase 𝛼mobility, 𝜌𝛼 ∶ Ω × [0,T] → R is phase density that controls the buoyancy force, and
g is the gravitational vector. The phase mobility is defined as 𝜆𝛼 = Kkr𝛼

𝜇𝛼

, whereK ∶ Ω → Rd×d is the absolute permeability
of the rock, kr𝛼 is phase 𝛼 relative permeability, and 𝜇𝛼 is phase 𝛼 viscosity.

For each phase 𝛼 ∈ {w, o}, the balance of mass for the incompressible immiscible fluids yield the transport equations,

𝜙𝜌𝛼𝜕tS𝛼 + 𝜌𝛼∇ ⋅ u𝛼 = f𝛼, in Ω, (2)

where 𝜙 is the porosity of themediumΩ, and f𝛼 is source or sink term in each phase. Frommodel (1) and (2), we obtained
two equations with four unknown variables. To close the system the following constraints must also be satisfied:

0 ≤ Sw, So ≤ 1, Sw + So = 1, and Po − Pw = Pc(Sw), (3)

where Pc is the capillary pressure that relates the phase saturation to the phase pressures difference. Equations (1) to (3)
with appropriate initial and boundary conditions are used to describe two-phase flow dynamics in a porous medium.

2.1 Model reformulation

Since we are dealing with incompressible fluids and matrix, we can sum up the mass balance models in Equation (2) to
get the pressure equation,

−∇ ⋅ (𝜆tot∇Po − 𝜆w∇Pc − (𝜆w𝜌w + 𝜆n𝜌w)g∇z) = fp + fs in Ω, (4)

where 𝜆tot = 𝜆w + 𝜆o is the total mobility. In Equation (4), we have one equation and two unknowns, namely, Po and
Sw. As a consequence, the transport equation for the wetting or nonwetting phase saturation should be coupled with
Equation (4) in order to close the system. Therefore, we get a system of two equations with two unknowns,

−∇ ⋅ (𝜆tot∇Po − 𝜆w∇Pc − (𝜆w𝜌w + 𝜆n𝜌n)g∇z) = ft in Ω, (5a)

𝜙𝜕tSw − ∇ ⋅ 𝜆w (∇Po − ∇Pc − 𝜌wg∇z) = fs in Ω, (5b)

where, f t = f w + f n is the total source. In order to solve the two Equations (5a) and (5b), one needs to impose appropriate
initial and boundary conditions, such as Neumann and Dirichlet conditions. Thus, we assume that the boundary of the
system is divided into disjoint sets such that 𝜕Ω = ΓD ∪ ΓN . We denote by 𝜈 the outward unit vector normal to 𝜕Ω, and set

Po(⋅, 0) = P0o(⋅), Sw(⋅, 0) = S0w(⋅), in Ω, (6a)

Po = Po,D, Sw = Sw,D, on ΓD × (0,T], (6b)

u𝛼 = J𝛼, on ΓN × (0,T], (6c)

where J𝛼 ∈ Rd is phase inflow rate. In order to make the model uniquely determined, it is required that Γd ≠ ∅.
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2.2 Relative permeability and dynamic capillary pressure functions

Commonly, the Brooks and Corey7 and van Genuchten6 models are used to represent the capillary pressure and relative
permeabilities for equilibrium system. For nonequilibrium systems, explicit time-dependency of Pc-Sw curves have been
developed (eg, see References 28,29) to capture changes in capillary pressure induced by dynamic flow conditions. These
models are developed under a static wettability condition.

In this article, we consider an extended capillary pressure model that captures the dynamic change of rock wettability
at pore-scale. Kassa et al14 have introduced the dynamic term as an interpolation between the end wetting state curves.
This can be described mathematically as follows,

Pc = (1 − 𝜔(⋅))Pwwc + 𝜔(⋅)Powc , (7)

where, Pwwc and Powc are end wetting (respectively, the water-wet and oil-wet) capillary pressure functions. Here, the
water-wet and oil-wet capillary pressure functions are represented, respectively, with large and small (possibly negative)
entry pressures. The dynamic coefficient 𝜔(⋅) is designed to upscale the dynamics of (pore-scale) time-dependent WA
mechanism. In Reference 14 a fluid-fluid contact angle (CA) change model (that changes the wettability from an arbi-
trary initial wetting state to the final wetting state) was introduced at the pore-level. In Kassa et al,14 two approaches were
considered, namely, uniform and nonuniform WA. The first assumes all pores in the REV has been altered identically
through exposure time to the WA agent, whereas the nonuniform WA case considers a CA change in a pore only if that
particular pore is exposed to the WA agent. These CA change models were coupled with a bundle-of-tubes model to sim-
ulate WA induced capillary pressure curves. The obtained curves and the interpolation model were combined to propose
the dynamic coefficient 𝜔. According to the results in Reference 14, 𝜔 can be represented as:

𝜔(Sw, t) =
⎧⎪⎨⎪⎩

𝛽1𝜒

𝛽1𝜒+1
, for uniform WA,

𝛽2Sw𝜒
𝛽2Sw𝜒+1

, for nonuniform WA,
(8)

where 𝛽1 and 𝛽2 are fitting parameters that have a clear relation with the pore-scale CA change model parameter (see the
details in Reference 14).

The variable 𝜒 is defined as

𝜒 ∶= 1
T ∫

t

0
(1 − Sw)d𝜏, (9)

where T is a predetermined scaling factor, and we recommend to choose T such that 𝜒 ∈ [0, 1], that is, T should be
above or equivalent to the life time of the exposure period. The variable 𝜒 is used to measure the averaged exposure time
of the REV to the WA agent, and it is an increasing function of exposure time. Thus, the models (7) and (8) describe
time-dependent WA induced dynamic capillary pressure model. The change of the capillary pressure in time continues
even for constant water saturation. However, 𝜒 keeps constant for pores that are fully occupied with water, that is, Sw = 1.
In this case, the capillary pressure is only dependent on the current water saturation path. Thismay lead to a discontinuity
of the capillary pressure function at the interface of grid blocks. Thus, the continuity of capillary pressure results in a
saturation discontinuity.

For end wetting (water-wet and oil-wet) conditions, we considered two consistent sets of capillary pressure functions.
Qualitatively, these curves represent either water-wet (ww) or oil-wet (ow) conditions. We adopted the van Genuchten
constitutive model for these conditions and can be read as,

Pwwc = Pwe (S
− 1
mw

w − 1)
1
nw , and Powc = Poe (S

− 1
mo

w − 1)
1
no , (10)

where P𝛼e is phase 𝛼 wetting condition entry pressure,m𝛼 is pore volume distribution of the porous domain for the 𝛼’s wet-
ting condition and can be related to n𝛼 asm𝛼 = 1∕n𝛼 . In this study, only the standard van Genuchten relative permeability
functions are considered to describe the relative movement of fluids,
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kwwr𝛼 =
⎧⎪⎨⎪⎩

√
1 − Sw

(
1 − S

1
mw
w

)2mw
, 𝛼 = o,

√
Sw

(
1 −

(
1 − S

1
mw
w

)mw
)2

, 𝛼 = w.
(11)

Coupling the relations kwwr𝛼 -Sw and Pc-Sw-𝜒 into the flowmodel (5a) and (5b)will give nonstandard dynamic two-phase
flow model in a porous medium. The goal of this study is to propose a stable and flexible scheme that handles such
dynamics efficiently for simulations that consider long-term time evolution.

3 DISCRETIZATION, LINEARIZATION, AND ITERATIVE COUPLING
TECHNIQUE

Let the total simulation time interval [0,T] be divided into N time steps in such a way that 0= t0 < t1 < … < tN =T, and
define the time step 𝛿t = T∕N, as well as tn = n𝛿t, n ∈ {1, 2, … ,N}.

The backward Euler method is applied to discretize the resulting nonlocal two-phase flow model in time and the
semidiscretized model can be read as

−∇ ⋅
(
𝜆tot(Sn+1w )∇Pn+1o − 𝜆w(Sn+1w )∇Pc(𝜒n+1, Sn+1w )

)
= f nt , (12a)

𝜙
Sn+1w − Snw

𝛿t
− ∇ ⋅

(
𝜆w(Sn+1w )(∇Pn+1o − ∇Pc(𝜒n+1, sn+1w ))

)
= f ns . (12b)

The superscripts (n+1) and n represent the current and previous time steps, respectively. Above, we omitted the gravity
term and the analysis will continue in this form for the sake of clarity and brevity of the presentation.

The above system is fully coupled and challenging to solve directly because of its nonlinearity. Due to the nonlinearity,
iterative linearization and sequential coupling methods such as iterative IMPES are needed to solve such systems.

3.1 Iterative IMPES

The iterative IMPES linearizes the given two-phase flow problem by evaluating the nonlinear terms from the previous
iteration step.21 Thus, the nonlinear model (12a) and (12b) can be reduced to

−∇ ⋅
(
𝜆tot(Sn+1,iw )∇Pn+1,i+1o − 𝜆w(Sn+1w )∇Pc(𝜒n+1,i, Sn+1,iw )

)
= f nt , (13a)

𝜙
Sn+1,i+1w − Snw

𝛿t
− ∇ ⋅

(
𝜆w(Sn+1,iw )(∇Pn+1,i+1o − ∇Pc(𝜒n+1,i, Sn+1,iw ))

)
= f ns . (13b)

The iterative IMPES solver starts with Sn+1,iw = Snw and thus, the system above is linear and decoupled. Usually the pressure
equation (13a) is solved for Pn+1,i+1o first. The computed pressure and the previous iteration saturation profile are used
to update the current iteration saturation profile explicitly from Equation (13b). The iteration will continue until the
convergence criterion has been satisfied.

3.2 Semiimplicit time discretization

The iterative IMPES formulation above splits the pressure and saturation equations in each iteration step. Hence, the
approach has missed the inherent coupled nature of the original problem (12a) and (12b). This may cause instability on
the convergence of the method in particular for long-term reservoir processes.

In this article, we propose a scheme that couples the pressure, and saturation equations at the (n+1)th time step in
addition to the current iteration step. The scheme treats the dynamic capillary pressure function (in the pressure and satu-
ration equations) semiimplicitly in time.We then introduce amonotone fixed-point iteration.18,19,21,25,30 The development
of the scheme is discussed below.
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The scheme starts with approximating the capillary pressure function at the current time step (in the pressure (12a)
and saturation (12b) equations) by applying chain rule and semibackward Euler discretization in time. The resulting
approximation is read as

∇Pn+1c ≈
𝜕Pnc
𝜕Sw

∇Sn+1w +
𝜕Pnc
𝜕𝜒

∇𝜒n+1. (14)

The obtained approximate capillary pressure is substituted back to the two-phase flow model to give the following
linear system (we call this linearization technique pseudo-monolithic scheme),

−∇ ⋅
(
𝜆ntot∇P

n+1
o − 𝜆nw

(
𝜕Pnc
𝜕Sw

∇Sn+1w +
𝜕Pnc
𝜕𝜒

∇𝜒n+1
))

= f nt , (15a)

𝜙
Sn+1w − Snw

𝛿t
− ∇ ⋅

(
𝜆nw

(
∇Pn+1o −

(
𝜕Pnc
𝜕Sw

∇Sn+1w +
𝜕Pnc
𝜕𝜒

∇𝜒n+1
)))

= f ns . (15b)

The above approach (15a) and (15b) couples the pressure and saturation equations at the current time step weakly. But,
importantly, the saturation and pressure state variables communicate each other at the same degree of decision making
level. Recall that the variable 𝜒 is also a function of saturation, and thus, the number of equations and unknowns are
compatible.

Then stability and accuracy of the pseudo-monolithic scheme (15a) and (15b) is improved further by introducing
outer iteration steps (ie, (i+ 1) and i), and evaluating the nonlinear terms at the current time step (n+1 instead of
n) but at the previous iteration i. We controlled the convergence of the proposed fixed-point iteration by adding an
L-scheme type19,21,25 stabilization term.We named this linearization technique as iterative pseudo-monolithic scheme, and
read as

− ∇ ⋅

(
𝜆
n+1,i
tot ∇Pn+1,i+1o − 𝜆

n+1,i
w

(
𝜕Pn+1,ic

𝜕Sw
∇S̃n+1,i+1w +

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1,i+1

))
= f nt , (16a)

𝜙
S̃n+1,i+1w − Snw

𝛿t
− ∇ ⋅

(
𝜆
n+1,i
w

(
∇Pn+1,io −

(
𝜕Pn+1,ic

𝜕Sw
∇S̃n+1,i+1w +

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1,i+1

)))
= f ns , (16b)

Sn+1,i+1w = (1 − Li+1)Sn+1,iw + Li+1S̃n+1,i+1w , (16c)

𝜒n+1,i+1 = (1 − Li+1)𝜒n+1,i + Li+1𝜒n+1,i+1, (16d)

where Li+ 1 ∈ (0,1] is a stabilization constant that has an important role on the convergence of the proposed scheme. The
choice of Li+ 1 in each iteration will be discussed later in this article. Equations (16c) and (16d) can be substituted into
Equations (16a) and (16b) directly during the solution processes. Here, we note that Sn+1,i+1w and 𝜒n+1,i+1 are used as a
previous iteration values for the next iteration and we set Sn+1,0w = Sn+1w for the first iteration step.

Remark 1. The pseudo-monolithic and the iterative pseudo-monolithic schemes reduced to IMPES and iterative
L-scheme, respectively, if the capillary pressure is neglected.

Below, we demonstrate the convergence of the iterative pseudo-monolithic scheme, and in Section 4, we compare its
performance against the pseudo-monolithic scheme (15a) and (15b) and the iterative IMPES.

3.2.1 Convergence analysis of the iterative pseudo-monolithic scheme

We denote by L2(Ω) the space of real valued square integrable functions, and by H1(Ω) its subspace containing functions
having also the first-order derivatives inL2(Ω). LetH1

0(Ω) be the space of functions inH
1(Ω)which vanish on the boundary.

Furthermore, we denote by ⟨⋅ , ⋅⟩ the inner product on L2(Ω), and by || ⋅ || the norm of L2(Ω). Lf stays for the Lipschitz
constant of a Lipschitz continuous function f (⋅).

Let Th is a regular decomposition of Ω, which decomposesΩ into closed d-simplices; h stands for the mesh diameter.
Here, we assume Ω = ∪ ∈h . The Galerkin finite element space is given by
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Vh ∶= {vh ∈ H1
0(Ω)|vh| ∈ P1( ),  ∈ h}, (17)

where P1( ) denotes the space of linear polynomials on any simplex T.
We use the definition of spaces and notations above to write the variational form of Equations (12a) to (12b) which

finds Pn+1o , Sn+1w ∈ Vh for a given Snw such that the following holds,

⟨
𝜆n+1tot ∇P

n+1
o − 𝜆n+1w

(
𝜕Pn+1c

𝜕Sw
∇Sn+1w +

𝜕Pn+1c

𝜕𝜒
∇𝜒n+1

)
,∇vh

⟩
= ⟨f nt , vh⟩ (18a)

⟨𝜙Sn+1w − 𝜙Sn+1w , vh⟩ + 𝛿t
⟨
𝜆n+1w ∇Pn+1o − 𝜆n+1w

(
𝜕Pn+1c

𝜕Sw
∇Sn+1w +

𝜕Pn+1c

𝜕𝜒
∇𝜒n+1

)
,∇vh

⟩
= ⟨f ns , vh⟩, (18b)

for all vh ∈Vh. Similarly, we can also write the variational form of the iterative pseudo-monolithic method (16a) and (16b)
that find Pn+1,i+1o , Sn+1,i+1w ∈ Vh for given Snw, S

n+1,i
w such that

⟨
𝜆
n+1,i
tot ∇Pn+1,i+1o − 𝜆

n+1,i
w

(
𝜕Pn+1,ic

𝜕Sw
∇S̃n+1,i+1w +

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1,i+1

)
,∇vh

⟩
= ⟨f nt , vh⟩ (19a)

⟨𝜙S̃n+1,i+1w − 𝜙Snw, vh⟩ + 𝛿t

⟨
𝜆
n+1,i
w

(
∇Pn+1,i+1o −

(
𝜕Pn+1,ic

𝜕Sw
∇S̃n+1,i+1w +

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1,i+1

))
,∇vh

⟩
= ⟨f ns , vh⟩, (19b)

holds for all vh ∈Vh. The aim is to show that the linearized model (19a) and (19b) converges to the nonlinear problem
(18a) and (18b) within few outer iteration steps in each time step.

The convergence analysis of the scheme is proved theoretically by assuming that the continuous model has a solu-
tion. Furthermore, the following assumptions on the coefficient functions and the discrete solutions are defining the
framework in which we can prove the convergence of the proposed scheme.

A1: Themobilities satisfy the Lipschitz continuity condition in thewetting phase saturation, that is, there exist constants
L𝜆𝛼 such that

||𝜆𝛼(Sw) − 𝜆𝛼(Sw)|| ≤ L𝜆𝛼 ||Sw − Sw||, ∀Sw, Sw ∈ [0, 1]. (20)

This implies that any linear combination of 𝜆𝛼 is also Lipschitz continuous.
A2: The dynamic capillary pressure function Pc, and its partial derivatives

𝜕Pc
𝜕Sw

and 𝜕Pc
𝜕𝜒

are Lipschitz continuous with

respect to Sw and 𝜒 . This implies, for any 𝜒, 𝜒, Sw, Sw ∈ [0, 1], we can find constants L𝜒Pc ,L
𝜒

P′c
,LsPc and L

s
P′c
such that

||Pc(𝜒, Sw) − Pc(𝜒, Sw)|| ≤ LsPc ||Sw − Sw||, and
‖‖‖‖‖
𝜕Pc(𝜒, Sw)

𝜕Sw
−

𝜕Pc(𝜒, Sw)
𝜕Sw

‖‖‖‖‖ ≤ LsΦ′
c
||Sw − Sw||, (21)

||Pc(𝜒, Sw) − Pc(𝜒, Sw)|| ≤ L𝜒Φc
||𝜒 − 𝜒w||, and

‖‖‖‖
𝜕Pc(𝜒, Sw)

𝜕𝜒
−

𝜕Pc(𝜒, Sw)
𝜕𝜒

‖‖‖‖ ≤ L𝜒P′c ||𝜒 − 𝜒||. (22)

Furthermore, we assume that the dynamic capillary pressure Pc(𝜒, Sw) is decreasing function, that is,
𝜕Pc(𝜒,Sw)

𝜕Sw
< 0,

and 𝜕Pc(𝜒,Sw)
𝜕𝜒

< 0
A3: We assumed that the initial wetting phase saturation satisfies ||∇Snw||∞ ≤ Ms with || ⋅ || denoting the L∞(Ω)-norm.

This implies also ||∇Sn+1w ||∞ ≤ Ms and ||∇Pn+1n ||∞ ≤ Mp.
A4: The total derivative of Pc with respect to Sw is bounded above by zero.
A5: Assume that for any time step (n+1) with n≥ 0, there exist a solution for saturation Sn+1w and pressure Pn+1o such that

the Equations (18a) to (18b) are satisfied.

From now on, we denote by
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ei+1p = Pn+1,i+1o − Pn+1o , ei+1s = Sn+1w − Sn+1,i+1w , ẽi+1s = Sn+1w − S̃n+1,i+1w , (23)

the error at iteration i+ 1. A scheme is convergent if ||ei+1p || → 0, ||ei+1s || → 0 when i→∞.

Theorem 1. Assume that the conditions (A1) to (A5) are satisfied. If we choose Snw as the initial approximation, S
n+1,0
w , of the

exact solution Sn+1w , there exists a time step size 𝛿tn with mild restriction such that the iteration Sn+1,i+1w and Pn+1,i+1o generated
by the scheme (19a) and (19b) converges to Sn+1w and Pn+1o , respectively, in L2 norm.

Proof. As in References 18,19,25, we start the analysis by subtracting the linearized pressure equation (19a) from the
nonlinear Equation (18a) to obtain:

⟨𝜆n+1tot ∇P
n+1
o − 𝜆

n+1,i
tot ∇Pn+1,i+1o ,∇vh⟩ −

⟨
𝜆n+1w

𝜕Pn+1c

𝜕Sw
∇Sn+1w − 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕Sw
∇S̃n+1,i+1w ,∇vh

⟩

−

⟨
𝜆n+1w

𝜕Pn+1c

𝜕𝜒
∇𝜒n+1 − 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1,i+1,∇vh

⟩
= 0, (24)

for any vh ∈Vh. Applying the Cauchy-Schwartz inequality

|⟨u, v⟩|2 ≤ ||u||2||v||2, (25)

followed by the assumptions (A1) to (A4), and testing with vh = ei+1p , we get the following estimate,

M0
𝜆tot

⟨∇ei+1p ,∇ei+1p ⟩ ≤ 𝛾p||eis||||∇ei+1p || +
⟨
𝜆
n+1,i
w

(
𝜕Pn+1,ic

𝜕Sw
− t
T
𝜕Pn+1,ic

𝜕𝜒

)
∇ẽi+1s ,∇ei+1p

⟩
, (26)

where 𝛾p = L𝜆totMp + L𝜆w(M
s
Pc
+M𝜒

Pc
) + (LsP′c + L𝜒P′c)M𝜆w . Applying (A4) once more, we obtain an estimate as follows,

||∇ei+1p || ≤ 𝛾p

M0
𝜆tot

||eis|| (27)

Similarly, we subtract Equation (19a) from Equation (18b) to get,

𝜙

𝛿t
⟨ẽi+1s , vh⟩ −

⟨
𝜆n+1w

𝜕Pn+1c

𝜕Sw
∇Sn+1w − 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕Sw
∇Sn+1w + 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕Sw
∇Sn+1w − 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕Sw
∇S̃n+1,i+1w ,∇vh

⟩

−

⟨
𝜆n+1w

𝜕Pn+1c

𝜕𝜒
∇𝜒n+1 − 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1 + 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1 − 𝜆

n+1,i
w

𝜕Pn+1,ic

𝜕𝜒
∇𝜒n+1,i+1,∇vh

⟩

−
⟨
𝜆
n+1,i
w

(
∇Pn+1,i+1o − ∇Pn+1o

)
,∇vh

⟩
+
⟨(

𝜆
n+1,i
w − 𝜆n+1w

)
∇Pn+1o ,∇vh

⟩
= 0. (28)

Now by taking the advantage of assumptions (A1) to (A3) and applying the Cauchy-Schwartz inequality with the
definition of 𝜒 , Equation (28) can be estimated as,

𝜙

𝛿t
||ẽi+1s || −

⟨
𝜆
n+1,i
w

(
𝜕Pn+1,ic

𝜕sw
− t
T
𝜕Pn+1,ic

𝜕𝜒

)
∇ẽi+1s ,∇ẽi+1s

⟩
≤ M𝜆w ||∇ei+1p ||||∇ẽi+1s || + (𝛾p + L𝜆wMp)||eis||||∇ẽi+1s ||, (29)

where we choose vh = ẽi+1s as a test function. At this point, we apply assumptions (A1) and (A4). From assumption (A4),
we have that 𝜕Pn+1,ic

𝜕Sw
− t

T
𝜕Pn+1,ic
𝜕𝜒

< 0. This implies that there exists a real numberMP′c > 0 such that,

max
Sw,t

{
𝜕Pn+1,ic

𝜕Sw
− t
T
𝜕Pn+1,ic

𝜕𝜒

}
= −MP′c .
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Considering all these and after some algebraic manipulation, the inequality (29) can be rewritten as

𝜙

𝛿t
||ẽi+1s ||2 +MP′c ||∇ẽi+1s ||2 ≤ M𝜆w ||∇ẽi+1p ||||∇ẽi+1s || + 𝛾s||eis||||∇ẽi+1s ||. (30)

where 𝛾s = 𝛾p + L𝜆wMp. Substitute the pressure estimate (27) into (30) to give an estimate for the saturation error:

𝜙

𝛿t
||ẽi+1s ||2 +MP′c ||∇ẽi+1s ||2 ≤

(
𝛾pM𝜆w

M0
𝜆tot

+ 𝛾s

)
||eis||||∇ẽi+1s ||. (31)

Let us define

C =
𝛾pM𝜆w

M0
𝜆tot

+ 𝛾s > 0, (32)

and apply Young’s inequality

ab ≤ a2
2𝜖

+ 𝜖b2
2

,

for 𝜖 > 0 to the inequality (31), and choosing the parameter 𝜖 to be 𝜖 = C
MP′c

, the estimate (31) is reduced to

||ẽi+1s ||2 ≤ 𝛿tC2
MP′c𝜙

||eis||2. (33)

At this stage, we can substitute the stabilization term from Equation (16c) into Equation (33) to get the following
estimate,

||||
||||
1
Li+1

ei+1s +
(
1 − 1

Li+1
)
eis
||||
||||
2 ≤ 𝛿tC2

MP′c𝜙
||eis||2. (34)

For any choice of Li+ 1 ∈ (0,1], 1 − 1
Li+1

≤ 0, and thus, by applying the reverse triangle inequality, we can obtain,

||ei+1s ||2 ≤
(
Li+1 − 1 + 𝛿tC2

MP′c𝜙

)
||eis||2. (35)

Thus, the scheme converges linearly for the designed nonlocal two-phase flow model when

𝛿t ≤ (2 − Li+1)MP′c𝜙

C2
, (36)

is satisfied. ▪

Remark 2. If we choose a small L, convergence of the scheme is guaranteed for large time step. However, the rate of
convergence may be slow and thus, we may encounter large number of iterations.

3.2.2 Choice of the relaxation factor

Above we observed that the choice of the relaxation factor plays an important role on the convergence of the scheme.
Here, we introduce a choice strategy for the relaxation factor based on the history of the errors at previous and current
iterations.

Following Reference 21, we define the length of the residual of the transport equation at the current iteration by
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||Rn+1,i+1s || = ||S̃n+1,i+1w − Sn+1,iw ||. (37)

The aim is finding a relaxation factor that makes (37) sufficiently small. However, this problem is highly nonlinear
optimization problem and thus, challenging to come up with optimal global solution. As a consequence, we compute and
bound the relaxation factor adaptively in each iteration.

To support the convergence of the iterative pseudo-monolithic scheme, the relaxation factor L should be chosen such
that the residual defined by (37) is decreasing with each successive iteration, that is,

||Rn+1,i+1s || ≤ ||Rn+1,is || (38)

From (16c) and (38), there exists a constant L such that,

||Sn+1,i+1w − Sn+1,iw || ≤ L||Sn+1,iw − Sn+1,i−1w ||. (39)

We denote the relaxation factor at the ith iteration step by Li, and thus the relaxation equation for wetting phase
saturation can be rewritten as,

Sn+1,i+1w = (1 − Li+1)Sn+1,iw + Li+1S̃n+1,i+1w , (40)

where Li+ 1 ∈ (0,1]. Substituting Equation (40) into Equation (39) and rearranging will give,

Li+1 ≤ L
||Sn+1,iw − Sn+1,i−1w ||
||S̃n+1,i+1w − Sn+1,iw || . (41)

Recall that Li+ 1 ∈ (0,1] and from Equation (38), and thus the choice of Li+ 1 should satisfy instead,

Lmin ≤ Li+1 ≤ min

{
Lmax,L

||Sn+1,iw − Sn+1,i−1w ||
||S̃n+1,i+1w − Sn+1,iw ||

}
, (42)

where Lmin,Lmax ∈ (0,1] and L are specified a priori.

4 NUMERICAL RESULTS

In this section, we examine the convergence and accuracy of the iterative pseudo-monolithic scheme presented in
this work. Section 4.1 presents a comparison between the pseudo-monolithic (15a) and (15b) scheme and the itera-
tive pseudo-monolithic (16a) to (16d) scheme. We also carry out comparisons between iterative IMPES, and iterative
pseudo-monolithic scheme in Section 4.2. All the schemes are implemented in the open source software packageMRST.31
Here, we applied two point flux approximation to discretize the models designed below. However, we recall that we
applied a Galerkin finite elements to show the convergence of the scheme theoretically. This is to show that the scheme
is independent of space discretization methods.

4.1 Analytic example

In this subsection, a porous medium flow model is designed by choosing exact solutions

Sanw = 0.65 − tx(1 − x)y(1 − y), Pano = tx(1 − x)y(1 − y) + 0.2 in (0,Tf ) × Ω,

followed by constructing source terms and boundary conditions. For this particular example, we set t∈ [0,1] and Ω =
(0, 1) × (0, 1). Furthermore, we consider unit magnitude for rock as well as fluid properties in order to ease the construc-
tion of the source terms. We applied van Genuchten relative permeability relations (11) and dynamic capillary pressure
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F I GURE 1 Number of iterations, A and L2 error, B with respect to time step sizes [Colour figure can be viewed at
wileyonlinelibrary.com]

model (7) with

𝜔 =
𝛽1𝜒

𝛽1𝜒 + 1
,

where the parameters are set to be nw = no = 2, Pwe = 1, Poe = 0, and 𝛽1 = 400.
To evaluate the convergence of the scheme to the exact solution, we have considered a 80× 80 regular grid cells with

varying time step sizes given below

𝛿t ∈ {1∕5, 1∕20, 1∕40, 1∕60, 1∕100, 1∕140}.

The outer iteration loop for the iterative pseudo-monolithic scheme is allowed to continue until ||Sn+1,i+1w − Sn+1,iw || ≤ 1 ×
10−6 is satisfied. In this test, the relaxation factor choice strategy mentioned in subsection 3.2.2 is applied. Initially, L1 is
computed from (37), where we take ||Sn+1,0w − Sn+1,−1w || = 1 in each time step.

We experimented a convergence test considering the inputs above, and Figure 1A presents the number of iterations of
the iterative pseudo-monolithic scheme for different time step sizes. Furthermore,we also plotted the number of iterations
of the pseudo-monolithic scheme just as a reference.

Obviously, the proposed pseudo-monolithic scheme exits the iteration steps at the first iteration for all time steps. On
the other hand, the proposed iterative pseudo-monolithic scheme converges to the solution within two iterations for all
time steps except for the larger time step 𝛿t = 0.2 which needs one extra iteration.

Figure 1B shows the associated L2 error ||Sn+1w − Sanw ||L2(Ω) for the saturation and pressure profiles. Sanw represents the
analytical solution of the saturation. The pseudo-monolithic method approximates the exact solution efficiently. The
iterative pseudo-monolithic schemehas improved the accuracy of the pseudo-monolithic scheme as proposed in Section 3.
This explains that the efficiency and accuracy of the iterative scheme can be gained with only the cost of a few extra
iterations. Note that the number of iterations can be reduced by considering larger stopping criteria for outer iterations
without affecting the accuracy.

We have also performed a numerical experiment to analyze the convergence of the proposed iterativemethod by fixing
the time step size 𝛿t for a different number of grid cells with

h = {1∕10, 1∕20, 1∕40, 1∕60, 1∕80, 1∕100}, (43)

where h is the side length of a uniform grid cell. The obtained results are listed in Table 1. The iterative pseudo-monolithic
method converges with a maximum iterations of three. This maximum number of iteration was needed for the
largest time step size 𝛿t = 0.2. From Table 1, we observe that the number of iterations keeps the same while
the grid size varies. This implies that the proposed iterative pseudo-monolithic scheme is not dependent on the
mesh size.
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1/h 10 20 40 60 80 100

Number of iterations (𝛿t = 0.2) 3 3 3 3 3 3

Number of iterations (𝛿t = 0.05) 2 2 2 2 2 2

TABLE 1 The required number of
iteration to converge to the solution per
time step for different mesh size resolutions

Parameters Units Example 1 Example 2

𝜙 [–] 0.2 0.2

𝜇w [cP] 1 1

𝜇o [cP] 0.45 0.45

nw [–] 2 2

no [–] 2 2

Pwe [bar] 5 5

Poe [bar] 0 0

L [–] 0.5 0.5

Lmax [–] 1 1

𝛽1 [–] 100 –

𝛽2 [–] – 100

TABLE 2 Material properties and model parameters

F IGURE 2 Rock permeability model for Example 1. Here “md” stands
for milli darcy [Colour figure can be viewed at wileyonlinelibrary.com]

4.2 Physical test

Above, we considered an academic example and studied the accuracy of the iterative pseudo-monolithic method over
the pseudo-monolithic scheme. In the following, we will compare the iterative pseudo-monolithic scheme and IMPES by
considering complex porous media geometries with fluid and rock properties given in Table 2. Note that fluid properties
andmodel parameters given in Table 2 are applied for both iterative IMPES and iterative pseudo-monolithic schemes. The
outer iteration loop is allowed to continue until ||Sn+1,i+1w − Sn+1,iw || ≤ 2.5 × 10−5 is satisfied. The relaxation factor choice
strategy starts with computing L1 from (37), where we take ||Sn+1,0w − Sn+1,−1w || = 1 in each time step. The relative per-
meabilities and capillary pressure models in Examples 1 and 2 below are considering a zero residual saturations for the
wetting and nonwetting fluids.

4.2.1 Example 1

The computational domain with 300m× 150m dimensions, consisting of different subdomains for the distribution of
permeability, is considered. This porous medium model is shown in Figure 2.
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TABLE 3 Linearization schemes
convergence comparison for the tested flow
model in Example 1

𝜹t (days) 27.5 6.85 3.43 1.71 0.85

Iterative IMPES

Total iteration – – – – 12 237

Average iteration – – – – 3.82

Iterative pseudo-monolithic

Total iteration 672 1820 2832 4112 5244

Average iteration 6.72 4.55 3.45 2.57 1.6

Note: The “–” sign stands for the scheme is not convergent, “Total iteration” stands for the overall
number of iterations to complete the simulation, and “Average iteration” represents the average
iteration number per time step.
Abbreviation: IMPES, implicit pressure explicit saturation.

We applied the water-wet van Genuchten relative permeabilities (11) and a capillary pressure function as given below,

Pc =
𝛽1𝜒

1 + 𝛽1𝜒
(Powc − Pwwc ) + Pwwc , (44)

where Pwwc and Powc are as described in Equation (10). The capillary pressure (44) is changing from Pwwc to Powc dynami-
cally for 7.5 years. Here 7.5 years represent the life of injection for this particular simulation. Further data on the model
parameters are given in Table 2 above. We complete the model by injecting the nonwetting fluid to the left-bottom corner
of the domain with an injection rate of 0.35m3 per day and we impose a zero Dirichlet condition at the middle of the right
side of the domain. The rest of the boundaries are considered impermeable.

We discretized the above model with 2500 regular grid cells and performed numerical experiments to evaluate the
convergence behavior of the iterative IMPES and pseudo-monolithic scheme for different time step sizes. Table 3 shows
the convergence results of the two methods. As shown in Table 3, the iterative IMPES only converges if the time step size
𝛿t ≤ 0.85 day, and the iterative pseudo-monolithic scheme converges for all time step sizes. This shows that the iterative
IMPES is subject to strong restrictions with respect to the time step size choice in this example. Usually, IMPES encoun-
tered a difficulty regarding the choice of time step size even for standard multiphase flow models.20-22,32 The dynamic
nature of the capillary pressure function further worsens the flexibility of iterative IMPES on the choice of the time step
size in this example. By contrast, the iterative pseudo-monolithic scheme shows its strength allowing for the relaxed choice
of time step sizes. The scheme is capable of taking a large time step size. Furthermore, the total and average number of
iterations are increasing and decreasing, respectively, when the scheme considers smaller time step sizes. The decreasing
number of average iterations per time step size is a positive sign toward the stability of the iterative pseudo-monolithic
scheme.

We further studied the convergence stability of the iterative pseudo-monolithic scheme by controlling the speed of
capillary pressure alteration. To do so, we vary the dynamic coefficient parameter 𝛽1 from Equation (44). For this numer-
ical experiment, we used the same mesh size as before and chose a larger time step size 𝛿t = 30.5 days. Table 4 shows the
convergence behavior of the iterative pseudo-monolithic scheme for different dynamic coefficient parameter, 𝛽1, values.
From Table 4, we observe that the scheme requires more iterations as 𝛽1 increases. That means the scheme needs a few
extra iterations to converge as the alteration speed of the capillarity becomes faster. Furthermore, the scheme may fail to
converge for this model if we choose sufficiently large 𝛽1 > 2 × 104 (not shown here). For such case, the proposed scheme
is enforced to choose a relatively small time step size. Nevertheless, the results above show that the scheme converges
successfully for nonlocal (in time) two-phase flowmodel that considers physically reasonable dynamic capillary pressure
alteration (even with capillary pressure jumps). These all support the theoretical convergence analysis of the proposed
scheme as discussed in Section 3. In general, the reliability of the scheme to handle the dynamic alteration of the capillary
pressure and nonlocality of the problem has been successfully demonstrated.

After a successful convergence stability experiment, we also studied the impact of the dynamic coefficient parameter,
𝛽1, on the flow path of the fluids. We used 𝛿t = 30.5 days, and we keep the grid size, fluid and reservoir parameters as
above for this purpose. However, we considered two different values for the dynamic coefficient parameter 𝛽1. Figure 3
shows the fluid distributions after 7.5 years of evolution.
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𝜷1 100 200 104 2× 104

Total iteration 622 644 768 963

Average iteration 6.9 7.2 8.5 10.7

TABLE 4 The impact of dynamic coefficient parameter on the
stability of the iterative pseudo-monolithic scheme

F IGURE 3 Saturation profiles: A, Demonstrates the flow path when 𝛽1 = 1, that is, slow dynamic capillary pressure alteration and B,
shows the fluid path for relatively fast dynamic alteration, that is, 𝛽1 = 2 × 104 [Colour figure can be viewed at wileyonlinelibrary.com]

As shown in Figure 3, the effect of the dynamic coefficient on fluid displacement is distinct. The movement of the
nonwetting fluid is restricted for fast dynamic alteration processes. In other words, the displacing fluid remains the res-
ident fluid for slow dynamic capillary pressure alteration, whereas it swipes the resident fluid when we consider a fast
capillary pressure alteration. This happens because the wetting property of the volumes (occupied by the displacing fluid)
is altered to the intermediate-wet system before it leaves the volume, and thus, the nonwetting fluid preferred to be in
contact with the solids when we consider fast capillary pressure alteration.

4.2.2 Example 2

We considered 50m× 50m× 10m dimensional heterogeneous medium, with permeability distribution,

K =

{
1 md, if (x, y, z) ∈ (5 m, 50 m) × (0 m, 30 m) × (2 m, 8 m)
100 md, else.

(45)

We employed the same relative permeabilities functions as above and dynamic capillary pressure given as

Pc =
𝛽2Sw𝜒

1 + 𝛽2Sw𝜒
(Powc − Pwwc ) + Pwwc , (46)

where Pwwc and Powc are as described in Equation (10). The capillary pressure is allowed to change from Pwwc to Powc
dynamically according to model (46) in each subdomain for 2.5 years. Additional data on model parameters are listed in
Table 2. We inject the nonwetting fluid to the west particularly at (y,z)∈ (10m,15m)× (2m,8m) with an injection rate of
0.15m3/day for 2.5 years, and impose a zero Dirichlet boundary condition to the east side of the domain, particularly at
(y,z)∈ (10m,15m)× (2m,8m). The rest of the boundaries are considered to be impermeable.

We discretized the designed model above with 3125 grid cells and we did simulations to examine the convergence
behavior of the iterative IMPES and pseudo-monolithic linearization techniques. The obtained results are published in
Table 5. In Table 5, we noticed that the iterative IMPES fails to converge for time step sizes bigger than 0.26 day. This
shows that the choice of a time step size is strongly restricted for iterative IMPES linearization which confirms the results
reported in References 20,21,32. Unlike the iterative IMPES, iterative pseudo-monolithic scheme relaxes the choice of the
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TABLE 5 Linearization schemes comparison for the tested flow model above in Example 2

𝜹t (days) 90.25 60 30.4 9.125 2.2812 0.57 0.26

Iterative IMPES

Total iteration – – – – – – 6980

Average iteration – – – – – – 2.2

Iterative pseudo-monolithic

Total iteration 50 72 121 271 824 2106 3354

Average iteration 5 4.8 4.03 2.71 2.06 1.3 1.05

Note: Here “–” represents that the scheme is not convergent.
Abbreviation: IMPES, implicit pressure explicit saturation.

TABLE 6 The impact of dynamic coefficient
parameter on the stability of the iterative
pseudo-monolithic scheme

𝜷2 100 1000 2× 103 1× 104 2× 104

Total iteration 50 50 50 50 50

Average iteration 5 5 5 5 5

F IGURE 4 Saturation distribution obtained from iterative pseudo-monolithic scheme. Here, we applied the same grid resolution as
above with time step size 𝛿t = 90.25 days. A, No dynamic capillary pressure alteration (𝛽2 = 0) and B, relatively fast alteration (𝛽2 = 1 × 105 in
Equation (46)) [Colour figure can be viewed at wileyonlinelibrary.com]

time step size. The scheme return with an approximate solution for a relatively large time step size compared with the
iterative IMPES scheme. The total and average number of iterations, respectively, are increasing and decreasing when we
consider smaller time step sizes, see Table 5.

We further investigate the sensitivity of the dynamic coefficient parameter 𝛽2. For this, we keep the number of grid
elements as before and the time step size to be the larger one in Table 5, that is, 𝛿t = 90.25 days. Then, we vary 𝛽2, and
observe its impact on the convergence of the scheme. Table 6 shows the convergence results for different values of 𝛽2.
As shown in Table 6, the scheme converges with the same number of iterations for all values of 𝛽2. This implies that the
proposed scheme is not affected by the speed of the capillary pressure alteration dynamics for this particular example.

Above, we studied the convergence of the iterative pseudo-monolithic scheme for the nonlocal two-phase flowmodel.
Below, we investigate the impact of the dynamic capillary pressure model on the injected fluid distribution. Figure 4
compares the injected fluid distribution for the initial wetting condition capillary pressure (ie, 𝛽2 = 0 in Equation (46)),
and dynamic capillary pressure model (46) with 𝛽2 = 1 × 105.

In Figure 4, we observe that the displacing fluid leaves the resident fluid behind when we consider 𝛽2 = 0 in
Equation (46). This is due to the fact that the rock surfaces are water-wet in this case, that is, no WA, and thus, the res-
ident fluid prefers to remain in the pores. On the other hand, the nonwetting fluid has displaced the resident fluid and
concentrated near the injection area when we employed the dynamic capillary pressure model (46) with 𝛽2 = 1 × 105. In
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this case, the wettability of the rock surfaces near to the injection area has been changed (in time) to the intermediate-wet
system before the displacing fluid leaves the volume, and thus, the displacing fluid preferred to occupy these pores. That
means the injected fluid pressure is able to displace the resident fluid with relatively small pressure. This shows that the
dynamic capillary pressure results in a large change of fluid saturation as compared with the standard capillary pressure
model, Pwwc , in Equation (10). Thismight be one of the reasons that restrict the time step size choice of the iterative IMPES.

5 CONCLUSION

In this article, we introduced fluid history and time-dependent dynamic capillary pressure model in a two-phase immis-
cible incompressible porous media flow model. We developed a linearization scheme for the resulting nonstandard
two-phase flowmodel by treating the capillary pressure implicitly and adding stabilization terms. This implicit treatment
of the dynamic capillary pressure model couples the pressure and saturation equations strongly, and makes the scheme
stable. We gave a theoretical convergence analysis of the scheme under some meaningful assumptions. The scheme has
been successfully implemented and tested for different illustrative examples. We found that the proposed scheme is effi-
cient to approximate the solution of the resulting nonstandard two-phase flow model. Most importantly, the scheme
demonstrates flexibility regarding the choice of time step size for dynamic capillary pressure alteration (possibly with cap-
illary jumps). Thus, combining the scheme with a Newton method is a straightforward application. This implies that one
can alternate between the iterative pseudo-monolithic scheme and the Newton method as mentioned in Reference 25.
This may further improve the convergence speed and accuracy of the approximation to simulate such complex models.
Furthermore, the convergence of the scheme shall be investigated for degenerate cases in the future.
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Abstract

Constitutive functions that govern macroscale capillary pressure and relative permeability are central

in constraining both storage efficiency and sealing properties of CO2 storage systems. Constitutive

functions for porous systems are in part determined by wettability, which is a pore-scale phenomenon

that influences macroscale displacement. While wettability of saline aquifers and caprocks are assumed

to remain water-wet when CO2 is injected, there is recent evidence of contact angle change due to

long-term CO2 exposure. Weakening of capillary forces alters the saturation functions dynamically

over time. Recently, new dynamic models were developed for saturation functions that capture the

impact of wettability alteration (WA) due to long-term CO2 exposure. In this paper, these functions

are implemented into a two-phase two-component simulator to study long-term WA dynamics for

field-scale CO2 storage. We simulate WA effects on horizontal migration patterns under injection and

buoyancy-driven migration in the caprock. We characterize the behavior of each scenario for different

flow regimes. Our results show the impact on storage efficiency can be described by the capillary

number, while vertical leakage can be scaled by caprock sealing parameters. Scaling models for CO2

migration into the caprock show that long-term WA poses little risk to CO2 containment over relevant

timescales.

Keywords: dynamic capillary pressure; dynamic relative permeability; seal integrity; storage

efficiency; wettability alteration; CO2 storage simulation

1. Introduction

Geological CO2 storage can be successfully implemented in deep saline aquifers that possess favor-

able characteristics [1], e.g., the storage formation has sufficient capacity, injectivity, and containment

properties to store the desired quantity of CO2 at the required injection rate. A competent caprock

should be verified that provides a capillary and permeability seal to prevent buoyant CO2 from mi-

grating upwards and is free of defects that could leak or seep CO2 out of the storage formation [2]. In

addition, lateral migration of CO2 should stay within the defined boundaries of the storage reservoir.

In some cases, the boundaries are defined by a structural trap. In open stores with no defined trap,

sufficient CO2 trapping efficiency in residual and dissolved phase is needed to prevent unwanted lateral

CO2 migration [3].
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There is a wide array of geological and operational factors affecting CO2 storage migration and

containment in deep, saline aquifer [4]. The physical and chemical rock-fluid interactions play an

important role through their impact on the constitutive functions that govern macroscale capillary

pressure and relative permeability. These functions, often called flow functions or saturation functions,

govern the displacement processes in a multiphase flow setting and are central in constraining both

storage capacity of the formation and sealing properties of the caprock [5, 6, 7, 8]. Capillary pressure

and relative permeability functions for the storage reservoir and caprock are strongly influenced by

wettability. The term wettability refers to the preference of one fluid over the other for the rock surface

[9, 10] and is a pore-scale phenomenon that has direct influence on macroscale displacement processes

[11, 12, 13].

Wettability has been shown to play a key role in geological CO2 storage with regard to CO2

migration, trapping and sealing capacity. Saline aquifers are brine-bearing formations, and thus often

assumed to be strongly water-wet. However, differences in initial wetting state can be caused by

a number of factors that affect the surface chemistry of rock minerals, including temperature and

pressure conditions, brine salinity, mineralogy, and organic content (see [14] and references therein).

Wettability significantly affects the capillarity between CO2 and brine, which in turn impacts the

efficiency of brine displacement. Studies have shown that wettability affects plume migration [15] and

residual trapping [16]. In terms of containment, the capillary seal of the caprock barrier is reliant on a

strongly water-wet condition to maintain a high capillary force in combination with smaller pore radii

of a tight medium. An effective seal increases storage capacity in structural traps by supporting a

thick column of CO2 [14], which can be compromised if the seal weakens over time due to changes in

wettability [17].

Although wettability is often considered a static property, there is a possibility for wettability to

change dynamically over time. This process of wettability alteration (WA) is a dynamic process, that

involves a complex interaction of surface mineralogy, fluid composition, and reservoir conditions that is

percipitated by the introduction of a wettability-altering agent [9, 18]. WA has been long studied in the

petroleum sector, and a variety of methods and agents, that include solvents such as supercritical CO2,

have been applied to enhance WA in oil reservoirs to the benefits of increased recovery [19, 20]. Modeling

of WA often assumes an instantaneous change of wettability as a function of solvent concentration [21].

However, there are some cases where a WA process depends on exposure time that can extend for

weeks or months to the wettability-altering agent [22, 23, 24, 25, 26, 27].

For CO2 storage, there has been some intriguing evidence of long-term WA caused by CO2 exposure

that significantly weakens the strength of capillary forces of a water-wet medium, which can apply

to both reservoir rocks and caprock material. For example, core-flooding experiments and capillary

pressure measurements on storage reservoir samples have reported a instability or slow reduction in

capillary pressure–saturation relationships over time [23, 28, 29, 30, 31, 32]. In particular, we note

in [31] that wettability was measured through contact angle (CA) change in silicate and carbonate

sands from strongly water wet to intermediate wet over the course of weeks and months. Studies on

shales exposed to CO2 over long periods show a steady increase in shale/water CA over days and

2



months [33, 24, 25], with trends that indicate additional exposure would lead to further CA increase.

Similar studies using reservoir rocks also show an evolution from water- to CO2-wet conditions due CO2

exposure in core-flooding experiments [34, 35]. All these bench-scale experiments indicate that WA

introduces long-term dynamics into the capillary pressure and relative permeability functions. Such

dynamics could have a significant impact on CO2 storage at the field scale in ways that may be positive

or negative. On the one hand, a caprock that becomes intermediate-wet or hydrophobic is less effective

than a water-wet caprock in providing an effective capillary barrier. On the other hand, capillary

diffusion may be reduced in the storage reservoir through long-term WA, which can be beneficial to

injectivity and capacity by causing the CO2 to displace the resident fluid efficiently [36]. A wettability

change, in general, affects the space-time evolution of CO2 plume in the formation in ways that has

not been fully understood yet.

There have been several attempts to understand the impact of static wettability on long-term

CO2 storage at field scales. In [15, 37, 38] the main conclusions are that CO2 vertical migration is

enhanced with more CO2-wet systems, which is due to the lower residual trapping capacity of CO2-wet

rocks. The impact is stronger when considering heterogeneous wettability and increased temperature.

These studies did not investigate the impact of CO2 exposure that changes rock wettability over time.

Another study investigated wettability alteration caused by increased reservoir temperature under CO2

injection. The relative permeability curves were set in predetermined zones different temperature, but

the curves were not adjusted dynamically in time [39].

Understanding how CO2 storage is impacted by dynamic wettability caused by CO2 exposure re-

quires a different approach than previously used to study static wettability. Two simulation components

are needed: (a) flow functions that capture the dynamics due to CO2 exposure, and (b) analysis and

characterization of long-term WA impacts through implementation of dynamic flow functions into field-

scale simulation. We have recently addressed the first aspect in [40] and [41] where we successfully

developed dynamic capillary pressure and relative permeability functions through mechanistic model-

ing combined with upscaling of wettability dynamics from pore to core scale. The developed models are

extended forms of standard constitutive models either by interpolation between two end-state capillary

pressure functions [40] or by incorporating WA dynamics directly into the parameters of the existing

relative permeability model [41]. The dynamics in both models are driven by exposure time to CO2

which is easily calculated from the local saturation history. We found that both models compare well

against pore-scale simulation data where WA is modeled in individual pores. More interestingly, we

determined that the upscaled model parameters have a clear relationship with the underlying pore-scale

WA model parameter. Moreover, the developed constitutive models are robust and lend themselves to

implementation within standard flow simulators.

To our knowledge, numerical simulation of the field-scale impacts of WA caused by long-term

CO2 exposure has not been performed previously. In this paper, we implement the aforementioned

dynamic relative permeability and capillary pressure functions [40, 41] into flow models for CO2 storage

applications in the open porous media (OPM) framework [42]. We investigate the impact of long-term

WA process for CO2 storage with a focus on the migration patterns and containment in a saline
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Figure 1: Model development involved in preparation for long-term wettability alteration field-scale studies. The boxed
content illustrates key features of previous work [40, 41] implemented in this study. Further discussion of the “Modeling”
formulations can found in Section 2.1.1.

aquifer that involves both viscous-driven flow in the storage aquifer and the potential for buoyancy

flow through the caprock. Therefore, we concentrate our analysis on one-dimensional horizontal and

vertical flow systems in order to understand the impact of dynamic changes in wettability on both flow

regimes separately. For the horizontal case, we study the impact of WA on storage efficiency given

by the front location, while for the vertical case, we focus on the impact of CO2 containment under

a capillary seal (i.e., caprock). In both cases, we study the sensitivity of wettability dynamics and

subsequent field-scale impacts under different conditions (i.e., permeability, entry pressure, injection

rate, and porosity) and ultimately seek an appropriate scaling relationship for the quantity of interest

in order to generalize our findings. The quantified behavior contributes to increased understanding of

the efficiency and integrity of long-term CO2 storage subject to WA caused by CO2 exposure.

2. Methodology

The goal of this study is to investigate the impacts of dynamic changes in wettability caused by long-

term CO2 exposure on field-scale CO2 plume evolution and containment. In this section, we outline

the methods that have been implemented to carry out the desired field-scale simulations. Figure 1

shows the relevant components of the dynamic saturation functions developed in previous work that

are linked to the implementation and field-scale simulation study carried out in this work.

As discussed in Section 1, laboratory observations indicate that CO2 exposure can induce chemical
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alteration of the native rock. Assuming saline aquifers are initially water-wet, we consider that long-

term CO2 exposure on the order of months can shift wettability to intermediate wet or even CO2 wet,

where each wetting state is defined by the contact angle (CA) between water and solid as shown in

the left-most illustrations in Figure 1. As a result, the saturation functions are altered continuously

in time, which is shown schematically for both the phase relative permeability and capillary pressure

functions (center Figure 1). Alteration continues until the wetting condition has reached a final state

under maximum exposure.

When studying this phenomena at the field scale, we expect that dynamics in saturation functions

will be inherently linked to local CO2 exposure, which itself is controlled by migration of CO2 at the

field scale. As a result, different points of the aquifer will have a different local history of CO2 exposure,

which leads to local alteration of saturation functions that varies in space and time throughout the

storage site. This spatial/temporal complexity in capillary pressure and relative permeability can in

turn impact field-scale CO2 migration in ways that are not easily predicted a priori. Field-scale studies

are needed to quantify the impact of this interplay between dynamics in saturation functions and

large-scale flow processes, illustrated in the right-most panels in Figure 1.

The link between CO2 exposure and time-dependent saturation functions requires a model to evolve

capillary pressure and relative permeability functions as the wetting condition continuously changes.

As depicted under “Modeling” in Figure 1, we have previously developed new formulations for capillary

pressure and relative permeability that incorporate exposure to CO2 as an additional dynamic variable

[40, 41]. These dynamic models are implemented in a standard field-scale simulation approach (de-

scribed in Section 2.1) that includes a brief overview of the dynamic model development from previous

work in Section 2.1.1.

2.1. Field-scale governing laws

CO2 storage in saline aquifers is modeled as a three-dimensional flow system consisting of two

immiscible fluids, CO2 and brine, that are mutually soluble fluids. In this section, we introduce the

model equations to describe the TPTC flow in a porous medium. The general form of the TPTC model

is presented below, however we introduce some simplifications later during the model implementation

(cf. Section 2.2). For the sake of brevity, we consider constant temperature and salinity in this study,

but these effects can be included into the model in a straightforward manner.

Let Ω ∈ Rd, d = 1, 2, or 3 be a permeable domain having a Lipschitz continuous boundary ∂Ω

and saturated with two-phase fluids that have two components each. The phases, wetting and non-

wetting, are indicated by subscripts α ∈ {w, n} and the two components are represented by index

k ∈ {CO2,water}. The mass conservation law of component k is described by:

φ
∑
α

∂t(ραSαX
k
α) +

∑
α

∇ · (ραXk
α~uα +~jkα) = F k in Ω, (1)

where Xk
α is component k mass fraction in phase α, φ denotes the porosity of the porous domain, Sα

is the phase α saturation, ρα is the density of phase α, ~uα is the volumetric phase flux, and F k is the

source term of component k.
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For each phase α ∈ {w, n}, the volumetric flux ~uα : Ω× [0,T] → Rd is given by the multiphase

extension of Darcy’s law:

~uα = −Kkrα
µα

(
∇Pα − ρα~g

)
, (2)

where K : Ω → Rd×d is the intrinsic permeability tensor of the rock, krα is the relative permeability

for phase α, µα is phase viscosity, Pα is phase pressure, and ~g is the gravitational vector. Hereafter,

we will use K and K for a tensor and scalar permeability, respectively. The diffusive flux of component

k in phase α, ~jkα, is represented by the Fick’s law and has the form of:

~jkα = −ραDk
αταSαφ∇Xk

α, (3)

where Dk
α is the molecular diffusion coefficient and τα is tortuosity for phase α which is calculated as

[43]:

τα =
(φSα)

7
3

φ2
. (4)

The component mass fractions, Xk
α, satisfies:∑

k

Xk
α = 1. (5)

The phase α saturation takes values between zero and one, and the sum of phase saturation equals

one. That is:

0 ≤ Sα ≤ 1, and
∑
α

Sα = 1. (6)

The pressures, wetting and non-wetting, are connected by the capillary pressure relation as

Pc(·, Sw) = Pn − Pw. (7)

A model for mass transfer between the phases is needed to close the system of equations. In the

general form, we consider the fugacity constraints

fkw(Pw, T,X
k
w)− fkn(Pn, T,X

k
n) = 0, (8)

where they express the requirement that non-wetting (gas) and wetting (liquid) fugacities have to be

equal for each component [44, 45]. The fugacity coefficients are calculated according to the work of

Spycher and Pruess [46]. We note that other forms of mass transfer may be considered, including

equilibrium partitioning. If mass transfer is not modeled, then this closure relation may be omitted

from the model formulation.

Equations (1) through (8) with appropriate initial and boundary conditions can be used to describe

TPTC flow dynamics in a porous medium. These equations provide a complete description of the

physics of isothermal TPTC flow in a porous medium bearing in mind that the relative permeabilities
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and capillary pressure parameterizations are given.

2.1.1. Previous work: Dynamic saturation functions

Capillary pressure in Equation (7) and phase relative permeability in Equation (2) can be modeled

by functions such as Brooks-Corey [47] or van Genuchten [48] constitutive functions. However, these

standard flow functions are limited to static wetting conditions and lack the time component needed

to capture dynamics in constitutive relations due to long-term WA. In recent work, we have developed

new dynamic models for both capillary pressure [40] and relative permeability [41] that capture the

underlying pore-scale WA mechanisms caused by exposure to CO2.

Below we briefly review the development of the upscaled dynamic flow functions from the pore

scale to the Darcy scale performed in previous work. Although the development starts from pore-

scale parameters, the final result are flow functions that solely rely on macroscale variables, where the

additional dynamic parameters have been calibrated to the pore-scale simulations performed previously.

The reader is referred to the referenced papers for more details.

The dynamic constitutive models in [40] and [41] were developed by applying an upscaling workflow

that involves correlating Darcy-scale models to dynamic capillary pressure and relative permeability

data generated from pore-scale numerical experiments. The key features to this workflow are:

1. A mechanistic model for CA change from an initial to final wetting state that is incorporated

directly in pore-scale simulations.

2. A dynamic model formulation identified at the Darcy scale that incorporates exposure time and

can be correlated to the dynamic data with as few parameters as possible.

3. A link between the correlated dynamic Darcy-scale parameter(s) and the pore-scale model for

CA change.

We note that the above approach does not capture changes in residual saturation for CO2 and brine

as a result of different wetting conditions. Although the connection between residual saturation and

wetting condition is well studied, incorporation into a dynamic framework is still a subject of ongoing

work. As such, the dynamic models presented are limited, but still provide important insight into CO2

migration patterns due to changing wetting conditions.

The first step in the previously published upscaling workflow is the pore-scale mechanistic model

for CA change. The chosen model was motivated by experimental evidence that indicates a gradual

and permanent change in the fluid-fluid CA when exposed to a WA agent, in this case CO2, over a

long period of time. CA change is caused by adsorption of the WA agent to the pore surface that

subsequently alters surface chemistry and changes the affinity of fluids to the solid. In addition, a

longer exposure time induces a greater change in CA. We thus designed a dynamic CA model that is

sorption-based and time-dependent and has the form (see [40] for development details):

θ = θi +
(θf − θi)χ

C + χ
, (9)

where θi and θf are the initial and final CA respectively, C is a model parameter that determines the
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rate of WA over time, with increasing C indicating slower CA change, and χ is a cumulative measure

of exposure time to the WA agent at the pore level. The quantity χ was evaluated by integrating the

chosen measure of local exposure, i.e., agent concentration or saturation, over time. As χ is a quantity

that always increases under exposure or remains constant under the absence of the WA agent, the

above model leads to irreversible CA change.

With the above mechanistic WA model incorporated at the pore scale, a set of numerical experi-

ments were performed to simulate laboratory measurements of capillary pressure and relative perme-

ability, i.e., subsequent drainage and imbibition cycles with stepwise changes in saturation over time.

The simulated data were obtained by modeling the pore scale as a bundle of cylindrical or triangular

tubes. A schematic illustration of capillary pressure and relative permeability data obtained in our

previous studies are shown in Figure 1.

Analysis of the simulated data showed that both saturation functions evolve smoothly from an

initial to final state as the CA changes dynamically and heterogeneously with increasing exposure time

to the non-wetting fluid. In the reported experiments, CA changed from a strongly water-wet system

(θi = 0◦) to an intermediate-wet system (θf = 85◦), although the opposite WA process could equally

have been simulated. Figure 1a shows that capillary gradually decreases over a period of months

to years over several subsequent drainage and imbibition processes. Similarly, relative permeability

alteration causes an overall decrease in non-wetting phase permeability with increasing exposure time

compared with an increase in wetting phase permeability for the same exposure.

This temporal component motivated a new definition for upscaled exposure time at the Darcy-scale,

given as:

χ :=
1

tch

∫ t

0
XWAdτ, (10)

where tch is a pre-specified characteristic time which is used to scale the history of exposure, and XWA

is the chosen measure of exposure of WA agent. Exposure may be either modeled as dissolved mass

fraction XWA = XCO2
w or as fluid saturation XWA = Sn, depending on whether the WA agent is a

dissolved solvent or invading fluid, respectively. We note that χ is a dimensionless non-linear parameter

that depends solely on CO2 concentration or saturation and time, which are all readily available model

variables in Darcy-scale simulators.

The above definition of exposure time was then used to formulate the dynamic models for capillarity

and relative permeability. In [40], we found that alteration of capillary pressure could be modeled as

an interpolation between two static states, where the interpolation coefficient is coupled to macroscale

exposure time, χ. The resulting formulation is an interpolation-based dynamic capillary pressure model

as follows:

Pc =
χSew

β + χSew

(
P f
c − P i

c

)
+ P i

c, (11)

where P i
c and P f

c are the capillary pressure functions at the initial and final wetting states, respectively,

χ is the exposure time at the Darcy scale, β is a fitting parameter, and Sew is effective saturation which
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can be defined as:

Sew =
Sw − Srw

1− Srw − Srn
, (12)

where Srw and Srn are wetting and non-wetting residual saturations, respectively. The end wetting-

state capillary pressure functions P i
c and P f

c are modeled as static functions that can be represented

by a Brooks-Corey model:

P i
c = ciS−1/λ

ew and P f
c = cfS−1/λ

ew , (13)

where 1/λ is a parameter that represents pore-size distribution, ci and cf are entry pressures for initial

and final wetting-state conditions, respectively.

Similar analysis in [41] showed that relative permeability dynamics could be more efficiently mod-

eled by including the exposure time directly into the function parameters rather than following the

interpolation approach used above. Furthermore, we found a reduced LET relative permeability model

is preferable due to its flexibility. More specifically, from the original relative permeability models

in [49] (six fitting parameters) we have obtained reduced models (two fitting parameters) based on

assumptions in the pore geometry, and we have added a dynamic function to capture the wettability

dynamics in the relative permeability-saturation curves. This approach results in a dynamic model for

relative permeability as follows:

krw =
F(χ)SΛ

ew

1− Sew + F(χ)SΛ
ew

, krn =
1− Sew

1− Sew + F(χ)SΛ
ew

, (14)

where the dynamic function F(χ) is given by

F(χ) =

ηχ+ Ei if χ < Ef−Ei

η ,

Ef if Ef−Ei

η ≤ χ.
(15)

Ei and Ef are empirical data fitting parameters for the initial and final wetting-state condition and

η is a dynamic fitting parameter that controls the WA induced dynamics in the relative permeabilities.

The reader is referred to the cited papers for more details on the comparison between the simulated

data and the correlated functions. In summary, the correlated models perform well for any general

saturation history resulting in an excellent match with the simulated data, thus demonstrating the

robustness of the dynamic models.

We emphasize that the above presentation is intended to provide background on the approach used

to understand and model the manifestation of pore-scale WA at the field scale. In this study, only the

resulting macroscale dynamic flow functions, Equations (11) and (15), and associated parameters are

applied further in field-scale simulations. CA change is not explicitly modeled in these simulations,

i.e., θ is not a variable at the field scale, but the mechanisms of CA change described in Equation 9

are implicitly captured in the dynamic flow functions. This implicit connection between pore scale and

macroscale is described further in the next section.
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2.1.2. Dynamic model implementation and parameterization

The above dynamic models in Equations (11) and (15) with associated parameters are substituted

directly into the TPTC model in place of the usual static functions, i.e., capillary pressure relation

in Equation (7) and the phase relative permeability functions as part of the Darcy flow equation in

(2). The functions are easily implemented in a standard flow simulator, involving only an additional

functional dependency on exposure time, itself a straightforward calculation from Equation (10) from

model variables.

There are additional parameters in both Equations (11) and (15) which need to be obtained by

characterization of the rock-fluid system of interest. For instance, capillary pressures at end wetting

states needed in (11) can be obtained from laboratory analysis, possibly by rescaling curves obtained

by nitrogen or mercury drainage experiments. For relative permeability, the initial wetting state needs

to be fully characterized using a non-reactive fluid.

The dynamic β and η parameters are obtained by characterization of WA, either by fitting to

laboratory or numerical pore-scale experiments performed for this purpose. In our analyses in [40]

and [41], we found a direct connection between the dynamic parameters and the underlying pore-scale

WA model for CA change. In both cases, β and η have a correlated relationship with the pore-scale

parameter C in Equation (9). According to [40], the parameter β is represented as a power function

of the pore-scale parameter C:

β = b1C
b2 , (16)

where b1 > 0 and b2 > 0 are fitting parameters and are determined from WA experiments. As C

decreases, indicating faster WA, β decreases. If C = 0, wettability changes from the initial to final

wetting state instantaneously.

On the other hand in [41], the parameter η is related linearly, but inversely, with parameter C as:

η = −ν1C + ν2, (17)

where ν1 > 0 and ν2 > 0 are empirical fitting parameters. Faster WA (decreasing C) results in

increasing η, reaching a maximum value, ν2, when C = 0.

Equations (16) and (17) imply that the dynamic capillary pressure and relative permeability be-

haviors can be estimated by knowing the CA change at the pore level over exposure time to the WA

agent. This could be characterized by relatively straightforward batch exposure experiments under

different exposure times, and thus avoiding extensive drainage-imbibition experiments.

2.2. Implementation for macroscale simulation

There are numbers of powerful numerical porous media simulators for TPTC flow scenarios. For

instance, DuMux [50], MRST [51], and OPM [42] are among the software that are used to solve multi-

phase flow models in a porous medium. These simulators solve the flow problem by reducing the

continuous system of PDEs to an algebraic system of equations. In this paper, we employed the OPM

framework to solve and analyze the TPTC model above.
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OPM Flow is a reservoir simulator available in OPM capable of performing TPTC field-scale sim-

ulations. This simulator implements a reduced version of the presented TPTC model, where the

components in the phases are computed by equilibrium partitioning and molecular diffusion is not

included. This simplifications result in faster simulations for advection-dominated problems (e.g., con-

tinuous well injection of CO2). In studies where it is necessary to include molecular diffusion (e.g.,

CO2 migration into caprock), then the complete TPTC model implemented in opm-models can be

used, which model the mass transfer between phases by fugacity constraints. We refer to the latter

simulator as TPTC simulator.

Originally, both OPM Flow and TPTC simulators were developed for flow systems with standard

saturation functions under the assumption of static and uniform wetting condition in space and time.

We have implemented the dynamic saturation functions in both simulators. This is done by adding

the dynamic saturation functions (Equations (11) and (15)) and a new variable χ̄ (Equation 10) to

the simulator, whose value is approximated by the weighted (time step ∆t over characteristic time tch)

cumulative sum of the measure of exposure of WA agent (Sn or XCO2
w ).

The OPM version which is used in this study is based on the 2021-04 Release. The two point flux

approximation (TPFA) and backward Euler (BE) method are used to discretize the model in space

and time, respectively. The resulting system of equations is linearized using the Newton-Raphson

method. The simulator uses automatic-differentiation (AD) to calculate the Jacobian of the system.

We refer to [42] for details on the implementation and model setup of Flow. The links to download the

corresponding code to reproduce the numerical studies can be found at the end of the manuscript.

3. Numerical experiments and results

In this section, we apply the model and implementation in Section 2 to examine the effect of long-

term WA on CO2 plume migration in the reservoir and containment by the caprock. We consider

a change in wettability between two wetting states that is caused by exposure to WA agent, which

results in alteration of the saturation functions as described earlier. To understand the important

factors affecting long-term WA, we consider different parameters that characterize the fluid-rock system,

including intrinsic properties, K, φ, ci, flow rate q, in combination with different values of the WA

dynamic coefficients, β(C), and η(C).

The impact is investigated by simulating CO2 migration under WA for two simple systems: (1) one-

dimensional horizontal flow system (1D-H) of constant CO2 injection and (2) one-dimensional vertical

flow system (1D-V) of CO2 placed under a caprock that is initially sealing. These examples give insight

into the impact of WA on storage efficiency and storage containment. Finally, scaling relationships are

proposed to understand the parameters for which the impact of WA is significant.

3.1. End-wetting state saturation functions

To start, we present the saturation functions applied in the reservoir for the initial- and final-wetting

states. These functions form the basis of the dynamic models for both capillary pressure (Equation 11)

and phase relative permeability (Equation 14) presented earlier. The model parameters used in this
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study are given in Table 1, and the associated curves are depicted in Figures 2a and 2b. We note that

the chosen parameter values for the saturation functions are not measured values but are consistent

with values obtained under static wettability conditions in our previous work [40, 41]. However, any

end-state saturation functions can be used if appropriate field or lab data are available.

Table 1: Table of model parameters for the numerical studies.

Symbol Value Unit

ci 104 [Pa]
cf 102 [Pa]
λ 3.6 [-]
Λ 1.3 [-]
Ei 0.48 [-]
Ef 3.37 [-]
ρn 716.7 kg/m3

µn 5.916× 10−5 Pa·s
ρw 1050 kg/m3

µw 6.922× 10−4 Pa·s
K 10−10 m2

Srw 0.2 [-]

We observe that WA reduces the entry pressure to the non-wetting phase by two orders of magni-

tude, causing the capillary pressure function to shift downward while maintaining the same curvature.

For relative permeability, WA dramatically decreases CO2 mobility while having an opposite impact on

the water mobility. The reduction of CO2 relative permeability is explained by CO2 preferring smaller

pores with reduced entry pressure, which reduces the ease at which CO2 can flow. On the other hand,

larger pores become the preferred flow path for water, leading to higher water relative permeability

with intermediate-wet/hydrophobic conditions.

We further analyze the static functions in order to understand the flow system before adding

dynamics. To this end, it is useful to describe the predominant mechanisms affecting horizontal and

vertical flow by way of the fractional flow function (neglecting capillary pressure):

fn =
1 + K

q λw∆ρg sinϑ

1 + λw
λn

, (18)

where λα are the phase mobilities defined as krα/µα, ∆ρ = ρw − ρn, q the total flow rate, and ϑ is the

flow inclination angle. Note that the fractional flow in Equation (18) describes horizontal and vertical

flow when ϑ = 0◦ and ϑ = 90◦, respectively.

The fractional flow functions are calculated with the values in Table 1 and depicted in Figures 2c

and 2d. We make several observations based on Buckley-Leverett analysis, which is conducted under

the assumption of zero capillary pressure for simplicity. When assuming a constant total flow in one

dimension, neither end-wetting state will develop a shock as there is no inflection point in the flow

functions. However, we note that the CO2-water front will always advance further for the initial-wet
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Figure 2: End-wetting saturation functions: (a) capillary pressure, (b) phase relative permeability, (c) fractional flow
function for horizontal flow, and (d) fractional flow functions with gravity effect (using the parameters in Table 1 and
q=10−3 m3/s).

conditions compared to the final-wet conditions, which applies for both horizontal and vertical flow.

As these curves neglect capillarity, their saturation profile under horizontal and vertical flow will be

affected by capillary pressure. Capillarity will smooth saturation shocks and retard the displacing fluid

front, and this impact will be greater under initial wet conditions given a stronger capillarity. We also

note that constant total velocity is also quite restrictive, but nevertheless gives important insight into

flow behavior due to changes in relative permeability and provides a good complement to numerical

simulations.

3.2. 1D-horizontal (1D-H) flow system

In this example, we consider a 1600-m homogeneous 1D flow system discretized into 640 equal-sized

cells. The system is initially saturated with brine, and CO2 is injected from the left boundary at a

constant rate for one year. The saturation functions are dynamically varied according to the end-

wetting states with parameters given previously in Table 1. In this section, we perform all simulations

using the dynamic wettability implementation in the OPM Flow simulator. Here, we neglect the effect
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of molecular diffusion term and consider the WA agent XWA to be the non-wetting saturation Sn.

In [40, 41], we have found mathematical relationships between the pore-scale parameter C and the

dynamic parameters β and η given in Equations (16) and (17). Based on [40, 41], for the simulations

we consider the pore-scale parameter C in the interval [10−5, 10−4]. The parameters b1, b2, ν1, and ν2

are estimated by comparing to WA experiments. In this work, we set the values of these parameters

to study their dynamical impact in a time scale of order of months (tch = 107 s). For the simulations

in the 1D-H study, these values are shown in Table 2. Then, the combination of values β and η are

uniquely determined by the value of C. We remark that we use the value of the exponent parameter

b2 as calibrated in [41].

Table 2: Parameters describing the relationship between the pore-scale parameter C associated with CA change and
dynamic coefficients β and η for the 1D-H studies (tch = 107 s, XWA = Sn).

b1 b2 ν1 ν2 C β = b1C
b2 η = −ν1C + ν2

[−] [−] [−] [−] [−] [−] [−]

10−5 1 45
2.5×10−5 5.2 37.5

109 1.8 4.999× 105 50 5× 10−5 18.1 25
7.5×10−5 37.6 12.5

10−4 63.1 10−2

3.2.1. 1D-H base-case scenario study

We begin with a base-case scenario where CO2 is injected for one year for a fixed injection rate,

permeability, and porosity, namely q = 10−7 m3/s, K=10−10 m2, and φ = 0.1. First, we examine the

base-case scenario under static wetting conditions at the two end states. Figure 3a shows CO2 migrates

far into the domain at low saturation when both functions are in their initial state. Conversely, CO2

migrates more slowly and fills more of the pore space behind the front when both functions are in their

final-wetting states. These results reflect the fractional flow characteristics observed earlier in Figure

2, but now with the added effect of capillarity. We also observe an independent influence of the wetting

state of each saturation function. For instance, we observe the impact of different wetting-state relative

permeability functions is more significant when the Pc function is weaker (final-wetting) than for the

initial-wetting Pc function.

Next, we investigate the isolated impact of wetting dynamics in capillary pressure by varying only

the dynamic WA parameter β(C) according to the values in Table 2 for the base case scenario. Here,

the relative permeability model is kept static at the initial-wetting state. Figure 3b shows that a

small C is required in order for the dynamics in Pc to have an observable impact during the one-year

simulated time period, where we recall that smaller C implies faster WA dynamics in Pc. In addition,

the power-law relationship β(C) results in a non-linear dependence on C. An important observation

can be made regarding the comparison between fastest WA case C = 10−5 and the reference static

case using the initial-wetting kr and final-wetting Pc. One would expect that the dynamic case should

be very similar to the static case since the WA dynamics are fast, but here we see that the CO2 front
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Figure 3: 1D-H CO2 saturation profiles at one year comparing (a) all combinations of initial- and final-wetting functions,
(b) different values of the dynamic capillary pressure, (c) different values of the dynamic relative permeability functions,
and (d) both dynamic capillary pressure and relative permeability as given in Table 2.

migrates more slowly and builds to a higher saturation when dynamics are included. This difference

indicates that the development of heterogeneous wettability along the horizontal column created by WA

dynamics affects CO2 flow in a complex way that can not be predicted by static wetting simulations

alone.

For the isolated impact of dynamics in relative permeability (Figure 3c), we test the same values of

C that result in the values of η listed in Table 2. In these simulations, the capillary pressure model is

kept static at the initial-wetting state. Since the model for η(C) is linear with C, the resulting change

in CO2 migration is more gradual with C than observed for dynamics in capillarity alone. We also

observe that the fast-dynamics case (C = 10−5) does not match the reference static end-state case

(final-wetting kr, initial-wetting Pc). The CO2 front in the dynamic case approaches the reference

static case towards the inlet (where the wettability has mostly reached the end state), but the front is
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significantly more advanced where the wettability is still in a transition between initial and final states.

Combining the impact in both β and η simultaneously (Figure 3d), the results show that the most

C cases with slower wettability dynamics remain close to the reference case with static wettability

(initial kr, initial Pc), which shows the impact of WA dynamics is relatively low given the base-case

parameters. The saturation at the inlet begins to build evenly for increasing reflecting the altered

wetting state there, but it is only for the fastest WA dynamics C = 10−5 where we observe a significant

alteration of the location of the CO2 front. Here again, there is a discrepancy between the fast dynamic

case and the final reference static case (final kr, final Pc), showing the complex flow behavior when

wettability is varying in space and time along the flow path.

Figure 4 shows the spatial evolution of the upscaled exposure time χ and the non-wetting saturation

Sn for the dynamic case C = 10−5 in Figure 3d at three different injection times. We observe that

after 30 days, the evolution of the dynamic Sn profile is practically the same as the static one. This

is expected as the wettability alteration effects start to significantly impact the system after a few

months, as observed on the saturation profiles at 180 days and one year respectively. These figures

confirm the complex flow behavior when fast dynamics are presented.
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Figure 4: 1D-H (a) upscaled exposure time and (b) non-wetting saturation along the aquifer at three different times for
the dynamic case C = 10−5 in Figure 3d .

3.2.2. 1D-H capillary scaling

We now compare simulations where rock properties (K, φ), injection rate (q), and the pore-scale

parameter (C) are considered to vary independently, as given in Table 3. For the purpose of quantifying

the impact of WA dynamics in Pc and krα compared to a static-wet system, we define the scaled front

location difference, SFLD, as:

SFLD =
xi − xdy

xi
, (19)
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where xi and xdy denote the CO2 front location using the static initial-wetting functions and dynamic-

wetting functions, respectively. The values of xi and xdy are considered as the further spatial location

from the injection well of the non-wetting saturation value greater than a threshold value (here 10−4).

We avoid xi reaching the boundary by considering smaller values of q, K, and larger values of φ as

observed in Table 3.

Table 3: Tested parameter values used in the 1D-H system. A set of simulations were performed for each individual value
of q, K, and φ in which C is varied, where the combined impact on dynamic wettability functions is studied. For each
value of C, the corresponding value of β and η is given in Table 2.

q K φ C
[m3/s] [m2] [-] [-]

10−7 10−10 0.1 10−5

5×10−8 5× 10−11 0.2 2.5× 10−5

2.5×10−8 2.5× 10−11 0.4 5× 10−5

7.5× 10−5

10−4

In addition, we employ a macroscale definition of capillary number, Ca, in order to characterize the

impact of WA with respect to the flow regime for each parameter combination (Table 3). Following

[52], we compute Ca on the injection side using the initial entry pressure ci as:

Ca =
µnqA∆x

φKci
, (20)

where ∆x is the length of the grid cell at the entry, A the transversal area, and other parameters

are defined previously. The transversal area for these simulations is A=1 m2. We perform a similar

sequence of numerical experiments, first isolating the impact of dynamics in capillarity and relative

permeability by allowing dynamics in one function while keeping the opposite function static in the

initial-wetting state. Then, we perform experiments of the combined dynamics. The capillary number

for these simulations over more than an order of magnitude from 10−5 to over 10−4. For reference, the

base-case scenario described above has a capillary number of approximately 5 × 10−5.

We observe the relationship between SFLD and Ca converges onto a single curve for a given C

when considering the isolated dynamics in capillary pressure (Figure 5a) and relative permeability

(Figure 5b). This implies that the flow regime influences the impact of WA dynamics. Noting the

scale difference on the y-axis for both plots, it is evident that dynamics in Pc have a greater effect

at low capillary number, slowing the CO2 front migration by as much as 35%, than dynamics in kr

when C is large (fast WA dynamics) where there is only a 7% reduction in front location. However,

the influence of capillarity diminishes more quickly with higher Ca and higher C, and the relative

permeability dynamics have a larger impact that is sustained for higher capillary number.

For impact of Ca on the combined dynamics shown in Figure 6, we observe an increased impact

at low capillary number when dynamics are modeled in both saturation functions. For example, the

impact of WA dynamics in SFLD doubles for C = 2.5 × 10−5 when relative permeability dynamics
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Figure 5: 1D-H scaled CO2 front location difference (SFLD) as a function of capillary number (Ca) for all simulated
parameter combinations (see Table 3) under isolated dynamics in saturation functions: (a) capillary pressure and (b)
relative permeability.
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Figure 6: 1D-H scaled CO2 front location difference (SFLD) as a function of capillary number (Ca) for the combined
effect on the dynamics in the saturation functions using the values in Table 3.

are added to capillary dynamics, with the increase being greater at higher capillary number. Thus,

relative permeability dynamics help to compensate for the disappearing impact of dynamic Pc at higher

capillary number.

Intuitively, the results in Figures 5 and 6 reflect the fact that very viscous flows will not be greatly

impacted by wettability dynamics in either saturation function. The minimal effect of capillarity at

high capillary number is expected given that capillary effects disappear with higher Ca, and therefore

any additional dynamics in Pc have a negligible effect. But we also see that the impact of relative

permeability dynamics also decreases with higher capillary number albeit more slowly. For CO2 storage
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settings, these observations point to the increased importance of wettability dynamics farther from the

injection well where capillary forces are likely to be dominant.

3.3. 1D-vertical (1D-V) flow system

In this section, we consider a 1D vertical cross-section of an aquifer-caprock system. This system

is employed to demonstrate the impact of WA on containment of CO2 beneath an initially sealing

caprock. This system is modeled as a one-dimensional flow domain of A= 10 m2 cross-sectional area

by H =100 m height. The system is discretized into 100 elements along the height. The top and bottom

zones have contrasting permeability and capillary entry pressure. The permeability and porosity in

the aquifer are homogeneous and fixed at 10−10 m2 and 0.2, respectively. The caprock permeability

is homogeneous and varied in different simulations (see Table 4), while porosity is fixed at 0.2. The

caprock is initially water-wet and altered by exposure to dissolved CO2, such that the wettability

altering agent is XWA = XCO2
w for all 1D-V simulations.

The saturation functions in the aquifer are set equal to the final state (intermediate-wet condition)

and are kept static. We employ the same end-wetting state parameters used in the horizontal study (re-

fer to Table 1) for the aquifer. On the other hand, different initial-wet entry pressure and permeability

values are tested for the caprock section (see Table 4).

The initial condition, depicted in Figure 7a, is set such that a 50% CO2 saturation is uniformly

distributed in a column of height h=70 m. The reservoir pressure is considered to be hydrostatic with

regard to brine density and depth of the formation. For this case, the temperature and salinity of

the reservoir are considered to be 20°C and 0 ppm, respectively. The diffusion coefficient of CO2 in

the brine wetting phase is set to 2 × 10−9 m2/s. All boundaries are closed to flow, and the residual

saturation of each phase is Srα = 0.2. CO2 mole fraction in the brine phase is set initially to 5× 10−3.

The above described condition is initially not at equilibrium due to capillarity and gravity gradients.

In the absence of any other driving forces, the CO2 and brine will redistribute in the aquifer according

to buoyancy and capillarity to reach an equilibrium. Simultaneously, CO2 dissolves into the brine and

diffuses into the caprock, altering the capillary entry pressure over time. Since the capillary pressure

in the aquifer is small, the equilibration in the aquifer with regard to gravity is in order of days, while

the significant WA effects in the caprock starts in the order of years.

We begin with analysis of the static wettability system for different combinations of initial- and

final-wetting states for each saturation function. Figures 7b-e show the CO2 distribution along the

column after 100 years for each combination. The first two cases Figures 7b and 7c maintain water-wet

conditions in the capillary pressure curve. It is clear that the capillary seal is sufficient to contain

CO2 under the caprock, and containment is not sensitive to the parameters of the relative permeability

functions. We also observe the resulting redistribution of CO2 in the aquifer from the initial condition

in Figure 7a results in a near complete gravity segregation of CO2 and brine, leaving residual CO2

(with saturation of 0.2) below the accumulated CO2 column.

In comparison, when the end-wetting capillary pressure curve is directly applied in the caprock

(Figures 7d-e), the capillary seal is no longer sufficient to contain CO2. The difference between Figures

7d and 7e shows the extent to which the wetting properties of the relative permeability affects CO2
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Figure 7: 1Dvfs (a) initial CO2 saturation and final CO2 saturation distributions for the (b) initial-pc-initial-kr functions,
(c) initial-pc-final-kr functions, (d) final-pc-initial-kr functions, and (e) final-pc-final-kr functions after 100 years.

migration in the caprock over time. This result shows if the wettability state of an initially water-wet

caprock is changed by exposure to dissolved CO2, then CO2 can eventually migrate into the caprock.

The dynamics of the wettability change coupled with diffusion of dissolved CO2 upward into the caprock

will ultimately determine the behavior of CO2 in this system over time.

Given the dimensions and initial conditions of this closed system, then the maximum amount

of CO2 migrating into the caprock can be estimated. Neglecting the dissolved CO2 in the brine

and assuming the non-wetting phase is mostly CO2, then the initial mass of CO2 in the system is

M i
CO2

/A ≈ hρnS
i
nφ = 5 × 103 Kg/m2. Considering the residual CO2 in the aquifer, this results in a

maximum migration of CO2 into the caprock of ca. Mmax
CO2

/A ≈ 3 × 103 Kg/m2. Figure 8 shows the

accumulated CO2 in the caprock over time for the combinations of final capillary pressure function with

the initial- and final-relative permeability functions for three different caprock permeability values. As

expected, we observe that the CO2 migrates faster into the caprock for the final-wetting functions, the

lower the rock permeability the slower the CO2 migrates into the caprock, and the amount of CO2 is

limited by the initial and residual saturation (Mmax
CO2

/A = 2733 Kg/m2).

We now introduce dynamics into the wetting state of the caprock. In this vertical system, the WA
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Figure 8: The evolution of CO2 mass over time in the caprock.

agent is modeled as dissolved mass fraction, i.e., XWA = XCO2
w . We recall that the alteration process,

or the measure of exposure time, depends on the magnitude of the WA agent. The dissolved CO2 mass

fraction in water is of order 10−2 while the non-wetting saturation is of order 10−1. To observe the

WA effects within years in the 1D-V studies, we choose relatively higher values for model parameters

b1, b2, ν1, and ν2 (Table 4) in comparison to the ones we considered in the 1D-H simulations (Table 2).

Table 4: Parameters describing the relationship between the pore-scale parameter C associated with contact angle change
and dynamic coefficients β and η for the 1Dvfs (tch = 107 s, XWA = XCO2

w ).

b1 b2 ν1 ν2 C β = b1C
b2 η = −ν1C + ν2

[−] [−] [−] [−] [−] [−] [−]

10−5 10−2 4.5×10−1

107 1.8 4.999× 103 5× 10−1 2.5× 10−5 5.2×10−2 3.75×10−1

5×10−5 1.81×10−1 2.5×10−1

Similar to the studies in Section 3.2, we perform a sensitivity analysis to quantify the impact of

dynamic saturation functions on CO2 migration into the caprock by varying rock properties (perme-

ability and initial entry pressure) and dynamic parameters (β(C) and η(C). Here, we examine the

impact of WA on the integrity of caprock by

• Case 1: considering WA dynamics only in the capillary pressure function and

• Case 2: considering WA dynamics in both the capillary pressure and relative permeability func-

tions.

Table 5 presents the parameters combinations for the quantification of the two cases mentioned
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above.

Table 5: Tested parameter values used in the 1D vertical simulation study. A set of simulations were performed for each
individual value of ci and K in which C is varied, where the isolated (only capillary pressure) and combined impact on
dynamic wettability functions is studied. For each value of C, the corresponding value of β and η is given in Table 4.

ci K C
[Pa] [m2] [-]

104 1× 10−16 10−5

5× 104 7.5× 10−17 2.5× 10−5

105 5× 10−17 5× 10−5

An example of the impact of dynamics in wettability on the vertical CO2 distribution is shown in

Figure 9 for the parameter combination of ci=104 Pa, K=10−16 m2, and C=5×10−5 under two different

dynamic cases. For Case 1 (Figure 9a), the caprock capillary entry pressure is reduced by exposure

to dissolved CO2, allowing mobile CO2 to migrate upwards into the low permeability domain. For

Case 2 (Figure 9b), an added effect occurs in the caprock. CO2 migrates upwards into the caprock

at a higher saturation when relative permeability is altered, which is in agreement with the shift in

fractional flow function for vertical flow from initial to final wetting condition (Figure 2d). Figure 9c

shows the evolution of WA induced CO2 saturation over time in the first grid cell within the caprock

domain. For this set of parameters, we observe breakthrough into the caprock after approximately 10

years. Once CO2 begins to migrate vertically, both cases are characterized by a steep increase followed

by a more gradual accumulation of CO2 in the selected grid cell.

A set of simulations were performed for each individual value of ci and K in which C is varied

(Table 5). These numerical results are shown in Figure 10a for Case 1 (isolated Pc dynamics) and

Figure 10b for Case 2 (combined dynamics). Comparing the two cases, we observe the build-up of CO2

follows qualitatively the same response to changes in parameter values, but where the amount of CO2

in the caprock is less when dynamics are limited to capillary pressure function (Case 1, Figure 10a)

than when dynamics are presented in both saturation functions (Case 2, Figure 10b).

As expected, the larger the value of caprock entry pressure, the longer it takes for the CO2 to start

entering the caprock. This starting migration time increases with smaller values of C (slower dynamics

on the saturation functions). On the other hand, smaller values of rock permeability result in slower

CO2 migration into the caprock (see also Figure 8), which is also affected by the value of the pore-scale

parameter C and entry pressure ci as observed in Figure 10.

Given the above observations, it may be possible to obtain a general relationship for the impact of

WA on CO2 containment. We first divide the variables by reference values to make them dimensionless.

The reference curves for the scaling are the ones giving by the static saturation functions (purple curves

in Figures 8 and 10). We have tested different functions for the scaling and selected the ones we describe

next. For the time variable, we suggest a translation as a function of the entry pressure and pore-scale
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Figure 9: (a) CO2-water distribution in a column after 100 years given dynamic capillary pressure only and (b) dynamic
capillary pressure and relative permeability functions. (c) The evolution of CO2 over time for the first grid cell on the
caprock for cases (a) and (b).
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Figure 10: Total CO2 mass in the caprock over time for each simulated parameter combination: (a) Case 1: dynamic Pc
and (b) dynamic Pc and krα.

parameter:

t̂ =
t

tref
− a0

ci

cref

(
C

Cref

)a1
, (21)
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where a0 and a1 are fitting parameters. For the CO2 mass in the caprock, we suggest the following

scaling function:

M̂CO2 =
MCO2

Mmax
CO2

[(
K

Kref

)a2 ( C

Cref

)a3
+ a4

(
ci

cref

)a5 ( C

Cref

)a6]
, (22)

where a2,. . . , a6 are fitting parameters.

From Figure 8 we observe a linear behavior between CO2 mass and time, until reaching a maximum

value of mass. This motivates the following relationship between scaled mass and time:

M̂CO2 = min
(
ψ0t̂, 1

)
(23)

where ψ0 is a fitting parameter.

Table 6 shows the values of the reference and fitting parameters for both cases. Figure 11 shows

the different scaled simulation results. Thus, we have obtained simple models to describe the impact

of WA change on CO2 containment given caprock parameters K and ci, and dynamic WA parameter

C.

Table 6: Reference and fitting parameters.

Case tref cref Cref Kref Mmax
CO2

a0 a1 a2 a3 a4 a5 a6 ψ0

[y] [Pa] [−] [m2] [kg/m2] 10−5 100 10−1 10−1 10−3 100 100 100

1
104 104 10−5 10−16 2733

5.3 1.7 4.9 1.2 2.0 1.6 2.4 6.9
2 5.3 1.7 5.0 1.5 2.5 1.6 2.5 10
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Figure 11: The scaled amount of CO2 M̂CO2 in the caprock along the scaled time t̂ for the (a) dynamic Pc and (b)
dynamic Pc and krα.
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4. Discussion

We have implemented dynamic capillary pressure and relative permeability functions to simulate

and quantify the impact of WA on CO2 storage and containment. Horizontal and vertical field-scale

test cases were used to demonstrate the effect of WA in CO2 front migration. These simplified sce-

narios allowed for testing of a wide range of different rock-fluid and wettability parameters in order to

understand the impact of WA in relation to other multiphase flow processes. Our findings show that

long-term WA can be characterized according to capillary number for horizontal flow and to caprock

integrity parameters for vertical migration. These results can be used to understand the response of

CO2 storage mechanisms to wettability alteration by long-term exposure to supercritical and dissolved

CO2.

4.1. CO2 storage efficiency

The horizontal case study that focused on the impact of WA on storage efficiency shows the im-

portance of dynamics in both saturation functions, Pc and krα, during CO2 injection. Wettability

change sharpens and delays the front movement, and thus a greater CO2 storage efficiency results with

increasing exposure to injected CO2. A defining feature of long-term WA is time-dependent heteroge-

neous wettability, resulting in a wettability gradient outwards from the injection well. Longer exposure

time towards the inlet significantly alters wettability over time, while the leading edge of the CO2

front remains near water-wet. The interplay between dynamically changing saturation functions and

heterogeneous wettability leads to an increasingly complex evolution of CO2 migration with increased

injected volumes, even for a simple 1D system. Altered wetting conditions can spontaneously draw CO2

back towards the inlet by capillary action. These interesting dynamics that may occur over months

and years and can have important implications for storage efficiency in systems where WA is expected.

More investigation is needed to fully understand the complex behavior caused by long-term WA in

non-idealized storage systems.

The horizontal case study results also provide additional insight to the role of WA on storage

efficiency as a function of capillary number. The advancing CO2 front, which can be considered a

proxy for storage efficiency, can be significantly impacted at lower capillary numbers, but where the

rate of dynamics in the saturation functions plays a important role. At higher capillary numbers,

storage efficiency is much less impacted by long-term WA, regardless of the underlying parameters

controlling the wettability dynamics. This result gives important insight into the flow regimes where

long-term WA is a relevant process (and similarly, where WA dynamics could be neglected). CO2

storage systems often have a range of flow regimes across the domain at any given time, with highly

viscous flows near the injection well and capillary-dominated flow further afield.

4.2. CO2 containment

The second vertical case with CO2 migration into the overburden due to long-term WA shows how

the same dynamics in Pc and kr impact storage containment. In contrast to the horizontal case, the

vertical WA process is dependent on a certain sequence of effects: (1) diffusion of dissolved CO2 into
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the caprock; (2) reduction of caprock entry pressure by CO2 exposure that allows supercritical CO2 to

break the capillary seal; (3) vertical migration of CO2 in caprock. We note that the impact of altered

relative permeability only acts once CO2 is mobile in the caprock. This sequence of processes implies

that even if WA induces a loss of containment, it is first and foremost a slow process. CO2 continually

encounters unexposed caprock along its vertical migration path that must be altered by the same slow

process in order for vertical flow to continue.

Although we observe that long-term WA by CO2 exposure leads to loss of containment, our simula-

tions show that CO2 advances very slowly, but steadily, over time. Our scaling analysis shows that CO2

migration follows a characteristic evolution that is amenable to scaling by the underlying parameters,

which gives insight into a unified model for long-term CO2 migration into a caprock due to long-term

WA. The scaling model is a function of the rate of WA dynamics, caprock permeability, and initial

capillary entry pressure. The model is an important generalization and valuable for making use of

experimental/surveyed data to predict the integrity of caprocks exposed to CO2 over long timescales,

i.e., one can quantify a priori the potential for unwanted CO2 migration without having to perform

field-scale simulations. More importantly, this scaling relationship shows that long-term WA poses very

little risk to CO2 containment. Only with a dramatic reduction in the initial strength of the capillary

seal and relatively high caprock permeability will CO2 migrate vertically in non-negligible quantities

over several decades. For the Sleipner CO2 storage project where caprock permeability is on the order

of 100 nanoDarcy and a plume that covers an area of 10 km2, this would translate to ca. 5 tons over

200 years (assuming WA on both saturation functions, ci=3 MPa, and C=10−5).

4.3. Numerical implementation of dynamic flow functions

All numerical studies presented in this paper are conducted using the open-source framework OPM.

One of the advantages of using OPM is that utilizes modern hardware architecture (i.e., multiple cores

and vectorization). We extended the TCTP and flow simulators in OPM to include dynamics in the

saturation functions (Pc and krα). Studies on the 1D-H system for large Ca by increasing the injection

flow rate would require a large domain to avoid the saturation front to reach the boundary, while

keeping the grid size small to reduce numerical errors in the computation of the scaled front location

difference (SFLD). Smaller values of K also result in larger Ca while keeping the saturation front

closer to the injection well. However, using small grids close to the injection well result in convergence

issues. This is expected since the general purpose of OPM Flow is for large field-scale simulations.

Then, one could modify further the code (specially the well models) to conduct studies with smaller

grids. The time scale for the numerical studies on the 1D-V system is of order of decades, which is

computationally expensive for simulations using full TPTC models since dynamics in the saturation

functions in addition to computations of phase compositions restrict the size of the time step. Further

investigation on solution strategies for this system is required to reduce the computational cost (e.g.,

by not updating χ̄ after each time step but at certain times).
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4.4. Extension to realistic systems

This study has applied the dynamic WA model to relatively simple 1D systems under controlled

conditions and homogeneous media. Additional effects become relevant if we are to extend this un-

derstanding to realistic 2D and 3D storage reservoirs. For example, CO2 migration in the reservoir is

more complex when affected by gravity and reservoir heterogeneity. In the horizontal 1D systems, we

observed a longer CO2 exposure at the inlet versus further out in the reservoir. With the introduction

of gravity, this dynamic could lead to slower upward migration for CO2 injected down-dip or at the

bottom of a thick reservoir. Heterogeneity either in permeability, porosity, or initial wettability will

add complexity to dynamics in wettability that needs to be further studied. We note that differences

expected in realistic systems apply mainly for migration within the reservoir itself. Vertical migration

in a low-permeability caprock is primarily a 1D process even in 3D systems. The main difference in

moving to 2D/3D is the possibility for varying CO2 column height under the caprock interface, which

plays a role in the buoyancy forces acting on the rising CO2.

Another important aspect is the impact of wetting dynamics on CO2 trapping efficiency as a residual

phase. We have not accounted for dynamics in residual saturations in our simulations as the examples

used in this study are mainly focused on drainage processes. However, real systems will experience

imbibition, especially for CO2 storage dependent on migration-assisted trapping. Intermediate-wetting

conditions will reduce the capillary trapping capacity of reservoir rocks, which leads to a greater

portion of CO2 remaining in a free phase. The change in residual trapping from water- to CO2-

wetting conditions by CO2 exposure will be strongly coupled to the impacts observed due to dynamic

alteration of the flow functions studied here. Although residual trapping has been characterized under

static wettability, more work is needed to develop models for dynamic changes in residual trapping due

to CO2 exposure and couple them to the dynamic flow functions implemented in this study. Future

studies may address this by adapting the approach proposed by Kassa et al. [40, 41]; however, with

additional complexity to the porous medium (i.e., pore-network model instead of parallel capillary

tubes).

4.5. Additional pore-scale impacts

In this study, we have seen a marked difference in horizontal and vertical CO2 migration depending

on the rate of wettability alteration as controlled by the pore-scale parameter C. We recall that the

implemented dynamic flow functions have been upscaled from pore to core scale. Our results show

how pore-scale dynamics are manifested at the field scale and the importance of quantifying C through

laboratory experiments. To date, only a few experiments have measured contact angle change through

exposure to CO2 over long timescales, but none have described the temporal evolution of contact angle

needed to calibrate pore-scale CA change models such as Equation (9). More experimental evidence

is needed to determine if continual CO2 exposure could fully transform a water-wet rock to strongly

CO2-wet over the long timescales relevant for CO2 storage.

There are other pore-scale effects that can be of interest for further study, particularly with regard

to geochemical impacts. First, CO2-induced reactions can dissolve and precipitate minerals, thus al-

tering the pore topology of reservoir rocks and caprocks [53]. Changes in pore topology could alter the
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flow functions in a similar manner as changes in contact angle, but characterization of the connection

between topological alteration and capillary pressure/relative permeability curves requires further in-

vestigation. Geochemical alteration can also lead to an increase in permeability, which could enhance

vertical CO2 migration in addition to WA. On the other hand, an increased porosity can counteract

the permeability increase. Further study is needed to quantify and characterize the combined impact

of geochemical and wettability alteration on CO2 migration.

5. Conclusion

In this work, we present a macroscale TPTC mathematical model to study long-term WA effects

in CO2 storage applications. Particularly, this model includes macroscale dynamic capillary pressure

and relative permeability functions derived from pore-scale WA models. We use OPM to implement

the model and perform the numerical studies. Two simple 1-D systems are considered to investigate

the WA effects on different flow regimes.

Based on this work our conclusions are as follows:

• Horizontal and vertical field-scale test cases can be used to demonstrate the effect of long-term

WA in CO2 front migration.

• Long-term WA can be characterized according to capillary number for horizontal flow and to

caprock integrity parameters for vertical migration.

• Scaling models to quantify CO2 migration into the caprock show that long-term WA poses little

risk to CO2 containment.

Nomenclature

List of symbols

β, η Dynamic parameters (capillary pressure and relative permeability functions)

χ, χ Cumulative measure of exposure time (pore and Darcy scale)

∆x Length of a grid cell

λ, Λ Fitting parameters (capillary pressure and relative permeability functions)

λw, λn Mobilities (wetting and non-wetting phase)

F Dynamic function for the relative permeability functions

K, K Intrinsic permeability (tensor and scalar)

R Set of real numbers
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Ca Capillary number

µw, µn Viscosities (wetting and non-wetting phase)

ν1, ν2 Fitting parameters for the dynamic parameter η

Ω Spatial domain (reservoir)

φ Porosity

ρw, ρn Densities (wetting and non-wetting phase)

τ Tortuosity

θi, θf Contact angle (initial and final)

ϑ Flow inclination angle

~g Gravitational constant

~jkw, ~j
k
n Component k diffusive flux (wetting and non-wetting phase)

~uw, ~un Darcy flux (wetting and non-wetting phase)

A Cross-sectional area (reservoir)

b1, b2 Fitting parameters for the dynamic parameter β

C Pore-scale parameter

ci, cf Entry pressures (initial and final)

Dk
w, Dk

n Component k molecular diffusion parameter (wetting and non-wetting phase)

Ei, Ef Wetting-state parameters for the relative permeability functions (initial and final)

F k Component k source term

fn Non-wetting fractional flow function

fkw, f
k
n Component k fugacities (wetting and non-wetting phase

h, H Height (aquifer and aquifer+caprock)

krw, krn Relative permeability functions (wetting and non-wetting phase)

L Length (aquifer)

M i
CO2

, Mmax
CO2

CO2 mass (initial and maximum)

P i
c, P

f
c Capillary pressure functions (initial and final)
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Pw, Pn Pressures (wetting and non-wetting phase)

q Injection rate

Sw, Sn Saturations (wetting and non-wetting phase)

Swe Wetting phase effective saturation

Swr, Snr Residual saturations (wetting and non-wetting phase)

tch Characteristic time

xi, xdy Non-wetting phase front location (initial and dynamical saturation functions)

Xk
w, X

k
n Component k mass fraction (wetting and non-wetting phase)

T Reservoir temperature

Data availability: The numerical simulator OPM used in this study can be obtained at https:

//github.com/OPM. Link to complete codes for the numerical studies can be found in https://

github.com/daavid00/kassa-et-al-2021.
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