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Abstract: Newspaper comment sections allow readers to voice their opinion on a wide range of
topics, provide feedback for journalists and editors and may enable public debate. Comment sections
have been criticized as a medium for toxic comments. Such behavior in comment sections has
been attributed to the effect of anonymity. Several studies have found a relationship between
anonymity and toxic comments, based on laboratory conditions or the comparison of comments from
different sites or platforms. The current study uses real-world data sampled from The Washington
Post and The New York Times, where anonymous and non-anonymous users comment on the same
articles. This sampling strategy decreases the possibility of interfering variables, ensuring that any
observed differences between the two groups can be explained by anonymity. A small but significant
relationship between anonymity and toxic comments was found, though the effects of both the
newspaper and the direction of the comment were stronger. While it is true that non-anonymous
commenters write fewer toxic comments, we observed that many of the toxic comments were directed
at others than the article or author of the original article. This may indicate a way to restrict toxic
comments, while allowing anonymity, by restricting the reference to others, e.g., by enforcing writers
to focus on the topic.

Keywords: anonymity; inhibition; disinhibition; incivility; toxic comments

1. Introduction

Comment sections are a common feature of online news sites and have been described
as a staple of the online experience [1]. Among their functions are to engage readers, to
provide a democratic voice to the audience, to document the popularity of the source, and
to provide journalists and editors with direct feedback on their published articles. Such
information can obviously be very valuable, and based on the number of news sites that
host comment sections, news sources want to have this interaction with their audience.

In the past years there has been a movement against anonymous online content,
based on the assumption that anonymity leads to hostility and insults, and allows for
cyberbullying [2]. To combat unwanted comments, many news sites have adopted a policy
that requires commenters to use their real names when commenting. Many news sites
do this by using a Facebook plugin, where users must log in to their Facebook account to
comment on news articles. Some sites have gone even further by closing their comment
sections and use their Facebook pages as the primary platform for user engagement and
commenting [3–6], raising concerns about privacy [7].

Many academics studying comment sections are, understandably, focused on the
negative aspects of commenting, specifically toxic disinhibition in comment sections. Toxic
disinhibition is defined by Suler [8] as online behavior that is rude, critical, angry, hateful
and threatening. Based on this definition, this article will use the term toxic comments when
referring to the subject matter of this study. This included the literature review, where
referenced studies may have used other terms. Other researchers have used terms such
as uncivil and impolite comments [9]. These two terms are used in the coding scheme
developed by Papacharissi [10] that was used in the current study.
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Several studies have investigated why seemingly normal people behave in a disinhib-
ited way when commenting, and anonymity is often brought up as an explanatory factor
for toxic disinhibition in comment sections [9–12]. There is, however, a methodological
problem when studying comment sections. To compare anonymous and non-anonymous
communication, some researchers have used laboratory settings [12,13]. While experi-
mental research designs can provide important insights, there is always the question of
generalizing results to real-world situations. Other researchers have studied the differences
between anonymous and non-anonymous comment sections on different news sites [11],
which means that the two experimental groups come from different populations. With such
sampling strategies one might risk results being affected by other variables than anonymity.
Some researchers have even tried to study the effect of anonymity by comparing data
from comment sections and other platforms, such as Facebook [9]. Obviously, there are
many other variables than anonymity that could affect results when comparing a comment
section to a social media platform.

The current study aims to improve the methodology of studying comments sampled
from real-world sources. To study the effect of anonymity in real-world comment sections
it is best to sample from platforms with both anonymous and non-anonymous commenters,
and, thereby, estimate the effect of the platforms. This would amount to repeated measures
on the same platforms, such that most other factors would be constant between platforms.
Ideally the difference between the two groups would be whether they are anonymous or
not. However, we must also account for individual differences since the same individuals
may not comment both anonymously and openly, at least not under the same signature.
The current study samples data from The Washington Post and The New York Times,
two newspapers with a comment section where users can choose to use their real names
or pseudonyms. The comments sampled from these newspapers represent anonymous
and non-anonymous commenters on the same platforms. The research question for this
study is: are anonymous comments more toxic than non-anonymous comments? In the
literature review we see that the existing evidence for anonymity is based on experimental
studies and studies where data is gathered from different platforms. In addition, there are
other explanatory factors for why individuals may exhibit toxic disinhibition in comment
sections. The null-hypothesis of this study is that there will not be a significant relationship
between anonymity and toxicity. If there is an effect, how large is that effect?

There have been online communities as early as the ARPAnet, a precursor to the
internet from 1969 [14]. In 1973, the Community Memory public bulletin board system
was set up in Berkeley, and Internet was then viewed as a way to revitalize democracy
and stimulate public debate and social change [15]. The World Wide Web in 1991, and the
release of the Netscape Navigator in 1994, led to online editions of newspapers. By the
year 2001 there were over 3400 online newspapers only in the U.S. [16]. At the same time,
paper editions have declined.

Comment sections emerge as one form of participatory or constructive journalism [17].
Newspaper editors view comments as one of the most successful forms of audience in-
teraction [18], and the intention is to continue supporting comment sections on online
publications [19]. According to the Pew Research Center [20] about one in four Americans
have contributed to comment sections. As many as 84% of newsreaders read comments,
and studies have shown that reading comments can significantly affect readers’ perception
of public opinion, as well as change their personal opinion [21]. A more recent study found
that news readers’ perceptions of a news story was influenced more by the story itself
than by comments made by other readers [22]. The same study found that the civility
of comments did not influence readers’ perception of the comment, but it did influence
perceptions of the commenter and trust in the information. These findings suggest that
how readers perceive and react to comments is a complex issue, but that there is an effect.

Comment sections have been criticized for being places of uncivil and impolite be-
havior. Papacharissi [10] developed a coding scheme for uncivil and impolite behavior
in online forums, which Rowe [9] used to investigate the effect of anonymity in comment
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sections. Reported number of toxic comments vary from 4 to 22% [23]. The variation can be
due to differences in which sections were studied, the definitions of toxic comments, and
methodological differences. Different policies have also been shown to affect the number
of uncivil comments [24].

Anonymity is defined by Scott [25] as “the condition in which a message source is
absent or largely unknown to a message recipient”. There are many reasons why someone
would want to remain anonymous, according to Hogan [26]. External pressures may cause
someone to express themselves anonymously in order to be treated as any individual, such
as when female Victorian writers used male pseudonyms out of fear of being dismissed
based on their gender. In a more modern example, the fantasy author Joanne Rowling
published the Harry Potter books under the name J.K. Rowling because boys tend not to
read books written by female authors [27]. She later published under the male pseudonym
Robert Galbraith for a presumably different audience. Another reason for anonymity
is internal motivations, where an individual has a desire to adopt a different persona.
Functional motivations for anonymity are present when practical concerns dictate that
a pseudonym is necessary, such as when other people share your name. Situational
motivations arise when someone wants to keep different part of their online separate.
Finally, there are personal motivations for anonymity, such as the desire to create an escape
from everyday life [26], or when acting as a whistle-blower (cf. for example Wikileaks).

The study of anonymity and its effect on behavior has a long tradition in psychology. As
early as 1895, Gustave LeBon studied how individuals take on a collective mindset when they
are a part of a crowd, which makes them act differently than they do as individuals [28–30].
While not directly related to anonymity, LeBon’s pioneering research was an impactful
turning point in the history of psychological research, as it laid the groundworks for how
socio-psychological processes could explain (unwanted) human behavior.

Over a half century later, researchers performed experiments to investigate the effects
of anonymity. The term deindividuation was created to describe a state in which individuals
experience a loss of their individual identity due to the anonymity provided by being in
a large group [30]. Festinger, Pepitone and Newcomb [31] found that deindividuation
caused by not feeling observed by others allowed test subjects to indulge in behavior
from which they were usually restrained. The deindividualized test subjects made more
negative comments about their parents than the control group, suggesting a relationship
between the degree to which someone is identifiable and their willingness to make negative
statements. To investigate deindividuation in real-world conditions, Diener, et al. [32]
performed a study on Halloween where they observed if trick-or-treaters would steal
candy or money when given the opportunity. Children who were not asked about who
they were or where they lived, meaning that they remained anonymous, were more likely
to steal. It was also found that children in groups were more likely to steal, pointing to
both anonymity and crowd mentality as explanations for unwanted behavior. Modern
theories of deindividuation, however, show that anonymity does not necessarily lead to
antisocial behavior. Instead, anonymity has been found to lead to increased conformity
with group norms, which again can lead to antisocial behavior depending on the norms of
the group in any given situation [33]. The Social Identity/Deindividuation (SIDE) Model
challenges traditional models of deindividuation that focus on the self being the basis of
rational action and the group serving to impede the operation of such selfhood [34]. The
SIDE-model emphasizes the effect of social identities on deindividuation. Reicher, Spears
and Postmes [34] argues that anonymity within a group does not lead to uncontrolled
behavior, but instead gives the members of a group the opportunity to “give full voice to
their collective identities.” This may also be negative, in that a group may more forcefully
side against its opponents and inflate the sense of consensus on, and legitimacy of, the
opinions within the group.

With computer-mediated communication came new opportunities for anonymity. It
could be argued that online anonymity is an important requirement for our online lives.
Having multiple identities when communicating with different people, such as friends,
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family or coworkers, is part of the human social experience. Throughout history it has
been possible to share different identities depending on the social context [35]. According
to role theory in social psychology we juggle different social roles, implying that having
multiple personalities is a normal part of human nature. This is presumably true online as
well [36]. As Hogan [26] points out when describing situational motivations for anonymity,
when people use their real names it makes it possible for two completely different posts
from different sources to be presented in the same search results. A pseudonym makes it
possible to avoid context collapse, a phenomenon described by Marwick and Boyd [37]
as an online situation where multiple audience flatten into one, making it impossible to
differentiate self-representation strategies. In addition, contributors to forums at online
news sites—especially the most frequent contributors—support anonymity, expressing
positive views about how anonymity promotes freer and livelier conversation [38].

Anonymity involves not being held accountable for one’s actions, which seems to
underlie most concerns about anonymity [25,39,40]. Alongside alcohol consumption and
social power, anonymity has a disinhibited effect that emerges from a common psycho-
logical mechanism; lower activation of the Behavioral Inhibition System [41]. These three
factors may combine to escalate the effect of disinhibition. There is also a social factor to
anonymity, in that other people being anonymous may lead to a person behaving in a toxic
way [36]. Postmes et al. [42] found that anonymous group members are more likely to
be affected by social influence, meaning that anonymous internet users are more likely to
behave in an uncivil manner if others are uncivil.

Several studies have concluded that there is a relationship between toxic disinhibi-
tion and anonymity. Rowe [9] found that there was more incivility in comments on the
Washington Post comment section than on the same articles on Facebook. This finding was
explained by the fact that users of the Washington Post comment section are anonymous.
This explanation, however, disregards other possible differences between the two platforms.
While the Washington Post provides a standardized comment section, which allows for
little functionality beyond commenting on articles, Facebook is a diverse social media
platform where commenters do not even have to access an article to comment on it. In
addition, it is not guaranteed that commenters on The Washington Post are anonymous.
While the Washington Post allows for anonymous commenters, a commenter may also
use his or her real name. Furthermore, when you make a comment on Facebook, all of the
people in your friend list may not only potentially see your comment but be algorithmically
directed towards it. This may restrict free expression, as writers know that someone who
knows them may judge them. Obviously, even non-anonymous comments will tend to
be more vapid on such a medium, possibly even ameliorated by a tendency to virtue
signaling towards people you know socially. While Rowe’s findings are interesting as a
study of platforms, it is difficult to make definite conclusions about the effect of anonymity
in general from his results. In another study, Rowe explores the deliberative value of
comments on Facebook and The Washington Post, and concludes that comments left by
website users were more deliberative than those left by Facebook users [43].

Dillon, Neo and Seely [44] found that comments from two news sites using a Facebook
plugin were less civil and polite than those found on two news sites where commenters
could comment anonymously. While this is an interesting result, it is possible that the
results could be affected by the fact that the anonymous and non-anonymous comments
were sampled from different sources. As the researchers point out in their discussion, “We
did not take socio-democratic factors such as the political climate of geographical regions
into consideration when choosing the four newspapers.”

Santana [11] found a significant relationship between anonymity and civility when
studying comments from three news sites allowing for anonymity and eleven news sites
where commenters had to use their real names. Though, it is worth noting that Santana’s
results are based on studying anonymous and non-anonymous commenters in different
populations. In another study, where 4800 comments were sampled from 30 news sites, San-
tana found that anonymous commenters were more likely to write uncivil comments [45].
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While the higher number of sources compared to the three sites used in the 2014 study,
the anonymous and non-anonymous comments are still sampled from different sites, and
other interfering variables cannot be excluded.

The Huffington Post provides an interesting case study of anonymity. In its early days,
the news site allowed users to comment using any chosen name. In December of 2013 the
site changed its policy so that users had to authenticate their accounts through Facebook,
while still allowing them to use a pseudonym to comment. In June of 2014, the site changed
its policy again, this time implementing a Facebook plugin, meaning that users had to
use their real names when commenting. In a large-scale study of comments from before
and after the first change of policy—before and after they implemented a requirement
of identification through Facebook in 2013—Fredheim, Moore and Naughton [46] found
that comment quality improved after users had to authenticate their accounts. However,
a similar study on the comment sections of Huffington Post [47] complicates the issue,
as they found that the quality of commenting, measured by the cognitive complexity of
comments, improved after the first change of policy, where users had to authenticate their
accounts but could still use pseudonyms. However, the second change, when users had to
use their real names when commenting, caused a decrease in the quality of discussions.
Interestingly, after both reforms the quality of discussions improved over time. This
indicates that the durability over time is a more important factor than whether using a real
name or a pseudonym.

Lapidot-Lefler and Barak [12] found in an experimental research design that anonymity
influenced the numbers of threats made by research participants. Anonymity was, how-
ever, not found to influence self-reported flaming, negative atmosphere or flaming-related
expressions. Barlett, Gentile and Chew [48] used a longitudinal design involving ques-
tionnaires, and found that the more people feel that they are anonymous the more likely
they are to cyberbully others. Zimmerman and Ybarra [13] found in an experimental
research design that anonymous participants were more aggressive than those who were
not anonymous. However, it is difficult to judge the effect size relative to other factors.

While there is some evidence to suggest that anonymity leads to toxic disinhibition,
some studies have not found this relationship, which indicates that the effect size might be
relatively small. Bae [49] found in an experimental research design that anonymity led to a
greater feeling of in-group similarity and more attitude change, but less flaming and fewer
critical comments. This result seems to directly contradict the other studies mentioned
above, but one explanation could be in the topic of conversation and the purpose of the
communication. Imagine a meeting, where all are anonymous and dealing with a problem
in common. Such a meeting may be conducive of empathy even for complete strangers.
Thus, it is not unconceivable that anonymity may enhance empathy between individuals,
and recognizing others as more self-similar, especially if other attributes, such as social
class, are hidden.

Researchers have suggested other possible explanations for toxic disinhibition. Berg [50]
studied the effect of issue controversy and found that it had a greater impact on discussion
quality than anonymity, suggesting that even if anonymity leads to a decrease in civility
and politeness, what is debated (the topic) has a greater effect than if the debaters are
anonymous or not. These results are supported by Ksiazek [51] who found that more
people commented on certain topics, and that certain topics were more likely to result in
uncivil discussions.

Suler [8] and Suler [36] suggested several explanations in addition to anonymity.
Invisibility, the feeling of not being seen by those one communicates with, regardless of
one’s anonymity, is thought to be one possible factor contributing to disinhibited behavior.
Another suggested contributor, asynchronicity, removes the constant feedback-loop of face-
to-face communication. Solipsistic introjection, when a person reading a message experiences
it as a voice within his or her head, can make the sender of the message become a character
within one’s intrapsychic world. Dissociative imagination, which refers to when one has
the experience of the created character existing in a different world, may result in online
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interactions being experienced like a game. Attenuated status and authority due to lack of
real-world ques of status and authority may also be a factor, especially with regards to how
commenters react to moderators. Perceived privacy may cause commenters to experience
themselves as being in a private encounter online, when they should know better. Finally,
social facilitation, where the social environment reinforces or fail to counteract disinhibited
behavior, is thought to be an important contributing factor to disinhibited behavior.

Suler is not the only researcher to point out the possibility of social influence contribut-
ing to negative online behaviors. Conformity, defined by Gilovich et al. [30] as the changing
of behavior in response to real or imagined, explicit or implicit, pressure from others, is
a powerful influencer on behavior, in both positive and negative directions. Participants
on online bulletin boards have been found to conform by adopting to both positive and
negative information posted by others [52]. These findings are supported by Rösner and
Krämer [53], who found that a commenter is more likely to write aggressive comments if
peer commenters are aggressive. The frequency of commenting may also be a factor in
incivility, as frequent commenters have been found to be less civil and less informal [54].
Although, Coe, Kenski and Rains [55] found the opposite to be true, which indicates that
there are other factors at play.

While there are certainly many factors that are thought to be contributing to toxic
disinhibition, there is evidence to suggest that anonymity is an important factor. Moreover,
anonymity is a popular topic of discussion among researchers, and in the media, when
trying to explain toxicity. However, the evidence is inconclusive. Previous studies in
experimental settings may not correctly reflect natural conditions. In studies sampling
data from online sources, different platforms or populations may influence the results. The
current study aims to ameliorate this by sampling comments from similar sources that
allow for both anonymous and non-anonymous commenters. However, this is not without
problems. We will therefore use random effects to identify sources of variance.

2. Materials and Methods

Two online newspapers were chosen to sample comments from: The Washington Post
(WP) and The New York Times (NYT). These newspapers were chosen because, unlike
newspapers that use a Facebook-plugin as a comment section, WP and NYT have comment
sections where users must create a separate account. During the account creation they must
choose a username, which can either be their real names or a pseudonym. This means that
commenters on these platforms make up a population of anonymous and non-anonymous
commenters who are all commenting on the same articles on each platform. This reduces
the likelihood of interfering variables, such as the affordances of different platforms, with
different rules of conduct, moderation and different comment section cultures. Both news
sources are east-coast, national, fairly mainstream, left-leaning newspapers [56,57]. Despite
apparently using different technologies for moderation, the two newspapers have a similar
moderation policy and rules of conduct. Therefore, it is expected that differences in
toxic disinhibition can be more stringently and reliably associated with the anonymity of
the commenters.

Constructed week sampling was used to create two constructed weeks from February
of 2018 to February of 2019 for each newspaper being studied. This involved selecting
two random Mondays, two random Tuesdays, etc., during the specified timeframe. This
method of sampling is recommended for studying daily newspapers because it creates a
randomly selected issue for each day of the week. The events during these days are likely to
be referenced in both sources. Two constructed weeks have been found to be sufficient for
representing a year’s content [58]. In total, 39 articles on politics from the randomly chosen
dates were chosen for study. The articles were found using Google’s advanced search
functions, where one can search for results from a specific website (e.g., nytimes.com),
date and subject matter (e.g., politics). There were two requirements for an article to be
chosen; (1) the article has to be about politics, and (2) the article must have a substantial
number of comments so as to ensure that the data included enough comments from each
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article to represent the diversity of comments and commenters found in a given comment
section. In total, 2451 comments were collected individually and added to a database built
for the purpose of securely storing the research data. There were 700 comments were
sampled from each newspaper, or 1400 comments in total. During the collection process
each comment was coded as being either anonymous or non-anonymous based on their
username. From this pool of data, 50 comments were randomly selected for each day and
each newspaper, totaling 100 comments for each of the 14 days in the constructed weeks.
This adds up to a total number of 1400 of comments sampled for analysis.

The chosen research method for this study was content analysis, which involves estab-
lishing categories and counting the number of instances of each category [59]. In this study
there would be only two main categories: toxic and neutral. To determine the toxicity of
comments they were coded using a coding scheme developed by Papacharissi [10] and
used by Rowe [9] was used to categorize the sampled comments. This coding scheme
contains 12 categories of uncivil and impolite comments: threat to democracy, threat to individ-
ual rights, stereotypes, name-calling, aspersions, implying disingenuousness, vulgarity, pejorative
speak, hyperbole, non-cooperation, sarcasm and other (see appendix for further detail). In the
current research, a comment will be labeled as toxic if it fits into any of the 12 categories. In
addition to the categories, the coding scheme includes a dimension referred to as direction.
There are three directions: (1) Interpersonal are those comments directed at another com-
menter; (2) Other-directed are comments directed at a specific person or group not present in
the comment section; (3) Neutral comments are not directed at any specific person or group.

To ensure reliability when determining if a comment was toxic, two coders categorized
all 1400 comments. During the coding process, neither coder knew if a comment had been
made by an anonymous or non-anonymous commenter, as this information was not
presented to the coders during the coding process. After the coders had categorized the
comments individually, inter-coder reliability was calculated using Cohen’s Kappa a, which
is recommended by Hsu and Field [60]. The coders agreed on 91% of the comments, and
the inter-coder reliability was found to be 0.73. After the coders had individually coded
each comment and inter-coder reliability had been calculated, the two coders met to discuss
those comments that they did not agree upon. During this process, the contested comments
were discussed, and the coders came to an agreement of which category they both agree on
before the final statistical analysis of the data (the detailed instructions to coders are found
in Appendix A).

After coding was completed, the data set was analyzed using two methods. An overall
association test based on the chi-square test was performed on the coded data to determine
if there is a relationship between anonymity and toxic comments. A general linear mixed
effects model was developed that used a binomial distribution and a logistic linking
function. The formula for the testing involved a linear regression analysis with a dependent
variable toxicity (yes/no, 1 or 0) being predicted by independent fixed factors anonymity
(yes/no), media (NYT/WP) and level (first level or sublevel). All toxic comments were
categorized for the direction of the comment either interpersonal (i.e., other commenters),
others (including public figures) or neutral (i.e., directed at no particular entity). The
model also used commenter identity (a coded signature for anonymous, a coded name for
non-anonymous) and the date the comment was written (which is linked to events that
happened that day) as random effects to quantify these sources of variance. Random effects
assume an open set, i.e., it is assumed that there are many other commenters and many
more dates. Fixed effects assume that we deal with a close set, i.e., we are dealing with
either anonymity or non-anonymity, either NYT or WP, and it is either first comment or a
later comment. This affects how variance is handled by an algorithmic implementation of
a general linear model (cf. lme4/glmer, [61]). The results will be presented as odds-ratios,
compared to a baseline.
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3. Results

Of the 1400 comments, 1181 were written by anonymous commenters and 219 were
written by commenters using a real name. When analyzing at all comments from The
Washington Post and The New York Times, we see that of the anonymous commenters,
30.7% (n = 363) wrote comments that were coded as toxic. Of the non-anonymous com-
menters, 20.5% (n = 45) wrote comments that were coded as toxic. In the first analysis, a
statistically significant relationship was found between the two variables anonymity and
toxic comments (χ2 = 9.3, p < 0.002). The comparison of the count and expected count of
anonymous and non-anonymous toxic comments suggests that this relationship is due
to non-anonymous commenters being less likely to misbehave in the studied comment
sections. Table 1 shows the number of comments for each condition, as well as the expected
count if there was no relation between the variables. Analyzing the Washington Post
and the New York Times separately produced a similar result, with non-anonymous toxic
comments being underrepresented.

Table 1. The count and expected count of anonymous and non-anonymous comments that were
coded as toxic and neutral comments.

Not Anonymous Anonymous

Count Expected Count Expected
Toxic 45 (20.5%) 63.8 (29.1%) 363 (30.7%) 344.2 (29.1%)

Neutral 174 (79.5%) 155.2 (70.9%) 818 (69.3%) 836.8 (70.9%)

Below is an Extended Cohen-Friendly graph (cf. [62,63]) that illustrates associations
between A toxicity and B anonymity, assuming that all data points are unique examples
of comments, but not accounting for writers and dates as sources of variance, which
will be analyzed later. The expected number of comments is shown by the dotted lines.
The width of each box represents the number of comments in each condition, and their
height represents deviation from expected counts. The figure shows that the number of
signed toxic comments is significantly lower than expected, suggesting that differences
in toxicity between anonymous and non-anonymous commenters could be explained by
non-anonymous commenters being less toxic than expected. Significant cells are marked in
red. The intent of using association plots is to motivate a more detailed analysis.

As can be seen in Table 1 and Figure 1, there are slightly more toxic comments written
by anonymous commenters than expected. However, this is not statistically significant.
Rather, for non-anonymous commenters there are significantly fewer toxic comments than
expected by chance. In other words, toxic comments among non-anonymous commenters
are underrepresented in the data. This variation is statistically significant, indicating that
the relational effect is due to non-anonymous commenters behaving better than expected.
However, the effect size of the association is tiny (Cramér ϕc = 0.08).

In the more advanced model, we are able to look closer at sources of variance and we
may, therefore, also estimate not only the effect of anonymity, but also the effect of media
platform, direction and level of comment, as well as if there is an interaction between
anonymity and the strongest other factor.

First, we will examine the data in more detail. Table 2 tabulates comments into neutral
and toxic comments for the two websites, divided up by original and downstream comments.
A comment is labeled an original comment if it comments directly at the article (first posi-
tion in a thread) and downstream if it is a later comment on a previous comment (adding,
following up, simply staying within the thread). We see that comments in Washington Post
generally have a higher proportion of toxic comments. This difference between NYT and
WP has a small effect size ofϕc = 0.16 (signed) andϕc = 0.15 (anonymous). However, being
downstream does not alter the proportion of toxic comments. This will be investigated
further using a statistical model.
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Figure 1. Cohen-Friendly graph of Table 1. Less toxic for signed comments.

Table 2. Proportions of toxic comments in New York Times and Washington Post. For both journals,
anonymity is associated with more toxic comments.

NYT WP

Original Downstream Original Downstream

Signed comments
neutral 82% (51) 84% (86) 77% (17) 61% (20)

toxic 18% (11) 16% (16) 23% (5) 39% (13)
Anonymous comments

neutral 74% (142) 79% (271) 54% (143) 69% (262)
toxic 26% (50) 21% (73) 46% (120) 31% (120)

The model is based on a general linear mixed effects model [61] fit by maximum
likelihood and using a binomial distribution with a logistic linking function. Commenters
may contribute more than one data point, and there are many data points for each date.
This will be handled by random effects assigned for identification codes for the commenters
and the dates. The Mixed Effect design treats them as sources of variance and may handle
these sources simultaneously (more details in Appendix B).

Toxic ~ Anonymity * Website + Level + (1 | Date) + (1 | Id) (1)

Formula (1) simply states that we try to explain toxicity in terms of (a) anonymity
possibly interacting with website (b) (Response) Level (original/downstream). These are our
fixed effects. We are further modeling the sources of variance stemming from (a) the date the
comment was written, and (b) the identifier of the commenter. These are our random effects
used to control the variance stemming from individuals (id) and events (days).

Caveats: We cannot know if there is only one person behind each identifier. It
is possible that more than one person may share a signature, or that an account has
been accessed by an unauthorized person. In total we have 1400 data points, and 1083
individuals were identified (Id) in 15 different days (Date). There are relatively few
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different dates sampled. However, the dates are considered fairly average dates with
no extraordinary events.

Figure 2 gives the odds ratios of our fixed factors. Anonymous is not significant
(z = 1.407 p = 0.141) with 45% more toxic comments (1.45). Website is significant (z = 2.460
p = 0.014) and Washington Post is associated with about 2.61 times the rate of toxic com-
ments. Response level is significant and tend towards less toxic comments (z = −2.357
p = 0.018) for downstream comments. We did not detect a significant interaction between
anonymity and website.
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Figure 2. Odds ratio for the fixed factors. Baseline is New York Times, signed, original comments.
From Table 3 the baseline is about 18% toxic comments, which is congruent with model estimates
((20.8 ± 1.3)%). Odds ratio of 1 means no change.

Table 3. Number of toxic comments coded as interpersonal, other-directed and neutral.

Interpersonal Other-Directed Neutral

WP NYT Total WP NYT total WP NYT Total

117 58 175 129 78 207 12 14 26

Table 3 shows that 175 of the toxic comments were interpersonal and directed at other
commenters, 207 were other-directed, meaning they were directed at persons or groups not
present in the comment section, and only 26 comments were neutral, meaning that they
were not directed at any specific person or group.

During the coding process, comments directed at public figures, such as politicians,
were specifically marked as being directed at a public figure, in addition to being coded
as other-directed (Table 4, Figure 3). This subcategory was added to further explore other-
directed toxicity. In total, 115 of the 207 other-directed comments were directed specifically
towards public figures. While toxic comments directed towards public figures are prob-
lematic, there is an argument to be made that the way one speaks about public figures is
not the same as when speaking of, for example, other commenters or private individuals.
Therefore, we argue that in future research using this coding scheme, the category of
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other-directed could be further divided into two categories; comments directed at public
figures and comments directed at private individuals.

Table 4. Proportions of toxic comments divided up on what the comments are directed at: 1 is
interpersonal 2 is directed at other (including public figures) and 3 is neutral.

NYT WP

1 2 3 1 2 3

Signed comments 12% (7) 24% (19) 7% (1) 8% (9) 6% (8) 8% (1)
Anonymous comments 88% (51) 76% (59) 93% (13) 92% (108) 94% (121) 92% (11)
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Figure 3. The Cohen-Friendly graph of Table 4 shows that toxic comments directed at others (including
public figures) are more associated with signed comments (p < 0.01) in the New York Times.

4. Discussion

Comment sections on news sites have the potential to serve as an important channel for
public debate. They allow people to express themselves on a variety of topics, with a large
potential audience that includes the journalists who wrote the articles being commented
on. However, if comment sections are to be a welcoming forum of expression for everyone,
it is important to understand why some commenters choose to write toxic and derogatory
comments. Our study attempts a contribution to ongoing research on the role of anonymity,
but by using a sampling strategy that we believe will provide more accurate results.

We found statistically significant relationships that contribute to understanding toxic
disinhibition in the comment sections of The Washington Post and The New York Times.
Both can be described as left-leaning media. It is an interesting extension to investigate the
effect of political association, on a scale from left to right, but this demands a much larger
study. We have decided not to use this dimension, and one motivation is that the political
association of the commenters is still unknown.

The result of this study suggests that there is an association between anonymity
and toxic comments. Non-anonymous commenters wrote fewer toxic comments than
is expected if all were equal. We interpret this to mean that anonymity may have an
effect on toxicity, but it is the lack of anonymity that makes a commenter less toxic. In
other words, anonymity does not cause toxic comments, but signing a comment either
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makes commenters behave better, or possibly signed contributors are associated with more
proficient writers.

We found out that there are stronger differences between the two platforms. While
anonymity may affect toxicity, editing policies play an equally important role. Because the
Washington Post is associated with anonymous toxic comments that website is a stronger
explanation for toxicity than anonymity alone. The New York Times may be more active
in enforcing their rules of conduct and thus more toxic comments may have been deleted
there. The Washington Post and The New York Times have extensive community rules
and guidelines that are linked to in the comment sections [64,65]. The rules of conduct
themselves give no indication why there would be a difference in toxicity between the two
newspapers. While the Washington Post’s guidelines are more extensive, both newspapers
have guidelines that reflect their desire for civil and well-informed comments, and neither
allow personal attacks, vulgarity or off-topic comments. The differences between the
two newspapers could be explained by differences in moderation. We do not know how
many moderators each newspaper employs, how they work and by what standards they
moderate. We do know that the New York Times uses a semi-automated system for
effective moderation. In partnership with the Alphabet-owned company Jigsaw, they use
machine learning technology for moderation, allowing them to keep comment sections
open longer without overextending the resources spent on moderation [66]. It is possible
that this system is better at catching unwanted comments than the system used by The
Washington Post. The issue of automatic moderation is complicated by the complexity of
the task and creative use of language. The state-of-the-art technology for the related task of
sentiment detection shows a combined measure of precision and recall between 0.60 and
0.89 (and similar ranges for accuracy) for a wide range of algorithms used on controlled
datasets on product and hotel reviews [67]. Chen et al. [68] used Convolutional Neural
Networks, with some preprocessing, to detect verbal aggression in Twitter comments
with similar results on their test sets. Their test accuracy reached at most about 90% [68]:
Figures 7 and 9. Xu et al. [69] show similar results on sentiment detection in comment
fields. Algorithms tend to behave worse on truly novel texts outside of the training data,
but more data and continuously retraining models may compensate. Even with access to
very large databases and deep learning algorithms, there is thus room for either missing
a sentiment or mislabeling. In the case of automatic moderation of toxicity, it may create
frustration for users if their comments are erroneously publicly flagged or edited out.

It should be noted that the findings in the present study are fairly robust, and the
effect of anonymity was detected by different methods. Models that excluded interaction
between website and anonymity, and excluded response level, were also tested. The results
were very similar. The reason for giving the more elaborate model is to show that other
available factors were not responsible for the results. There might, however, be other
factors that were not available or controlled in our study.

While the observed relationship between anonymity and toxic comments is interesting,
it is important to acknowledge that other associations are stronger, making it difficult to
conclude with certainty that anonymity is a significant cause for toxic disinhibition in
comment sections. Previous research has concluded that anonymity leads to greater toxicity
in comment sections [9,11,44,45]. As mentioned previously, these studies sample data from
multiple sources, which could potentially lead to results being skewed by uncontrolled
variables. The current study sampled anonymous and non-anonymous comments from
the same platforms. While we did find an association between anonymity and toxicity,
the result of this study suggests that anonymity has a small effect on the civility of online
comment sections. While anonymity may affect toxicity in comment sections, it is certainly
not the only factor that should be considered. Issue controversy may play an important role
in how commenters debate, as Berg [50] suggested. The comments analyzed for this study
were written on political articles at a time of much political controversy and in a highly
polarized political climate. However, both anonymous and non-anonymous commenters
should be equally affected by political tensions and issue controversy, assuming that people
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have honest intentions to discuss the issues. A competing hypothesis is that people choose
to be anonymous when they have malicious intent, i.e., intend to disrupt a conversation.
This is not supported by our data.

Social influence is another important aspect that should be considered. As stated
earlier, conformity has been found to effect toxicity in online communication. It is possible
that anonymous and non-anonymous commenters are affected differently by social influ-
ence. As noted earlier, anonymity has been found to lead to a greater feeling of in-group
similarity and more attitude change [49]. If being anonymous affects a commenter’s feel-
ings of similarity to other commenters this could certainly be thought to affect the toxicity
of anonymous comments. If we can encourage writers to stay on topic and show more
compassion with people or views they do not agree with, then we may ameliorate the
negative effects of anonymity, without policing language or opinions.

While the results of this study are interesting, it is important to be aware of its
limitations. Firstly, we sampled comments from just two newspapers within a limited time
period. Different newspapers use different technological solutions to facilitate commenting,
which through affordances, design and moderation policies could be thought to influence
the discussions among commenters. Indeed, we detected a significant difference between
our two very similar platforms. However, the effect might be platform internal or external.
One internal explanation is that platforms, despite having similar rules of conduct, have
different editing policies. An external explanation is that the population of commenters
may be different between platforms or between levels of anonymity. There may well be
larger differences between populations between other platforms, as we chose the examined
platforms for their apparently similar political and geographical appeal.

Newspapers use moderators to check for and delete comments that are against the
rules of conduct or require deletion for legal reasons. It is possible that comments have
been deleted before they could be sampled for this study, and the inclusion of these deleted
comments may have had an effect on the results. Therefore, it is accurate to say that our
results are limited by an apparent survivor bias.

The comment sections of both The Washington Post and The New York Times allow
for users to create any username, and it is possible that some commenters have created
pseudonyms that appear to be real names. Obviously fake names, such as Darth Vader, were
coded as being anonymous during the sampling process. It was not possible for us to verify
the identity of commenters using a real-looking name. The websites have more information
available; however, sharing such information with a third party violates privacy.

A commenter that wanted to use a pseudonym, would most likely create an obvious
pseudonym and not a real-looking name, unless they are sailing under a false flag, which
violates standard agreements for setting up a user account. On a platform that allows for
pseudonyms, especially one where pseudonyms are the norms, there is little reason for
someone to create a name that appears to be a real one.

5. Conclusions

The current study has attempted to improve on the methodology of researching
anonymity’s effect on toxicity by sampling data from comment sections where anonymous
and non-anonymous users debate on the same platform. This novel sampling strategy
makes us confident in the results of the statistical tests.

We have found a small but significant relationship between anonymity and toxic
comments. At first sight this result seems to support the prevailing view that anonymity
causes toxic behavior. However, the data suggest that it is non-anonymous users who are
less toxic than expected, and not anonymous users being more toxic. A simpler explanation
could be that signed writers are more proficient writers. The effect size of anonymity is
tiny or small. Our own analysis showed that the effects of platform and the direction of
the comment were stronger than the effect of anonymity. Another interesting finding is
the fact that non-anonymous comments were less toxic than expected, while anonymous
comments were not significantly more toxic than expected. This is congruent with the
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observed effect of durable pseudonymity [47], where the quality of comments improved
over time for durable pseudonyms. Many anonymous commentors may choose anonymity,
not to troll others but to avoid personal attacks in real life. Thus, anonymity is valuable
for a freer more democratic debate, and the quality of debate may be improved by fairly
simple measures, such as encouraging durable pseudonymity.

Previous research has found other explanations for online toxicity, such as issue
controversy [50,51] and social influence [36,52,53]. In our opinion, it is important to
evaluate the causes of problematic online behavior. One controllable factor, apart from
simply editing out toxic comments (or commenters), is to enforce a discussion to stay on
topic and not comment on other users or public figures. As discussed, there are also many
positive aspects of anonymity that are at risk if anonymity is cancelled. The small reduction
in toxicity may negatively affect the expected quality of comments and limit the diversity
of opinions.
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Appendix A

Code “1” all comments containing a “threat to democracy”: A comment ought to be
coded as containing a threat to democracy if it advocates the overthrow of the government
(i.e., if it proposes a revolution) or if it advocates an armed struggle in opposition to the
government (i.e., if the commenter threatens the use of violence against the government).
Examples of such threats include commenters suggesting that government efforts to restrict
guns, for example, would lead them to take up arms. For example, one commenter
suggested that if the government were to enforce the ban on assault weapons and try and
take his gun, “they would soon regret it”. Similarly, commenters threatening to start a
revolution in response to the government implementing policy would also be coded as a
threat to democracy.

Exceptions: Should you believe that the threat is sarcastic, please code for ‘sarcasm’
(11), not a threat to democracy. “Non-cooperation” (8) should also not be confused with a
threat to democracy.

Code “2” all comments containing a “threat to individual rights”: A comment ought
to be coded as containing a threat to individual rights if it advocates restricting the rights or
freedoms of certain members of society or certain individuals. Such examples are common
when sensitive or divisive political issues are being discussed because commenters often
resort to threatening one another or often advocate restricting the rights of groups or
individuals they blame for the event which led the issue to being discussed. For example,
following a tragic shooting in which a psychologically disturbed individual is implicated,
many people are quick to suggest that the rights of mentally ill citizens be restricted, e.g.,
“They should all be locked up” would be an example of this. Furthermore, supporters of
gun-control often blame those who oppose gun-control, for example, for the widespread
use of guns and, by extension, such tragic events. In doing so, they suggest that it is they
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who are responsible for such tragedies and, therefore, “they have no right to participate
in this debate.” Exceptions: Threats to individual rights should not be confused with
stereotypes (although they might be closely related if the threat being made assumes
that all members of that particular group is the same) or with non-cooperation. Refusing
to co-operate is not necessarily the same as refusing others the right to participate in
the discussion.

Code “3” all comments containing the use of “stereotypes”: A comment ought to be
coded as containing a stereotype if it asserts a widely held but fixed and oversimplified
image or idea of a particular type of person or thing. This includes associating people with
a group using labels, whether those are mild—“liberal”, or more offensive—“faggot”. The
use of stereotypes is common when the topic being discussed is highly partisan.

Stereotyping may also involve making generalized assumptions about the thoughts
and behavior of certain groups or individuals based on said stereotypes, for example,
suggesting gun-owners/supporters are paranoid, liberals/conservatives are less/more
patriotic, or immigrants rely heavily upon social security.

Exceptions: The use of the words liberal or conservative are not always used stereo-
typically. For example, an administration or an individual may be liberal or conservative
in their views, but this type of description is not necessarily stereotypical or derisory.

Note: Stereotypes should also be coded for their direction: those intended to offend
others should be coded as antagonistic (e.g., “you liberals are all the same. You want to ban
anything you don’t like and that doesn’t suit you.”) or neutral if it was used in articulating
an argument but without the intent to offend others (e.g., “the liberal agenda has caused a
huge rise in regulations across a number of industries”).

Code “4” all comments containing “name-calling”: (e.g., gun-nut, idiot, fool, etc.). To
be coded as name-calling the words used must be clearly derogatory towards the person it
is intended for. Exceptions: Be careful not to include words which may be regarded as a
stereotype (e.g., liberal). If name-calling is aimed at a group, or the “name” is often applied
to a group of individuals, it may potentially be a stereotypical comment (e.g., anyone who
owns a gun is an idiot—this groups all gun-owners together, therefore stereotyping them).

Code “5” all comments containing “aspersions”: All comments containing “an attack
on the reputation or integrity of someone or something” ought to be coded for aspersion.
A comment may be coded as including an aspersion if it contains disparaging or belittling
comments aimed at other commenters or their ideas. These ought to include explicit efforts
to express dismay at others. For example, a comment which reads: “Teachers don’t need to
be carrying guns! It’s stupid!” may be considered an aspersion. A comment which reads:
“sheer idiocy” may also be considered an aspersion. Similarly, a comment which reads:
“this is a free country that prohibits slavery. Do you have a problem with that?” may also
be coded as an aspersion as its tone implies it is not a genuine question, but an attack on a
previous comment/idea. An aspersion may be both explicit or implicit.

Code “6” all comments containing “lying”: All comments implying disingenuousness
(e.g., liar, dishonest, fraud etc.) of other commenters or public figures ought to be coded
as lying Exceptions: If a comment casts doubt on the truthfulness of a previous comment
or a public figure this does not constitute the use of synonyms for liar. For example,
if a commenter writes “that is not true”, they are not implying that the other person is
intentionally lying, but rather that they are misinformed.

Code “7” all comments containing vulgarity: All comments containing vulgar lan-
guage (e.g., crap, shit, any swear-words/cursing, sexual innuendo etc.) ought to be coded
as vulgar. Comments containing vulgar abbreviations such as WTF (what the fuck) should
also be coded as vulgar.

Code “8” all comments containing “pejorative speak”: All comments containing
language which disparages the manner in which someone communicates (e.g., blather,
crying, moaning, etc.) ought to be coded as pejorative for speech.

Code “9” all comments containing “hyperbole”: Comments which contain a massive
overstatement (e.g., makes pulling teeth with pliers look easy) ought to be coded as



Information 2021, 12, 106 16 of 20

hyperbole. Be careful not to include words which accurately describe events, particularly
given that many of the topics under discussion may be described using words associated
with hyperbole (e.g., the Newtown shooting may be described both as a “massacre” and
a “heinous” act), although these words are not necessarily used to overemphasize it.
Hyperbole might be characterized either as a phrase (e.g., barely a week goes by without a
shooting), or the overuse of descriptive words designed to emphasize a point (e.g., “It’s
not the guns that kill but a ticking time bomb of anger seething in society, giving clues
& everyone ignoring him until he kills little babies with an illegal automatic weapon. I
don’t think it was an accident he killed mommy, the Ph.D. & Principal. He was suicidal &
homicidal; very common & wanted notoriety. What better way than to kill babies”). Note:
many social issues are discussed using language which may be considered hyperbole, e.g.,
abortion = murder, gay marriage = abomination, etc. It is up to you as to whether you
believe the commenter is making an overstatement or just describes it as such.

Code “10” all comments containing “non-cooperation”: The discussion of a situation
in terms of a stalemate ought to be coded as non-cooperation. Outright rejection of an
idea/policy by a commenter should only count as non-cooperation if it involves excessive
use of exclamation marks or capital letters for example. For example, a comment which
reads: “I’m 48 years old. I retired after 20 years in the military. I went back to college to be a
special education teacher. I WILL NEVER CARRY A FIREARM INTO MY CLASSROOM.”
Find another solution’ may be considered non-cooperation. Similarly, a comment which
reads: “I hate guns!! I refuse to send my kids to a school where the teachers are armed!!!!!!!”
may be coded as non-cooperation.

Exceptions: A simple rejection of an idea/policy should not be considered non-
cooperation. Likewise, suggesting that another commenter has no right to take part in the
discussion for whatever reason should be coded as “threat to individual rights” insofar as
it threatens their right to free speech, not as non-cooperation. Only a refusal to listen or
comply should be coded as non-cooperation.

Code “11” all comments containing “sarcasm”: “You’ll know it when you see it!!”
Code “12” all comments which may be deemed impolite, but which do not fall into

any of the previous categories of impoliteness: This category ought to catch any other type
of impoliteness that you think is evident and which does not fit into any other category
above. This most commonly includes using capital letters to symbolize shouting and the
use of blasphemous language. Even comments you believe are impolite in their tone may
be coded as “other” (12).

Exceptions: CAPITAL LETTERS, if used for single words, should be assumed to
be signaling emphasis. If a phrase or sentence is written in CAPS, this may be consid-
ered shouting.

Direction of Incivility:

All uncivil and impolite comments should be coded for their direction, with the
exception of stereotypes which should be coded as antagonistic or neutral. Once the type of
incivility has been categorized, the direction then needs to be coded. Comments containing
incivility and which are aimed at another commenter in the discussion should be coded as
Interpersonal (i). Interpersonal comments include those which are explicitly directed at
other commenters (e.g., where the comment includes the name of other commenters) or
those which address the comments of others, even without naming them. An example of
interpersonal incivility may include: “I can’t wait to see you on the battlefield someday
Leo [another commenter] because that is what it’s gonna boil down to . . . .you believe
what you want and you should BUT DO NOT FORCE YOUR BELIEFS ON ME”. If the
comment contains incivility and is aimed at a specific person or group of people not
present, the comment is coded as Other-directed (od). In this case, the “other” often
refers to a politician (e.g., Obama), a pressure group (e.g., the NRA), a political party (e.g.,
Republicans), the media (e.g., the Washington Post) or state institutions (e.g., SCOTUS). If
the comment contains incivility but does not refer, or imply reference, to another commenter
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or ‘other’, the comment is coded as Neutral (n). Neutral incivility occurs primarily when
the commenter disagrees with the content of the article being commented on. An example
of neutral incivility may include: “A Bushmaster in a classroom? WTF!!” The direction
of a comment is very much dependent on the coders’ understanding of whether or not it
refers to other comments in the thread or whether it is a stand-alone comment which is not
intended as a response. Thus, it is important to be familiar with the content and language
of the article to which the comment refers.

Appendix B

Generalized linear mixed model fit by maximum likelihood
(Laplace Approximation) [glmerMod]
Family: binomial (logit)
Formula:
Toxic ~ Anonymity * Website + R + (1 | Date) + (1 | Id)
Data: magnus

Control: glmerControl(optimizer = “bobyqa”)

AIC BIC logLik Deviance df.resid

1617.9 1654.6 −802.0 1603.9 1393

Table A1. Scaled residuals.

Min 1Q Median 3Q Max

−1.2282 −0.6312 −0.4597 0.9508 2.6189

Table A2. Random effects.

Groups Name Variance Std.Dev.

Id (Intercept) 0.3259 0.5708
Date (Intercept) 0.2078 0.4559

Number of obs: 1400, groups: Id, 1083; Date, 15.

Table A3. Fixed effects.

Estimate Std. Error z Pr( > |z|)

(Intercept) −1.5694 0.2705 −5.803 6.53 × 10−9 ***
Anonymity=1(anonymous) 0.3685 0.2502 1.473 0.1407 (n.s.)
Website = washingtonpost 0.9595 0.3900 2.460 0.0139 *

Response Level = 2 −0.3193 0.1355 −2.357 0.0184 *
Anonymity = 1: Website =

Washington Post −0.1924 0.4138 −0.465 0.6420 (n.s)

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1.

Table A4. Correlation of Fixed Effects.

Intercept Anonymous Washington Post Downstream

Anonymous −0.730
Washington Post −0.496 0.515

Downstream −0.273 −0.023 0.002
Anonymous and WP 0.442 −0.606 −0.931 0.005
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