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The aim of the present study is to examine case studies from extended investigations 
of runway incursions in Norway from 2009-2019. Runway incursions involves an incor-
rect presence of an aircraft, vehicle or person on the runway and represents a relatively 
frequent threat to safety in the aviation industry. A content analysis and classifi cation 
of the extended investigation reports (N=7) revealed 42 explanatory factors that could 
be condensed into four categories related to perception, procedural errors, memory 
and decision-making. When mapped onto the theoretical framework of situational 
awareness about 70% of the explanatory factors were related to misperception of 
information, improper comprehension of information or incorrect projection of future 
actions, respectively. The present study suggests that situational awareness can serve 
as a useful theoretical framework to identify defi cits in human factors associated with 
runway incursion incidents. The results from this study contributes to inform investiga-
tion into aviation hazards and training of air traffi  c controllers. 
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INTRODUCTION

The runway is one of the most safety-critical ar-
eas of an airport. Every day, there are at least two 
cases of unauthorized traffi  c on runways at air-
ports within the European area [8]. A vehicle or an 
aircraft may mistakenly be permitted to travel on 
a busy runway or a vehicle or an aircraft may enter 
the runway without permission. Such events are 
called “runway incursion”  and represents a signifi -
cant hazard and threat to aviation safety. Accord-
ing to the International Civil Aviation Organization  
a runway incursion is a safety-critical incident in-
volving the incorrect presence of an aircraft, ve-
hicle, or person on the runway [13]. An important 
part of Air Traffi  c Control is therefore to detect and 
prevent runway incursion from taking place [8]. 

The objectives of air traffi  c control are to pre-
vent collisions between aircraft, and between 
aircraft and vehicles, on the maneuvering area, 
and to keep an expeditious and orderly fl ow of 
air traffi  c [14]. Air traffi  c control is also expected 
to provide necessary information to pilots to con-
duct a safe fl ight and notify appropriate authority 
about aircraft in need of search and rescue servic-
es. To this end, they need to have a comprehensive 
“situation awareness” (SA) of current and upcom-

ing events at the airport [30]. SA can be defi ned 
as “a person’s perception of the elements in the 
environment within a volume of time and space, 
understanding the meaning of the elements, and 
predicting the status of the elements in the near 
future” [17]. Understanding situational awareness 
in complex application domains such as air traffi  c 
control will contribute to address crucial aspects 
of distributed cognitive processes in human ma-
chine systems [23]. For example, to achieve SA, 
the air traffi  c controller is dependent on inter alia 
monitoring systems such as air-to-ground com-
munication and surveillance displays. To this end, 
decision support and runway incursion preven-
tion systems have been introduced to lower the 
risk of human error [18]. The air traffi  c controller 
must, in addition to monitor multiple systems, 
visually monitor the area of responsibility, and op-
erate “fl ight progress strips” (see fi g. 1), to under-
stand the implications of direction, altitude, speed 
and intentions of the aviators/ operators, and 
predict what will happen in the near future. The 
theory of SA is therefore well suited to understand 
safety-critical incidents and accidents in aviation 
[6,7]. Jones and Endsley [17] found that failing SA 

Fig. 1.  Flight progress strips at one major airport in Norway.
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safety critical runway incidents. From a phenome-
nological perspective, the extended inquiries rep-
resented an opportunity to emphasize an attitude 
of genuine curiousness in approaching the cases. 

Cases
Although minor runway incursion incidents 

may occur relatively frequent, the cases where 
the air traffi  c control is directly involved in a safety 
critical runway incursion incident resulting in an 
extended investigation are few. If a runway in-
cursion has occurred, the aviation management 
will require an incident report. The report will be 
processed and assessed by dedicated safety in-
spectors at the aviation management in Norway. 
Incident reports will be followed up in diff erent 
ways depending on the severity and the parties 
involved in the incident. Three types of follow-
up procedures are considered when incident re-
ports are processed. If the air navigation services 
are involved, the incident will be reviewed by an 
internal investigator [29]. These are experienced 
air traffi  c controllers and other operational staff  
with additional training to investigate incidents. 
If there is no contribution from the air naviga-
tion services, the incident report will be stored 
and used for statistical monitoring purposes. If 
the air navigation services has contributed to the 
incident, a desktop review will produce a report 
with recommendations for removing or reducing 
risk [29]. If the incident is considered to meet the 
criteria for a “serious” incident, an extended inves-
tigation will be conducted. According to Annex 13 
Aircraft Accident and Incident Investigation [15] 
a serious incident is defi ned as “an incident involv-
ing circumstances indicating that there was a high 
probability of an accident […] The diff erence be-
tween an accident and a serious incident lies only 
in the result”.

Whereas a single internal investigator conducts 
a desktop review, a group of internal investigators 
will carry out an extended investigation. They will 
conduct a site visit, interview relevant individuals, 

is a causal factor in a large proportion of aviation 
incidents and accidents. However, less is known 
about the signifi cance of SA in runway incursion 
events, thus the present study will contribute to 
close this gap.

Air traffi  c control is organized into three disci-
plines: area control, approach control and tower 
control. This study focuses on tower control, which 
involves control of an airport and the immediate 
airspace around it. The air traffi  c tower control is 
responsible for the areas of the airport that the air-
craft uses for take-off  and landing (runways), and 
the taxiways the aircraft uses to get to and from 
the runway(s). Tower control is also responsible 
for aircrafts in the immediate airspace surround-
ing the airport. The scope of this study is to ana-
lyze all incident reports from so-called extended 
investigations of runway incursion incidents at 
Norwegian airports from 2009 to 2019 to provide 
a comprehensive understanding of human factor 
variables associated with tower control and safety 
critical runway incursion incidents. Our aim in the 
fi rst part of this study was to identify explanatory 
factors from the extended investigations of seven 
runway incursion incidents. Our next objective 
was to examine if the explanatory factors from 
the extended inquiries could be mapped onto the 
theoretical framework of situational awareness 
(SA). 

Note: Flight progress strips and fl ight progress 
board is not used in the same way across air traffi  c 
control units in Norway.

METHODS

A literature search revealed that no previous 
empirical studies had examined the relationship 
between runway incursion and SA. The explora-
tive nature of this inquiry into a specifi c phenome-
non called for a qualitative approach using a phe-
nomenological hermeneutical design [4]. The 
reports from the extended inquiries represents 
the most detailed and rich empirical material from 

Case A B C D E F G

Aerodrome Regional Regional Regional Regional Regional Large Large

Time of year Fall Winter Fall Winter Winter Fall Winter

Time of Day Day Day Night Day Night Night Night

Year 2017 2016 2015 2012 2010 2009 2009

Type of RI Vehicle Vehicle Vehicle Vehicle Vehicle Aircraft Aircraft

Tab. 1.  Presentation of included cases and type of runway incursion (RI). 

Note: Due to Norway’s geographical position, winter conditions may last until March/April. 
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To address the second research question, the 
explanatory factors from table 2 were sorted into 
two main categories: «SA failure» which included 
explanatory factors which indicated a human error 
and «other» which included explanatory factors 
which relate to procedure design, organizational 
factors, or lack of equipment. Explanatory fac-
tors related to “SA failure” were further classifi ed 
according to the taxonomy in Endsley [7]. In ad-
dition, examples from Jones and Endsley [17] pro-
vided helpful guidance. For example, one of the 
extended inquiries reads; «The air traffi  c controller 
together with [….] was busy modifying a system 
fl ight plan [...] and then forgot about the two vehi-
cles on the runway ». According to Jones and End-
sley [17] this would correspond to a level 1 error in 
SA since the air traffi  c control in this instance « [ ...] 
became distracted while performing job-relevant 
tasks and either forgot pertinent information they 
had previously been aware of or forgot to perform 
a pertinent task ». In some cases, an explanatory 
factor was reconsidered and reclassifi es based on 
contextual information in the report or multiple 
iterations and comparison of classifi cation across 
cases. For example, the explanatory factor «run-
way incursion alarm worked normally, but was 
turned off  » was initially considered to represent 
a missing, monitoring or observation of data. Lat-
er this factor was re-categorized as data not avail-
able since nothing in the situation prevented or 
distracted the air traffi  c control from hearing the 
alarm if the system had been activated in the fi rst 
place, (see table 3 in the results section).  

Ethics
Access to extended investigation reports were 

granted by the national air navigation services on 
condition that records were kept confi dential and 
the identity of involved personnel was not dis-
closed [9]. Detailed information that could iden-
tify individuals, customers or specifi c locations is 
therefore not disclosed. The second author is an 
air traffi  c controller and supervisor. None of the 
incidents took place at a unit where he worked 
nor did he have any personal relations to any of 
the subjects mentioned in the extended investi-
gations.  

RESULTS

The reports from the extended investigations 
describe what the investigators see as primary hu-
man factors causes and/or contributing reasons 
why the safety critical runway incursions occurred. 
These causes, whether they are stated as a conclu-

examine reports and assess relevant technical in-
formation. The purpose of the extended surveys 
is to identify underlying explanatory factors for 
the runway incursion event, and to provide rec-
ommendations for removing or reducing risk in 
a more thorough manner than in a desktop re-
view. 

For example, 135 runway incursions incidents 
were reported to the Norwegian Civil Aviation Au-
thority in 2019 [3]. None of the runway incursion 
incidents were categorized as a serious incident 
with air traffi  c management contribution. There-
fore, only desktop investigations and no extended 
investigations of runway incursion incidents were 
conducted in 2019. Due to their brief format and 
limited scope, desktop investigations are less suit-
able for qualitative content analysis. A careful ex-
amination of available records revealed that seven 
extended investigations had been completed in 
Norway from 2009 to 2019. The national air navi-
gation services granted permission to include all 
seven cases in the present study.

Analysis
The examination of the case reports was car-

ried out in several subsequent steps. The scope 
of extended investigations of runway incursions 
was fi rst mapped and the complete reports were 
retrieved from the archives. To address the fi rst 
research question, a directed qualitative content 
analysis of the case reports was performed to 
identify all relevant human factors variables men-
tioned in the inquiry. A line-by-line reading of the 
reports identifi es human factors variables based 
on a process of open and axial coding [1], without 
adhering to an overarching typology. There has 
been no post-hoc analysis of causality. The human 
factor variables are based on the causal factors 
in the investigation reports. The contents of the 
case reports were classifi ed according to which 
domain or explanatory factor it represented. For 
example, in one of the cases an explanatory factor 
was represented by the statement “air traffi  c con-
troller forgot [...]”, this explanatory factor was then 
subsequently coded in the category of “memory”. 
The categorization was done in several rounds, 
where explanatory human factors units from the 
case reports were assessed whether they could fi t 
into other common, or whether categories could 
be merged into a broader common unit [12]. After 
several readings and iterations this process pro-
duced four human factors categories associated 
with safety critical runway incursions, (see table 2 
in the results section).
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factors in these fi ve reports emphasized that pro-
cedures had been used infrequently, incorrectly, 
not used at all, or that the procedures themselves 
had shortcomings. Issues related to procedures 
accounted for 31% of the total number of explana-
tory factors across cases. In two cases failure to ad-
here to procedures or deactivation of procedures 
had resulted in a safety critical runway incursion. 
In another case, a runway incursion alarm-system 
was disabled to avoid false alarms. This was in ac-
cordance with the standard operating procedures, 
but the investigation considered this a contribut-
ing factor to why the runway incursion was not 
detected earlier. Finally, inadequate procedures 
or unclear communication when handing over 
the maneuvering area and inadequate reporting 
of positions of vehicles are also noted as explana-
tory factors related to procedural issues in two of 
the reports.

In four of the seven extended studies human 
factor issues relating to memory were reported as 
explanatory factors associated with safety critical 
runway incursion. In all incidents where an ex-
planatory factor involved memory the air traffi  c 
controller had forgotten that there was a vehicle 
on the runway. Issues related to memory account-
ed for 10% of the total number of explanatory fac-
tors across cases. 

In three of the seven extended studies human 
factor issues relating to decision making were re-
ported four times as explanatory factors associ-
ated with safety critical runway incursion. These 
situations involved decisions that lead to safety 
critical situations at the runway, caused by the air 
traffi  c controller or other individuals at the airport. 
Issues related to decision making accounted for 
10% of the total number of explanatory factors 
across cases. 

Explanatory human factor variables and 
situation awareness (SA)

Our next objective was to examine if the ex-
planatory factors from the extended inquiries 

sive or most likely cause in the report were identi-
fi ed as explanatory factors. In total 42 explanatory 
factors were identifi ed across the seven reports. 
After a careful review and repeated processing, 
these 42 factors were condensed into four catego-
ries; perception, procedural errors, memory, and 
decision-making, (see table 2). In the following, 
these categories will be further elaborated with 
examples from the reports.

Explanatory factors related to perception were 
associated with safety critical runway incursion in 
six of the seven cases. These six extended studies 
contained 21 diff erent examples of explanatory 
factors related to perception. In total, factors re-
lated to perception accounted for 50% of the to-
tal number of explanatory factors across all cases. 
The explanatory factors related to perception 
described defi cits and problems related to visual 
perception, auditory perception and attention. 
Examples of explanatory factors related to visual 
perception were “warning lights that were diffi  cult 
to see in daylight” and “obstructed view prevented 
the air traffi  c controller from seeing the vehicle on 
the runway”. Explanatory factors related to audi-
tory perception included for example that aircraft 
and vehicles operated on diff erent radio frequen-
cies within the same parameter. Other examples 
were related to competing auditory information. 
Explanatory factors related to attention were, for 
example, a case where the air traffi  c controller 
may have been distracted from the primary task; 
“the air traffi  c controller together with the air traf-
fi c control assistant was busy changing a system 
fl ight plan [...]”. Reduced vigilance was also seen to 
infl uence attention; “There are several registered 
incidents that have occurred in the period after 
a traffi  c peak with a high workload. Incidents can 
occur because of the concentration decreasing 
when the traffi  c and load decrease”.

In fi ve of seven extended studies human factor 
issues relating to procedural errors were reported 
13 times as explanatory factors associated with 
safety critical runway incursion. The explanatory 

Main categories Case

A B C D E F G

Perception 6 3 2 4 4 2

Procedural 

errors

3 3 4 1 2

Memory 1 1 1 1

Decision-making 1 1 2

Tab. 2.  Main categories extracted from seven extended investigations of runway incursion incidents in Norway from 
2009 to 2019.

Note: Each report can contain several explanatory factors from diff erent categories. Event A, for example, has 10 explanatory factors discussed in 
the report, while event F has only one. Explanatory factors (n= 42) are indicated by numbers associated with each event. Each of the seven extended 
investigation (case) reports are represented by the letters A to G. 
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remember. In the category information not avail-
able, there were seven explanatory factors from 
four diff erent events. Four explanatory factors 
were related to fl ight progress strips, which re-
minded the air traffi  c controller where the aircraft 
and vehicle were (A, B, C). Two explanatory factors 
were related to functionality that was disabled or 
not enabled to provide a reminder of vehicles on 
the runway (A, B). One explanatory factor was re-
lated to the runway incursion alert system which 
was disabled to avoid false alarms (G). The largest 
subcategory of failure in perception was diffi  cult 
to discriminate between, or detect information, 
with nine explanatory factors divided into four re-
ports (A, D, E, G). For instance, there was a vehicle 
on a part of the runway that was not visible from 
the tower. Flight progress strips which marked ve-
hicles on the runway contained information that 
there were two vehicles on the runway, but only 
one was instructed to leave and a warning light 
indicating that there were still vehicle(s) on the 
runway were not detected (D). There were three 
explanatory factors that could be classifi ed as 
lack of monitoring or observation of information. 
These factors were mentioned in three reports (B, 
E, G). Among other things, an explanatory factor 
about the air traffi  c controller’s attention, which 
was directed at editing a fl ight, plan together with 
the air traffi  c control assistant, and not the runway. 
Only one explanatory factor could be classifi ed 
as misconception of information. This is an ex-

could be mapped onto the theoretical framework 
of SA and provide a more comprehensive under-
standing of human factor variables associated 
with safety critical runway incursions. According 
to the classifi cation taxonomy from Endsley [7], 
errors in situational awareness were evident in all 
the seven extended investigations of safety criti-
cal runway incursion events. In total, 30 of the 42 
explanatory factors could be attributed to errors 
due to failure in SA. The remaining 12 explana-
tory factors were primarily related to non-human 
factor shortcomings (i.e., insuffi  cient equipment, 
weather conditions, lack of procedures or proce-
dural design). 

According to the results presented above, 30 
explanatory factors could be associated with SA 
failure, 80% (n = 24) indicated a level one error of 
failure in perception, 13% (n = 4) indicated a level 
two error of failure to comprehend the situation 
and 7% (n = 2) indicated a level three error of fail-
ure to project future actions. Six of these explana-
tory factors could be attributed to external sub-
jects, while 24 could be attributed to the air traffi  c 
controller, trainee, or instructor. On the job train-
ing took place in two of the seven incidents.

Failure in perception or misconception of in-
formation (level one SA) was the most frequent 
explanatory factor in the extended investigations. 
In total 24 out of 30 explanatory factors indicated 
a level one error in SA where information was not 
available, was diffi  cult to detect, comprehend or 

Tab. 3.  Classifi cation of explanatory factors in extended inquiries according to SA theory.

Level of error No. of explanatory factors Case

Level 1: Failure to perceive information or misperception of information

Data not available 7 A B C G

Hard to discriminate or detect data 9 A D E G

Failure to monitor or observe data 3 B E G

Misperception of data 1 C

Memory loss 4 A B C D

Total level 1 error 24

Level 2: Improper integration or comprehension of information

Lack of or incomplete mental model 2 C G

Use of incorrect mental model 0

Over-reliance on default values 2 E G

Other 0

Total level 2 errors 4

Level 3: Incorrect projection of future actions of the system

Lack of or incomplete mental model 0

Over projection of current trends 0

Other 2 C F

Total level 3 errors 2

Total errors 30

Note: Based on taxonomy from Endsley [7] and Jones and Endsley [14].
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complexity of the event, but they all follow the 
same template. The seven available reports repre-
sented all available reports from the most recent 
decade of aviation safety in Norway and provided 
a comprehensive empirical basis for the study.

The results from the directed qualitative con-
tent analysis of the seven reports show that the 
causal relationships of the extended investiga-
tions are complex and context dependent. The 
explanatory factors highlight the signifi cance of 
human factors such as behavior, cognition or in-
herent risk factors related to organization, tech-
nology, or environmental issues. The present 
study contributes to this end by identifying four 
human factor categories related to the extended 
investigation of runway incursion s over the last 
decade in Norway. These factors are perception, 
procedural errors, memory, and decision-making.

The extended investigation reports present 
a complex picture of cognitive, operational and 
contextual factors associated with the dynamic 
nature of air traffi  c control. This is consistent with 
previous research that has described inherent 
hazards in complex casual chains of operations in 
safety critical organizations and the need to main-
tain multiple safety barriers [26]. The group of in-
ternal investigators also expresses that it proved 
diffi  cult to fi nd a simple explanatory factor in 
events F and G. It can be challenging to identify 
human factors if one does not link it to a specifi c 
typology or method for identifying such factors.

Perception. In total, 21 out of 42 explanatory 
factors belong to the category of perception. 
The category includes all explanatory factors 
where perception and attention may have been 
involved. Four of the 42 explanatory factors are re-
lated to memory, and four are related to decision-
making. It is widely accepted that the cognitive 
factors of perception, attention and memory are 
closely interrelated [24]. In a study of simulated air 
traffi  c control environments, researchers found 
that audible alarms were ignored in between 
28-48% of cases [10]. The study suggested that 
competing sensory information could inhibit at-
tention to new and unexpected auditory stim-
uli. In event G, there are several auditory stimuli 
competing for attention. The air traffi  c controller 
receives an incoming telephone call at the same 
time as an aircraft calls on the VHF radio and an 
auditory alarm warns about a runway incursion 
incident where an aircraft is crossing a lit stop 
bar. The extended investigations indicate that 
not only auditory stimuli may remain undetected. 
Prominent visual stimuli and changes in the visual 
fi eld can also be overlooked [22]. Expectancy bias, 

planatory factor where a position report leads to 
a misunderstanding about a vehicle’s position. In 
four reports, there were four diff erent cases of ex-
planatory factors that could be classifi ed as failing 
memory. All cases involved explanatory factors 
where the air traffi  c controller forgot that there 
was a vehicle on the runway.

Level two SA requires that information not only 
needs to be perceived, but also must be under-
stood and integrated with other pieces of infor-
mation. Four of the explanatory factors indicated 
a failure to integrate or understanding available 
information. Missing or incomplete mental mod-
els were mentioned in two of the cases. Example: 
An aircraft crosses a lit stop bar with clearance 
from the air traffi  c controller, but the regulations 
give the stop light row priority over the air traffi  c 
controller’s clearance which could indicate that 
the crew’s mental model of traffi  c near the stop 
bar was not complete (G). Stop bars are intended 
to be an additional barrier if an aircraft mistakenly 
thinks they are receiving a clearance intended 
for another aircraft. The stop bar must have been 
clearly visible. Excessive reliance on default values   
was found in two explanatory factors in two diff er-
ent reports. Default values   can be considered as 
expectations of how the system works in the ab-
sence of real-time data. Both explanatory factors 
were related to slips or lapses. An example was an 
explanatory factor where the air traffi  c controller 
issued a “line up” clearance to a runway he had 
cleared another aircraft to land (G).

A level three error in SA indicates a failure to 
project future events. Two of the cases indicated 
that the air traffi  c controller had a missing or in-
complete mental model for projection of future 
status in the system. An example of this was a situ-
ation where the air traffi  c controller misjudged the 
spacing between two landing aircraft and execut-
ed a departure between them whereby not secur-
ing appropriate spacing between the departure 
and the second landing.

DISCUSSION

The purpose of this study was to identify ex-
planatory factors in extended investigations of 
critical RI incidents in Norway and to examine if 
situational awareness (SA) could contribute to 
a more comprehensive understanding human 
factors in runway incursion incidents. Avinor Air 
Navigation Services’ procedures describe how in-
cidents are treated and how investigations should 
be carried out [29]. The reports from the extended 
investigations vary somewhat in scope due to the 
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there are frequent and rapid runway crossings at 
this airport where the use of “busy runway”-mark-
ings seldom are used. According to SKYbrary [28], 
there may be several factors behind non-com-
pliance to procedures. This includes inadequate 
procedures, social and organizational pressure, 
convenience, and professional arrogance. It may 
also be that this is due to habituation or instru-
mental conditioning since this is often repeated 
without consequences, which may reduce the use 
of these procedures. One way to prevent this is to 
introduce false alarms to disabling the behavior, 
but this must not be done too often as this can be 
habituated [16].

Our fi nal objective in this study was to exam-
ine if the explanatory factors from the extended 
inquiries could be mapped onto the theoretical 
framework of situational awareness (SA). Our re-
sults indicate that failure to comprehend the situ-
ation emerged as a signifi cant outcome across all 
seven extended inquiries. The present study is in 
line with previous research from Endsley [7] in that 
30 out of 42 explanatory factors could be related 
to failures in SA. Compared to Jones and Endsley 
[17] our results follow the same trend in that 80% 
(compared to 76.3%) could be attributed to level 
one, failure in perception. Furthermore, 13% (com-
pared to 20.3%) could be attributed to level two, 
failure to comprehend the situation and fi nally 7% 
(compared to 3.4%) could be attributed to level 
three, failure to project future events. The main 
source of failure in SA emerges at the fi rst level, 
failure in perception. The relatively low propor-
tion of errors at the second and third level may be 
because it is diffi  cult to determine that there is in 
fact an error at levels two and three based on inci-
dent reports [17], but also that an error is primarily 
identifi ed at the lowest possible level. An error at 
the fi rst level will probably also lead to errors at 
the second and third levels. Where errors at levels 
two and three are often related to experience and 
training, errors at the fi rst level may be based on 
the design of the work position and help systems, 
but it may also be related to human cognitive and 
biological limitations.

Taken together, our fi ndings are in line with 
previous research and suggests that the theory 
of SA may present a meaningful way to organize 
retrospective analyzes of runway incursion events 
to obtain a more holistic picture of system-critical 
human factor variables. The theory of SA could 
serve as a useful starting point for understand-
ing the connection between the various explana-
tory factors. For example, the reports from events 
A and B have diff erent conclusions, but several 

perceptual cues and goals can infl uence attention 
and what one visually searches for [2]. This phe-
nomenon may have occurred in incident D. The air 
traffi  c controller asks one of two vehicles to leave 
the runway and then performs a visual inspection 
before he clears an aircraft for departure even if 
there is still one vehicle left on the runway. The air 
traffi  c controller apparently overlooked or poten-
tially did not expect to see more vehicles on the 
runway before he gave permission for departure. 
Also, in incident D, the second vehicle was only 
visible via video surveillance from a part of the 
runway which was not visible from the tower. Sev-
eral factors aff ect working memory [11], including 
individual diff erences, but also contextual factors. 
Chronic stress and high workload are examples of 
factors that can negatively aff ect working mem-
ory. However, acute stress can promote memory 
[11]. There is good empirical support for the fact 
that limitations in memory are closely linked to 
limitations in attention [24]. This relationship may 
indicate that the explanatory factors associated 
with memory may be related to a limited capacity 
of attention and not the coding between working 
memory and long-term memory.

Perception, attention, and memory all play 
a role in decision making. One often distinguishes 
between diff erent types of decision-making such 
as analytical decision-making and intuitive deci-
sion-making [19]. In the explanatory factors that 
deal with decision-making, it is fi rst and foremost 
factors around intuitive decision-making that are 
important. Experts can quickly make decisions 
according to principles of recognition-primed 
decision-making [21]. Although intuitive decision-
making is an advantage in operational situations, 
it is also vulnerable to biases or ‘bias’ [20]. In inci-
dent F, the air traffi  c controllers choose to contin-
ue his plan by not canceling a departure in front of 
a landing, even if the available information could 
indicate that the plan should have been changed. 
Orasanu, Ames, Martin, and Davison [25] call this 
a “plan continuation” error. They suggest that this 
type of error can occur based on stress, cognitive 
factors, contextual factors, or from social or organ-
izational pressure.

Procedures. Out of 42 explanatory factors, 13 
belong to the category of procedures. These are 
explanatory factors where a procedure has not 
been followed, the procedure has weaknesses, 
procedures are missing, or the procedure is rarely 
used. In events A and B, none of the methods for 
marking vehicles on the runway are used. Both 
events take place at the same airport. In case A, 
the group of internal investigators writes that 
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with perception, memory, decision-making and 
procedural errors. In accordance with previous re-
search, our fi ndings indicates that the concept of 
situational awareness is an important human fac-
tor variable in assessing and training of air traffi  c 
controllers [18,27,30]. Such training could be both 
psychoeducation about the cognitive elements 
of situational awareness and in true-to life simu-
lator exercises. Support systems and procedures 
used by air traffi  c controllers should be critically 
evaluated to determine whether they improve SA 
or not.   

Although our study suggests that the theoreti-
cal concept of situational awareness contributes 
to our understanding of safety critical human fac-
tor elements in aviation, this perspective has also 
been criticized by Dekker and Hollnagel [5] for not 
considering distributed cognition and more spe-
cifi cally human-computer interaction in air traffi  c 
control. Traditionally, the human user has mainly 
been conceived as a relatively passive recipient of 
fused information. More recently, the importance 
of understanding the active role of human infor-
mation processing in information fusion is gain-
ing increasing recognition [23].  Future research 
on aviation safety could therefore benefi t from 
a more detailed analysis of cognitive processes 
and information fl ows involved in how air traf-
fi c controllers and decision support systems col-
laboratively contribute to aviation safety and pre-
ventions of runway incursions [27]. Experimental 
studies in air traffi  c control simulators could un-
pack the dynamic nature of information fusion in 
aviation and how this could contribute to future 
aviation safety. 

of the same explanatory factors are present. Al-
though the events themselves were diff erent, it 
gives a better understanding of the system-crit-
ical human factors when one considers them as 
a failure in SA.

Some notable limitations should be observed. 
Although failures related to SA emerged as a sig-
nifi cant factor across all cases, it is not possible to 
determine why SA failed at the case level based 
on the accident reports. An exclusive emphasis on 
cognitive factors related to SA may risk missing 
the fact that this is part of a larger a whole. There 
are explanatory factors that do not imply failure 
in SA in most reports, but most explanatory fac-
tors imply failure in SA. The extended inquiries 
also pointed to explanatory factors that are not 
directly related to human factors such as insuffi  -
cient equipment or weather conditions that needs 
to be considered in investigation of runway incur-
sion incidents. The present study is based on rela-
tively few (N=7) cases. Although a larger sample 
could have produced a more diverse material, the 
selection of cases includes all available extended 
investigations from the last decade and therefore 
represents a quite representative sample from the 
Norwegian aviation sector.  

CONCLUSIONS

The present study provides a comprehensive 
assessment and classifi cation of all runway incur-
sion incidents in Norway from the last decade. The 
present study provides empirical support to the 
signifi cance of attending to human factor varia-
bles and in particular cognitive factors associated 
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