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Abstract

Uncertainty was estimated for seven variable changes in sound scattering measure-
ments in an anechoic chamber to explore their impact individually and compared to
each other. These variables were change of loudspeaker, switching the ventilation
system on/off, repositioning the microphone, repositioning the loudspeaker, devia-
tion in velocity of sound, deviation in angle of normal incidence, and deviation in
dimensions for the scattering object. This was studied for a cylinder and a box
object. For four of the variables the uncertainty was estimated by use of repeated
measurements, using post-processing to find the directivity index of the microphone
as mounted in the scattering object. Simulations were used to study the latter
three, utilizing the analytic solution for an ideal infinitely long, rigid cylinder, while
the box was modeled with a numerical solution toolbox which uses the edge source
integral equation (ESIE) method.

For the cylinder object, a change in loudspeaker led to a change in directivity index
limited to 0.6 dB for most of the ka values. For the variables that were simulated,
the difference in directivity index was within a range of � 3 � 10�3 dB, with a
deviation in the velocity of sound contributing most at lower frequencies, while a
deviation in the radius of the cylinder gives the largest difference from ka values
10 and above. For the box object, four variable changes were compared through
measurements, where the difference in directivity index stayed within a range of 0.5
dB for most frequencies. A change in loudspeaker gives the largest difference for
lower frequencies, while for kl values 20 and above, repositioning the microphone
and the scattering object gives the largest difference in directivity index. For the
simulated variables, the difference in directivity index was found to be less than
approximately � 0.04 dB; up to kl number 50 the largest contributor is a devia-
tion in the box dimensions, while higher kl numbers saw deviation in the angle of
normal incidence having the largest impact. The contribution to the uncertainty
for scattering measurements in the anechoic chamber were not all as expected, and
for users of anechoic chambers it may be prudent to examine these magnitudes to
make sure that the precision is not portrayed as better than what is realistic due to
unknown uncertainties.
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Chapter 1

Introduction

Acoustics can be de�ned as the science of sound, or more speci�cally the generation,
transmission, and reception of energy in the form of vibrational waves in matter { not
only limited to audible sound, but also including frequencies in the infrasound and
ultrasound ranges [1{3]. It spans a wide range of disciplines; architectural acoustics,
bioacoustics, physical acoustics, musical acoustics, psychoacoustics, electroacoustics,
underwater acoustics, speech, and transducer technology, just to mention a few [3, 4].
In this interdisciplinary �eld, measurements are important [4], and while experiments
have historically played a large part in acoustics, it was in the 1800s established "as a
science where measurement, observation, and a mathematical approach could lead to
signi�cant progress" [5].

Although measurements are a fundamental part of all technology and science [6], the
developments in modern day computer technology have paved the way for use of so-
phisticated simulation software in acoustics. Especially in the �eld of room acoustics,
simulations have an increasing amount of applications [7]. These algorithms are either
based on geometrical acoustics where sound is considered as propagating rays, or based
on numerical solutions of the wave equation, with well-known methods such as the
�nite element method (FEM) and the boundary element method (BEM) [8, 9]. The
evaluation of these simulations usually come in the form of comparisons to benchmark
measurements in corresponding physical environments [8]. So-called round robin tests
have been conducted for measurements, simulation software and evaluation procedures
[10], where di�erent groups contribute by providing results of di�erent room acoustical
simulation algorithms, with input based on the same information from physical rooms
where reference measurements have been conducted [7].

Based on such round robin experiments, Brinkmann et al. [8] state that when evaluating
simulation software for room acoustics, there must be a plan for how to give a suitable
reference for the simulations, in addition to controlling the uncertainties that come with
this reference. However, results of such simulation software comparison experiments are
often presented graphically, of which an example can be seen in Figure 1.1.
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Introduction

Figure 1.1: The magnitude spectra of measured and simulated impulse responses for grazing
incidence at (a) a �nite rigid plate, and (b) a quasi in�nite wedge. The di�erent simulation
algorithms that are participating in the study are anonymized with letters A-F. Some soft-
ware teams contribute only to selected cases, hence the number of participants di�er. From
Brinkmann et al. [7], licensed under a Creative Commons License (CC BY).
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Figure 1.1 shows the simulated and measured magnitude spectra of the impulse response
for grazing incidence for two di�erent objects, with anonymized simulation algorithms.
The �gure does not, however, give any indication about the uncertainties attached to
the reference measurement or the simulations. On the note of simulations, Bork [11]
points out that it is di�cult to estimate the accuracy of calculation, and that it depends
on "numerous parameters not only inherent to the software". Uncertainty is, however,
discussed by Brinkmann et al. for measurements, but only for other scenes included
in the study, and not the ones illustrated in this �gure. Regarding measurements, the
Guide to the expression of uncertainty in measurement(GUM) by the International
Organization for Standardization states that [12]:

When reporting the result of a measurement of a physical quantity, it is
obligatory that some quantitative indication of the quality of the result be
given so that those who use it can assess its reliability. Without such an indi-
cation, measurement results cannot be compared, either among themselves
or with reference values given in a speci�cation or standard.

In other words, estimation of the range of uncertainty for a measured quantity is of
equal importance as the determination of the measurement quantity in question [10].
Without addressing the uncertainty of the reference, it is unable to give an accurate
evaluation of any simulation. It then becomes impossible to state objectively whether
one acoustic simulation software is more accurate than another.

The main motivation behind the work in this thesis is to explore the extent of this
uncertainty for measurements of scattering in an anechoic chamber, and to study the
range of uncertainties for a selection of variables, for example choice of loudspeaker, and
deviation in velocity of sound in air. This is done both through practical experiments
and through simple simulations. The experimental work is speci�c to the anechoic
chamber they were performed in, and the overarching goal is not to create a reference
measurement, but to gain insight into whether certain variables have a larger in
uence
on measurements than what is initially assumed by users of the anechoic chamber.

Acoustic measurements are often di�cult to perform and interpret, and not expected
to be absolutely reproducible, with a typical order of 1 dB for deviation in repeated
measurements [13]. This is unsurprising, since sound �elds and measurement instru-
mentation is sensitive to minor changes. Hence, while it is of interest to examine the
quantitative uncertainty involved in sound scattering measurements performed in an
anechoic chamber, and what precision one can achieve with the chosen measurement
method, the focus in this thesis is largely on the qualitative result from comparing the
impact of the selected variables.

Chapter 2 begins with an introduction to the theoretical background of the topics
explored in this thesis, followed by Chapter 3, which describes the methodology of the
work, both experimental work and simulations. Chapter 4 details and discusses the
results, followed by a conclusion in Chapter 5. Included in the �nal chapter is also a
note about possible future work.
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Chapter 2

Theory

In this chapter, the theoretical background for the work performed in this thesis will
be presented. This includes an overview of the acoustical background, as well as the
acoustic signal processing elements that are relevant for the post-processing that has
been performed on the measurement data, ultimately a�ecting the uncertainty of the
measurement results.

2.1 Scattering

The propagation of acoustic waves are explored extensively in literature, and the fun-
damentals will not be elaborated on here. The interested reader as well as readers
without background in acoustics can see works by Kinsler et al. [1] or Beranek and
Mellow [14] for an introduction. Upon delving into the behavior of acoustic waves, a
fundamental concept is that of scattering. This describes the phenomenon which oc-
curs when a sound wave encounters an obstacle or an inhomogeneity in the medium
it travels through on its path of propagation; in this situation, part of the wave will
break o� into secondary waves that spread into di�erent directions [15]. Notably, high
frequencies scatter much more than low frequencies [2], where "high frequencies" imply
that the wavelength of the acoustic wave is much shorter than the dimensions of the
obstacle, while "low frequencies" mean that the wavelength is much longer than the
dimensions of the obstacle.

Morse [16] de�nes the scattered wave as the di�erence between the actual wave and the
undisturbed wave. Then, in the case of a wavelength much smaller than the obstacle,
half of the incoming wave will spread out somewhat uniformly in all directions, while
the other half will interfere destructively with the undisturbed wave at the back of the
obstacle and form a clear shadow. However, in the case of a wavelength much larger
than the obstacle, which is often the case for acoustic waves, all of the scattered wave
will spread out in all directions, and no clear shadow will form. Finally, in cases where
the wavelength and obstacle are of comparable sizes, various interference e�ects can
arise. [16, 17]
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2.1 Scattering Theory

2.1.1 Edge di�raction

A sub-section of scattering is the phenomenon of di�raction [14], which is the ability
of a wave to bend around a solid object [18]. This process a�ects both the amplitude
and the phase of the wave involved, dependent on both the frequency and direction of
the wave [19]. This bending of the wave allows sound to enter shadow zones [3], which
explains why sound can be heard around a corner, despite the inability to see around
a corner [18]. This also means di�raction around the edges of objects that are under
testing must be taken into account when modeling the behavior of sound waves.

Although not elaborated upon here, the sharpness of the edge, when seen in light of the
incident angle of the incoming sound, also a�ects the resultant scattering or di�raction
behavior. This contributes to the di�erence in analysis of the cylinder and the box
objects, as will be seen shortly.

2.1.2 Scattering by a cylinder

When the scattering body is a circular cylinder, it is common to use circular cylindrical
coordinates for expressing waves. These coordinates (�; �; z ) are related to Cartesian
coordinates (x; y; z) by the following transformation [20]:

x = � cos�

y = � sin�

z = z

(2.1)

where� is the radius of the cylinder, and� is the azimuth angle.

Circular cylinders have a simple geometry, and have been studied thoroughly, for in-
stance by Bowman et al. [20]. Due to its geometry, mathematical expressions exist that
describe its scattering behavior. The ideal case of an in�nitely long, rigid cylinder was
�rst solved by Morse with some wavelength limitations [21], but analytical solutions of
various forms without such limitations can be found in several literary works, including
Morse and Ingard [17], Rhee and Park [22], and Junger and Feit [23]. The equation
written in the format used by Junger and Feit is shown below, giving the pressure at a
point on the surface of the cylinder for an incoming plane wave propagating along the
negative x-axis:

p(a; � ) =
2Pi

�ka

1X

n=0

� n j (n+1)

H 0
n (ka)

cos (n� ) (2.2)

where p (a; � ) is the pressure in a point at distancea from the centre of the cylinder,
with a being the radius of the cylinder.Pi is the pressure amplitude of the incoming
plane wave, andk is the wave number, equal to (2�f )=c where f is the frequency in
hertz and c is the velocity of sound. � n is the Neumann factor, which has value 1 for
n = 0 and 2 for n > 0 [24]. Lastly, H 0

n is the derivative of the Hankel function of order
n; a Hankel function is a linear combination of two Bessel functions [25].

The mathematical aspect of the Bessel functions, and hence the Hankel function, will
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not be elaborated upon here. The interested reader could see Watson [26] for an in-
depth study of this, while a short introduction can be found in Appendix D of the work
by Lamb Jr. [27]. Modern programming platforms tend to have built-in functions for
this. While a function exists in MATLAB for the Hankel function, the derivative does
not. In order to express the derivative of the Hankel function, the following equation
can be used [28]:

d
dz

H (1)
n =

nH (1)
n (z)
z

� H (1)
n+1 (z) (2.3)

where the superscript (1) indicates a Hankel function of the �rst kind,n is the order of
the Hankel function, andz is the argument the Hankel function takes in.

It is noteworthy that in Equation 2.2, the argument that the Hankel function takes as
input is the dimensionless quantityka, consisting of the wave number and the radius
of the cylinder. This quantity is often used as a variable for expressing frequency
dependency rather than simply using the frequency value in hertz. Given the de�nition
of the wave number as given after Equation 2.2, theka number can be de�ned as:

ka =
2�fa

c
(2.4)

It should also be mentioned that while the analytical solution exists, the sum in Equa-
tion 2.2 goes to in�nity. When using this equation for calculations, the sum is truncated.
The exact number of elements that are included is decided by testing when this sum
begins to converge, meaning when adding the next element in the series does not change
the value of the sum above a certain precision. This will be speci�ed in Chapter 3.

2.1.3 Scattering by a box

Equations have only been solved exactly for a few simple scattering shapes, which are
cases where the wave equation is separable [20, 29]. This does not include the complex
shapes of cubes or rectangular boxes. For these cases, numerical solutions can be found
through established methods such as the Boundary Element Method (BEM) or the
Finite Element Method (FEM), although these are computationally heavy [29, 30].
More recently, an alternative method has been developed, known as the edge source
integral equation (ESIE). This models scattering by convex, rigid bodies by use of an
edge di�raction-based approach [9].

ESIE does, however, have some numerical challenges, which are overcome by combining
the edge source integral equation with the boundary element method, producing a
proposed method with the notation ESIEBEM [31]. The interested reader may see the
work by Martin et al. [31] for details about this method.

In order to reach such a numerical solution, it is possible to use the toolbox known as
"EDtoolbox", which is MATLAB-based and was developed by Svensson [32]. This tool-
box calculates the sound pressure for a scattering object with rigid surfaces, given that
it is an external scattering problem, using either the ESIE or the ESIEBEM method.

7



2.1 Scattering Theory

More details can be found in the manual of the toolbox, which is published at GitHub.
[32]

As was noted for the cylinder, it is common to present results that are a function of
frequency by use of the dimensionlesska number. Boxes, however, do not have a radius.
An alternative is to use the length of the box instead, which results in akl number,
where l is the length of the box. An example of this being used can be found in the
work by Skelton [29], where di�erent frequency regions for the resulting scattering on a
two-dimensional rectangle are compared (p. 1770). Equivalently to Equation 2.4, the
kl number can be de�ned as:

kl =
2�f l

c
(2.5)

2.1.4 Reciprocity

For acoustic measurements, a commonly used concept is that of reciprocity. Simply
put, the principle of acoustic reciprocity states that if a pair of a small source and a
small receiver are interchanged in an environment that remains unchanged, then the
received signal will be identical [1]. In other words, the pressure which is measured at
a point A originating from the signal of a source at point B, is equal to that measured
in point B with the source at point A if the system is subjected to no further changes
[17].

Morse and Ingard [17] used reciprocity to explain that the pressure at the surface of
a cylinder is the same as that at some distance from the cylinder due to a vibrating
line element. In this thesis, it clari�es the exchange of loudspeaker and microphone
positions during measurements. This will be further discussed in Section 2.1.5.

2.1.5 Directivity

For the sake of doing practical measurements of how sound is scattered by an object,
one would be interested in how the sound pressure level would vary around the object
in di�erent directions. As a parallel, many sound sources also exhibit a property known
as directionality, which is when the sound pressure level at a certain distance is not
equal in all directions [5]. The change in level depending on the direction of the source
is known as directivity, and one commonly distinguishes between the horizontal and
vertical patterns of directivity [5]. Here, the focus will be on the horizontal directivity.

Taking the cylinder as an example, the combination of a scattering object with a loud-
speaker mounted on its surface could then be considered as a loudspeaker unit, and its
directivity could subsequently be studied. To measure this, one would place a receiver
in several positions around the cylinder, and measure how the perceived pressure varies
with the angle. Due to reciprocity, however, it is possible to do the opposite: to place
a receiver at the cylinder, and a loudspeaker in several di�erent positions around the
cylinder.

One loudspeaker could then be rotated around the cylinder. However, the measurements

8



Theory 2.1 Scattering

would be identical regardless of whether the loudspeaker rotated around the cylinder,
or the loudspeaker was stationary and the cylinder rotated instead. This is the basis of
the measurement procedure that has been performed in an anechoic chamber.

Directivity factor

A quantity to describe the directivity is the directivity factor. This is the ratio between
the intensity at a given distance on a chosen reference axis and the averaged intensity
emitted by the same loudspeaker in all directions [3, 14]. This can be summarized by
the following equation [33]:

Q =
jD j2ref

< jD j2 >
(2.6)

whereD 2
ref is the response caused by sound coming from the reference direction, typi-

cally � = 0 (normal incidence), while< jD j2 > is the response found by averaging the
responses from all possible angles of incidence. As intensity is proportional with the
sound pressure squared,D represents the measured sound pressure, while the squared
quantities represent intensities.

In the horizontal plane, and with measurements performed in a �nite number of angles,
Beranek and Mellow [14] propose an expression for the directivity factor as a function
of frequency, where they weight the measured root mean squared (RMS) values of the
sound pressure at normal incidence divided by a sum of all the measured angles. In
their expression, the weights are dependent on measuring only between 0° and 180° and
the sound source assumed to be symmetrical. However, they comment that in the event
of a non-symmetrical directivity pattern, this can be modi�ed to suit measurements for
the full range of 0° to 360°, e�ectively averaging the two sides of the directivity pattern
[14].

Directivity index

After having calculated the directivity factor for di�erent frequencies, one can plot
the directivity index in decibels as a function of frequency. The directivity index is
calculated from the directivity factor as follows [14]:

DI (f ) = 10 log10 Q(f ) [dB] (2.7)

where DI (f ) signi�es that the directivity index is a function of frequency, since the
directivity factor Q(f ) is a function of frequency.

9



2.2 Anechoic chamber Theory

2.2 Anechoic chamber

When measuring scattering on an object with the purpose of studying that particular
object's behavior, it would be preferable for the measurements not to be a�ected by
re
ections from surfaces of the surroundings. If there are no re
ections from the sur-
roundings, then it would be equivalent to the free-�eld condition: sound propagates
as it would freely in the atmosphere [34]. This condition occurs naturally in an open
outdoor space, if su�ciently far removed from the Earth's surface [35].

In order to achieve this indoors, the surfaces of a room must be covered in sound-
absorbing material, where porous material shaped into wedges are most commonly used
[36, 37]. There are other conditions factoring into whether an acoustic room can be
quali�ed as fully anechoic or not, where procedures described in ISO3745 and ISO26101
are used for quali�cation [35]. However, in essence, these rooms provide a controlled
environment without re
ections and unwanted signals from outside the chamber [38].

2.2.1 Cuto� frequency

While wedges designed for use in an anechoic chamber tend to have a large absorption
at high and medium frequencies (larger than 300 Hz) [37], the limitation is usually at
the lower frequencies, which is expressed by the low frequency cuto�f 0. This is de�ned
as the lowest frequency at which the room can have anechoic behavior [36], meaning
an absorption coe�cient for the surface of the room larger than 0.99 [34]. This cuto�
frequency can be approximated by the following theoretical formula [36]:

f 0 =
c

4 L
(2.8)

wheref 0 is the cuto� frequency, c is the velocity of sound in the chamber, andL is the
depth of the wedges covering the surfaces of the room. While the cuto� frequency is
determined experimentally according to ISO3745 [34], this simple theoretical formula
gives an estimate of the lower limits for measurements that can be done in a given
anechoic chamber.
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2.3 Acoustic signal processing

This section describes the processing of the measurements performed in the anechoic
chamber in order to �nd the directivity index. During the measurement procedure
a microphone converts sound waves in air to electric signals [39], the electric signals
are sampled and quantized (i.e. digitized) by the analog-to-digital converter, and the
digital signals are interpreted by the measuring software to produce the impulse response
[40]. The Fourier transformation of this impulse response produces a transfer function
representing the system behavior [40], as will be elaborated upon below.

2.3.1 System description

A measurement system can be described as the link between a process which generates
information and the observer to the process [6]. The scattering of sound by a scattering
object in the anechoic chamber can then be seen as a process, and in combination with
the presence of a microphone measuring the sound waves, which is later processed and
presented, this can be termed the measurement system. The input of the system is
then the real sound waves generated by the scattering, while the output of the system
is the measured value, which in this case is a discretized impulse response as generated
by the measurement software.

Frequency domain

A linear and time-invariant (LTI) system can be identi�ed in time entirely by the
relationship between its input and output [41]. Linearity refers to the system behavior
being invariant regardless of changes in input power [13]. Alternatively, linearity can be
interpreted as the system obeying the principle of superposition [42]. The property of
time-invariance indicates that the characteristics of the system remain �xed with time
[42].

The relationship between the input and the output of a system is known as the system
behavior. This can be represented by the impulse response or the transfer function,
depending on whether it is expressed as a function of time or frequency; functions of
time are said to be in the time domain, while functions of frequency are in the frequency
domain. The system behavior is illustrated in the block diagram in Figure 2.1. It can
also be represented by a convolution in the time domain, or a multiplication in the
frequency domain, as shown below [10]:

g(t) = s(t) � h(t)

G(f ) = S(f ) � H (f )
(2.9)

where t denotes a function of time in the time domain, andf denotes a function of
frequency in the frequency domain,s(t) and S(f ) is the input signal, g(t) and G(f ) is
the system output, h(t) is the impulse response andH (f ) is the transfer function.
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Figure 2.1: Block diagram of an LTI system with descriptions in the time and frequency
domains. The input signal s(t) or S(f) and the system output g(t) or G(f), with the impulse
response h(t) or transfer function H(f) and the additive noise n(t) or N(f). The noise can be
both acoustic and electric. Recreated from Fig. 3.1 in the work by Dietrich [10], and Fig. 1
in the work by Farina [43].

Fourier transform

Given that the system is linear and time-invariant, the impulse response can be trans-
formed into the frequency domain [13, 44]. The transformation between the time domain
and the frequency domain is done by use of the discrete time Fourier transform [45].
While the real signal of sound waves is analog and continuous, the signal processing
requires this to be digitized. The signal is sampled in time and quantized in value, thus
converting it to a discrete-time signal [46]. If a signal is sampled at everyT = 1=f s

with T being the sampling period, andf s being the sampling frequency, then evaluating
the Fourier transform at frequenciesf = k=T for k = 0; 1; 2; :::; N � 1 for a total of N
samples, the following discrete Fourier transform (DFT) is produced [46, 47]:

X k = F f xs(t)g =
N � 1X

n=0

xn e� j 2�kn=N (2.10)

whereX k is the discrete time Fourier transform of the signalxs(t), which is represented
by the sample valuexn for a total number of samplesN , evaluated for all frequencies
k which the frequency spectrum is made up of. The mathematical background of the
Fourier transform is explored in several literary works, and will not be elaborated upon
here. The interested reader can consult the work by Kido [47]. In general, the discrete
Fourier transform can be interpreted as relating a sampled time signal to a sampled
spectrum [4].

Further, the computation of the discrete Fourier transform can be made more e�cient
by use of the Fast Fourier transform (FFT) algorithm, which reduces the number of
operations by grouping terms [47, 48]. The most e�cient FFT algorithm is used when
the sample size of the signal is a power of 2, which reduces the number of multiplications
needed [48, 49]. This gives rise to the use of zero padding, which is when the sample is
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extended by values of zero to achieve a certain length [49].

2.3.2 Impulse response measurements

With the system behavior being represented by the impulse response or transfer func-
tion, certain precautions must be made. Firstly, which stimulus signal to utilize is an
important choice. One must also ensure that the system response is not too masked in
noise. Lastly is the post-processing done to the system response when using the discrete
time Fourier transform to �nd the transfer function. In this process, a window function
needs to be used to extract only the direct sound for further analysis.

Impulse response

The EASERA measurement software generates a stimulus signal when used to mea-
sure impulse response. The stimulus signal used here is a logarithmic sweep, which
is elaborated upon shortly. The system response, as recorded by the microphone, is
a combination of the stimulus signal and the system behavior; when eliminating the
stimulus signal one is left with the system behavior, which is represented by the impulse
response [40].

Logarithmic sweep

There are di�erent stimulus signals that can be used. One of those is the sweep;
the system is driven by a sinusoidal signal with a frequency that is slowly increased to
sweep through the frequency range of interest [4]. Sweeps can have di�erent designs, for
example linear and logarithmic. Linear sweeps, where the frequency increases linearly
per time interval, are said to have white coloration, while a logarithmic sweep, where
the frequency doubles per time interval, is known as a pink excitation signal [40, 50].
Upon comparison, the logarithmic sweep gives a stronger signal at lower frequencies
due to sweeping more slowly there and faster at high frequencies [43, 45]. Hence, for
the measurements in the anechoic chamber, a logarithmic sine-sweep will be utilized.

Signal-to-noise ratio

Keeping in mind that the system is assumed to be linear and time-invariant, the output
registered by the receiver will be signal and the noise added together [51], as illustrated
in Figure 2.1. For the sake of quantifying how contaminated the signal is with acoustic
and electric additive noise, a useful quantity is the signal-to-noise ratio (SNR), which
is de�ned as the ratio of signal power to noise power [51]. This is often expressed in
decibel, with power values as [6]:

SNR = 10 log10

�
WS

WN

�
[dB] (2.11)

whereWS is the total signal power andWN is the total noise power, with signal power
being proportional to the signal squared. The quantity in Equation 2.11 could be
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expressed with RMS values by replacing 10 log10 with 20 log10 [6].

In the experimental situation, this noise cannot be turned o� in order to measure the
signal alone; instead, the signal must be switched o� and the noise measured by itself,
and the signal measured along with noise [51]. The measured signal-to-noise ratio can
then be expressed by:

SNRmeas = 10 log10

�
WS + WN

WN

�
[dB] (2.12)

Comparing Equation 2.12 to Equation 2.11, the true value of the SNR can then be
expressed by the measured SNR as follows:

SNRtrue = 10 log10

�
10SNR meas =10 � 1

�
[dB] (2.13)

Windowing

When analysing the system response to �nd the system behavior, the goal is to �nd
the result of the scattering process on the scattering object. With this in mind, only
the direct sound and how it is scattered is of interest { re
ections, for instance on the
mounting of the object, the turntable, or on other surfaces in the measurement setup,
do not provide information about how sound is scattered by the object under testing.
For this reason, the measured impulse response, which extends for several seconds, is
windowed around the relevant part of the impulse response. The purpose of a time
window here is to extract a smaller portion of a sample sequence [47].

Several di�erent time windows see use in signal processing. In this work, the Hanning
window was utilized, which is a tapered window using a sine function for construct-
ing the tapering and is one of the most common windows used in frequency analysis
applications [47]. More speci�cally, the used window is a half-Hanning window, where
the �rst half is in e�ect a rectangular window, while the latter half has tapering which
de-emphasizes data near the edge of the window [46]. Due to the nature of the anechoic
chamber, this approach is deemed safe as there are no unwanted re
ections before the
excitation signal begins: the beginning of the direct sound is clearly de�ned in the
impulse response. The speci�cs of the utilized window function's design is described in
Section 3.1.5.
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2.4 Uncertainty

Literature on the concept of uncertainty has traditionally been dominated by the terms
"true value" and "error" [12]. For instance, Bentley [6] de�nes the measurement error
as the di�erence between the measurement value and the true value, and states that
accuracy is the closeness of the measured value to the true value. The ISO standard
98-3:2008 calledGuide to the expression of uncertainty in measurement[12], however,
avoids using these terms, instead presenting the same concepts by use of the measured
result and its evaluated uncertainty, where the particular quantity subject to measure-
ment is known as the measurand.

ISO 98-3:2008 states that there are several interpretations possible for the concept of
the uncertainty of a measurement, both as a measure of possible error in the estimated
value for a measurand, and as an estimate for the range of values which the true value
of a measurand lies within. Here it will be used in the sense of the latter. The standard
also states that a result of a measurement is merely an estimate of the value of the
measurand, and is only complete when associated with an uncertainty of the estimate.
There are di�erent ways to evaluate uncertainty components; one option is the estimated
standard deviation, which is calculated from repeated observations. The best estimate
of the measurand from these repeated observations may then be the arithmetic mean
of the observations. When the uncertainty of the result is expressed as a standard
deviation, it is referred to as the standard uncertainty. [12]

2.4.1 Sample mean and standard deviation

The mean of several measurements performed on the same quantity can be calculated
by use of Equation 2.14 [52].

�X =
1
N

NX

i =1

X i (2.14)

where �X is the sample mean,X i is the measured value of sample no.i , and N is the
number of samples.

The uncertainty from the range of these measurements can then be described by the
standard deviation of the range, as given in Equation 2.15 [52].

S =

s P N
i =1

�
X i � �X

� 2

(N � 1)
(2.15)

whereS is the standard deviation of the range.
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2.4.2 Combined standard uncertainty

When several quantities are combined to form a result, the standard uncertainty of the
result is calculated by �nding the positive square root of a sum of terms, which can be
expressed as follows [12]:

SC (y) =

vu
u
t

 
NX

i =1

S2
i (y)

!

(2.16)

where SC is the combined standard uncertainty for an estimatey, and Si are the
standard uncertainties of the di�erent independent input quantities.
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2.5 Sources of uncertainty

Following is a discussion of various sources of uncertainty that are considered for the
experimental data. Sources of uncertainty for the simulations are beyond the scope of
this thesis, and will not be elaborated upon here. In the event of comparison between
simulated results and experimentally acquired results this would be necessary to include,
but in this work the simulations are performed mainly with the purpose of learning
about the magnitude of uncertainty originating from the sources that are studied, and
not for comparing the measured and simulated directivity index.

2.5.1 Velocity of sound

For electromagnetic waves, Exp�osito et al. [38] state that environmental conditions,
such as humidity and temperature, have an in
uence on the wave propagation inside
the chamber, and on the measurement instrumentation. They further state that for
their study of uncertainty in measurements of the parameters of antenna in an anechoic
chamber, the magnitude of the uncertainty of these environmental conditions were
negligible compared to other sources of uncertainty. This work will explore whether
this is also the case for acoustic waves.

In addition to the humidity and temperature, air pressure also a�ects wave propagation,
due to its correlation with the velocity of sound. During the processing of the measured
data, measurements of these environmental conditions are used to estimate the velocity
of sound, by use of relationships in the work by Rasmussen [53]. These relationships
have been implemented in a MATLAB script called "amb2prop" by Dr. Vicente Cu-
tanda Henriquez at the Technical University of Denmark. The script is included in the
package "OpenBEM" [54]. For these measurements it should be noted that a barometer
with an analog display was used to monitor the air pressure, and personal bias may
occur in reading of such instruments [12].

2.5.2 Position

As transfer functions are unique for the measurement system, di�erences in the position
of the elements involved will a�ect the resulting estimate of the measurand. With
the measurand being sound pressure, it is noteworthy that Doebelin [55] states that
pressure is not a fundamental quantity, but derived from force and area, which again
are derived from mass, length and time. Even more notably for the measurement of
sound pressure in relation to scattering behavior is that changes in position may a�ect
the scattering pattern itself. Consequentially, in typical sound scattering measurements,
the elements in the measurement setup are mounted in speci�c positions relative to each
other, and these mounted positions will have an associated uncertainty. For this reason,
one might assume position to be one of the largest contributors to uncertainty for the
measurements explored in the work of this thesis.
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2.5.3 Transducer properties

The loudspeakers and microphone used will potentially add to the uncertainty in the
estimate of the measurand. One aspect is the physical limitations of the transducers,
based on the range of frequencies they can operate in due to size and construction,
but an additional element is the possible directivity of these transducers. A directional
source (or receiver) will cause deviations in the scattered �eld compared to a hypothet-
ical point source [56], causing an even larger e�ect from uncertainty in position. Hence,
the directionality of loudspeakers and microphones causes their orientation to be of
importance. The microphone is also rotated through a full revolution of measurements,
making microphone directivity an important factor. For the type of microphone used,
the directivity is known to increase for increasing frequencies [57].

Though non-linear behavior is not given much attention in this work, it should be
mentioned that loudspeakers and microphones may behave non-linearly outside of their
recommended frequency range. Additionally, ageing is an important contributor to
transducers not behaving as expected, which should be taken into account when dis-
cussing results obtained experimentally.

2.5.4 Ambient noise

Of note is also the fact that random noise on the measurement site will a�ect the
measurements that are performed. One known source of such random noise is the
ventilation system. Duanqi et al. [37] states that it is both necessary and possible to
have a ventilation system condition the air in the chamber, but that the challenge is
to achieve the right attenuation to avoid noise from outdoors reaching the inside of
the chamber. In order to eliminate the ambient noise due to the ventilation system,
one could simply switch it o� while performing measurements inside the chamber,
accepting that the environmental conditions would change slowly but surely as the air
in the chamber is no longer being conditioned.

Despite anechoic chambers being built to eliminate re
ections, there is still ambient
noise present in the chamber, albeit to a lesser extent compared to normal rooms. Due
to the presence of random noise, a measurement of the sound level emitted in the room
with no stimulus signal present gives an indication of the noise 
oor. Combining this
with the expression for the signal-to-noise ratio, one can identify the regions where
the system response is not too masked in noise to be extracted. In other words, it is
possible to identify regions of the measurement interval where the estimated value for
the measurand are deemed reliable above some chosen precision.

2.5.5 Processing

There are several di�erent factors that can contribute to uncertainty while processing
the measured data. Though not within the main scope of the work in this thesis,
parts will be taken into account during the discussions found in Chapter 4. These
factors are the e�ect of the window size used when performing the discrete Fourier
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transform, the placement of the starting and ending point of the window, and the
mismatch when comparing curves with di�erent x-values. Other aspects of uncertainty
and error introduced by post-processing of the measured data can be read about in
most works about digital signal processing.

2.5.6 Miscellaneous

There are numerous other sources that may contribute to the uncertainty in the esti-
mated value of the measurand. The analog-to-digital and digital-to-analog converters
introduce errors, but these can be expected to be much smaller than many other sources
due to the high precision of the instruments used. It should also be mentioned that
there may be other unacknowledged errors based mostly on the skill and expertise of
the person running the experiment [56].

The sources of uncertainty mentioned here are not exhaustive, but merely an indication
of the main points that are kept in mind throughout the experimental work. As stated
in ISO 98-3:2008, the value of the measurand may never be known exactly, only the
estimated value can be known, and the uncertainty is an expression of how there is
not one value but an in�nite number of values distributed around the result that are
consistent with all observations, data, and one's knowledge of the physical world [12].
To summarize, there may always be unrecognized sources of uncertainty, and one may
never know the error in the measurement result. With that said, when expressing an
estimate for a measurand based on measurements, we are also responsible for expressing
our certainty in this estimate based on available knowledge.
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Chapter 3

Methodology

The practical aspect of the work that forms the basis for this master's thesis was divided
into two main aspects: experimental measurements of sound scattering on an object in
an anechoic chamber, and simulations of the experimental situation. Further, measure-
ments and simulations were performed for two di�erent scattering objects, namely a
cylinder and a box. These two objects were chosen based on what would be practically
possible to build and perform measurements on within a reasonable time frame, while
additionally keeping in mind how simulations could be performed. The simulations were
done in MATLAB, using the analytical solution for scattering by an in�nitely long cylin-
der, while simulations for the box were done using a toolbox for edge di�raction, called
EDtoolbox. Simulations were performed mainly for the purpose of estimating the e�ect
of a deviation in some parameters, such as the velocity of sound. The scripts written
for use in this thesis can be found at GitHub [58].

Experimental measurements were performed with the objective of quantifying the un-
certainty caused by di�erent in
uences. They were carried out at the newly restored
anechoic chamber at the Faculty of Information Technology and Electrical Engineering
at the Norwegian University of Science and Technology (NTNU), with both objects to
be measured on being constructed by the workshop at the Department of Electronic
Systems. As for what unit to measure, it was decided to measure a relative unit, so that
the calibration required for absolute measurements would not be necessary. For this
purpose, a horizontal-plane directivity factor and its corresponding directivity index
were deemed practicable. Note that the use of the term "directivity factor" here is not
standard. The background for this can be found in Section 2.1.5.

3.1 Measurements

Following is a description of the process of completing experimental measurements on a
constructed cylinder and box object, including the build of the objects, how they were
installed in the anechoic chamber, how the electrical setup was connected, and how the
measurements were practically performed.
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3.1.1 Construction and setup

The cylinder object to be measured on was constructed out of a PVC pipe, with a
length of approximately 3.6 m. The pipe was divided in two parts, and a hole was
drilled into the side so a microphone with a pre-ampli�er could be mounted on the
pipe, whilst simultaneously maintaining the smoothness of the surface. Hence, the
e�ect of the microphone on the scattering on the pipe was limited. The pipe was then
�lled with absorbant material to limit the e�ects of any internal resonances, and the
two parts were �tted around a hard plastic connector, maintaining the smooth surface.
The upper end was closed with another piece of hard plastic, with a hole on the top
to allow for mounting on the steel rods installed in the roof of the anechoic chamber,
thus securing the object from wobbling due to its length. In the end of the lower half, a
rod was installed so it would be possible to securely position the pipe on the turntable.
A photograph of the pipe post-installation in the anechoic chamber, with a magni�ed
cutout of the microphone mounted in the surface of the pipe can be seen in Figure 3.1.
The dimensions of the completed pipe were measured, and can be found in Table A.1
in Appendix A.

The box element was built from wooden elements, with a thickness of approximately
15.3 mm. The inside was lined with absorbant material, while the center remained
hollow. The front plate had three di�erent holes drilled into it to make room for di�erent
microphone placements. The center placement was utilized for this experiment, while
the others were �lled with metal plugs screwed in to maintain a smooth surface. The
microphone was connected to a pre-ampli�er, and the cord came through a hole in the
back of the object, sealed with absorbant material. The box was installed on top of a
metal rod with a pedestal, which was secured into the turntable. The box object as
placed in the anechoic chamber can be seen in Figure 3.2, including a magni�ed cut
of the surface of the constructed object. The dimensions of the completed box were
between 35 and 40 cm, with a slightly rectangular build. The measured dimensions can
be found in Table A.2 in Appendix A, along with an illustration of the indexing of said
dimensions in Figure A.1.

When installed in the anechoic chamber, the cylinder object was mounted both in the
ceiling and on the turntable, and the microphone with its pre-ampli�er was connected
to another ampli�er, which subsequently connected to an Analog-to-digital converter
(ADC) through a connection rail. The ADC unit then connected to a computer for
the signal to be recorded. The loudspeaker was installed at the same height as the
microphone by use of a laser level. The speaker received its signal through a Digital-
to-analog converter (DAC), connected to a power ampli�er, and lastly connected to the
speaker through the connection rail. A diagram of the measurement setup is given in
Figure 3.3. The equipment used during the sound scattering measurements is listed
in Table A.3 in Appendix A. For the cylinder, there was not a barometer present in
the anechoic chamber. The box object was mounted on top of a steel plate, with an
attached steel rod that was fastened into the turntable. The measurement setup was
similar to the setup for the cylinder (Figure 3.3) with the addition of a web camera
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