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Abstract

Accurate projections of future climate rely on knowledge of natural climate variability
on different time scales. Climate proxies, such as stable water isotope records recov-
ered from ice cores, provide insights into the climate variability of the past. A pre-
requisite for an accurate proxy-interpretation, however, is an in-depth understanding of
the signal formation process capturing the climate signal in the isotopic composition of
surface snow, which is buried and archived in the ice.
This thesis improves the understanding of how the climate imprints a signal on the
snow isotopic composition. Specifically, the surface humidity flux, and the associated
exchange of water isotopes between atmospheric water vapor and snow pack, is inves-
tigated as a potential process composing the isotope signal in the snow after deposition.
First, in Paper I, we explore the vapor-snow exchange of stable water isotopes through
in-situ isotope flux measurements taken in the interior of the Greenland Ice Sheet. For
this, we developed a method that permits direct observations of the isotopic composi-
tion of the humidity flux. We find that the isotopic composition of the humidity flux is
dependent on the snow and vapor isotopic composition during sublimation and deposi-
tion times, respectively. Additionally, we document isotopic fractionation during snow
sublimation - a process that has been a subject of debate in the past and which is cur-
rently not implemented in isotope-enabled climate models.
Secondly, Paper II investigates the effect of sublimation on the isotopic composition of
the snow. Based on laboratory experiments, we show that sublimation leads to an iso-
topic enrichment and an accompanying decrease in the d-excess value in the snow. The
same is observed in field experiments, albeit less extreme, due to weaker sublimation
fluxes. The study demonstrates that the snow surface isotopic composition is mod-
ulated on sub-daily timescales, documented through several high-temporal-resolution
(3h) in-situ snow sampling experiments.
Paper III investigates the role of vapor-snow exchange on the temporal evolution of the
isotope signal in the snow. For this, we set up a mass balance model of the snow sur-
face system, forced with observations from two summers on the Greenland Ice Sheet.
Three model simulations were performed with changing parameterizations for the sub-
limation process from kinetic and equilibrium fractionation to no fractionation. The
isotopic composition of the deposition flux was parameterized with empirical functions
of Paper I. We discover that the model can explain 35 % and 52 % of observed δ 18O and
δD variability in the simulation, including kinetic fractionation, whereas it fails when
no fractionation is included. Furthermore, we find that the importance of vapor-snow
exchange for the snow isotope signal is not constant throughout the observation period,
with days with higher net sublimation having a greater impact on the snow isotope sig-
nal. The results motivate the realization of fractionation during snow sublimation in
isotope-enabled climate models.
The three papers together form a holistic picture of a vapor-snow exchange that has the
potential to imprint a climate signal in the snow. The relative importance of this process
for the ice core isotope signal is variable in space and time, depending on the humidity
flux magnitude within precipitation-free periods. Hence ice core isotope records might
contain a continuous climate signal rather than a precipitation signal only.
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Zusammenfassung

Um genaue Vorhersagen über die zukünftige Entwicklung des Klimas machen zu kön-
nen, muss man die natürliche Variabilität, die natürlichen Schwankungen des Klimas
über verschiedene Zeitskalen hinweg kennen. Eiskerne aus Grönland und der Antarktis
stellen Klimaarchive dar, anhand derer Veränderungen des Klimas in der Vergangen-
heit rekonstruiert werden können. Dafür benutzt man unter anderem die Konzentration
der stabilen Wasserisotope welche als Stellvertreter (Proxy) für Änderungen des Kli-
mas interpretiert werden kann. Um stabile Wasserisotope als Klimaproxy richtig zu
interpretieren braucht es jedoch ein grundlegendes Verständnis über die Bildung des
Isotopensignals im Oberflächenschnee, welches bei der Umwandlung von Schnee zu
Eis archiviert wird.
Diese Dissertation trägt essentiell zum Verständnis über die Bildung des Klimasignals
im Schnee bei, also wie sich die atmosphärischen Bedingungen (d.h. das Klima) auf
die Isotopenzusammensetzung des Schnees einprägen. Der Schwerpunkt dieser Ar-
beit befasst sich mit der Auswirkungen des turbulenten Flusses von Luftfeuchte an der
Schneeoberfläche auf die Isotopenzusammensetzung des bereits abgelagerten Schnees,
und dem damit zusammenhängenden Austausch von Wasserisotopen zwischen Schnee
und Wasserdampf in der Atmosphäre.
In Artikel I wird der Isotopenaustausch zwischen Schneeoberfläche und Wasserdampf
in der darüber liegenden Luftschicht auf dem Grönländischen Eisschildes mittels Feld-
beobachtungen untersucht. Dafür habe ich eine Methode entwickelt, die erstma-
lig eine direkte Messung des Isotopengehaltes des Feuchteflusses auf einem Eiss-
child ermöglicht. Die Schneeoberfläche erfährt Sublimation und Resublimation von
Schneekristiallen Prozesse die die Isotopie des Feuchteflusses bestimmen. Während
der Sublimation (Verdampfung) von Schnee, hängt die Isotopie des Flusses von der
Isotopie des sublimierten Schnees ab und während der Resublimation (Kondensation)
von der Isotopie des Wasserdampfes. Außerdem zeigen unsere Messungen eindeutig,
dass Sublimation eine Fraktionierung (d.h. eine Veränderung der Zusammensetzung)
von Wasserisotopen hervorruft. Durch Sublimation hervorgerufene Fraktionierung war
lange umstritten und ist deshalb bisher auch nicht Teil von Klimamodellen.
In Artikel II wird die Auswirkungen von Sublimation auf den Schneeisotopengehalt
im Detail untersucht. Die Ergebnisse unserer Laborexperimente zeigen dabei deut-
lich, dass Sublimation zu einer Anreicherung von schweren Wasserisotopen und gle-
ichzeitiger Abnahme des d-excess Wertes im Schnee führt. Wir beobachten ähnliche
Entwicklungen im Schnee während unserer Feldarbeit in Grönland. Dabei sind die
Auswirkungen geringer da die Sublimation schwächer als im Labor ist. Die Studie be-
weist, dass sich das Isotopen Signal im Schnee im Verlauf des Tages ändert, was wir
durch Ergebnisse einer engmaschigen Schneeprobennahme (3H) belegen.
In Artikel III untersuchen wir die Rolle des Austausches zwischen Schnee und Wasser-
dampf für die relativ schnell ablaufenden Veränderungen des Schneeisotopengehaltes.
Dafür setzen wir ein Massenbilanz Modell auf, das die Schneeoberfläche und den Aus-
tausch mit der Atmosphäre simuliert. Das Modell wird von Daten der Messungen aus
dem Feld von 2 Kampagnen angetrieben. In der Studie werden drei Szenarien unter-
sucht, in denen die Art der Fraktionierung variiert wird. Szenario eins bezieht kinetis-
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che Fraktionierung mit ein, Szenario zwei Gleichgewichtsfraktionierung während in
Szenario drei gar keine Fraktionierung während der Sublimation enthält. Allein durch
die die Simulation mit kinetischer Fraktionierung ist das Modell in der Lage, die
beobachtete Variabilität des Schneeisotopensignals zu 35 % für δ 18O und 52 % für δD
zu erklären. Außerdem wird ersichtlich, dass die Auswirkungen des Wasserdampf-
Schnee Austausches über den Beobachtungszeitraum nicht konstant sind. Der Ein-
fluss ist an Tagen mit höherer netto Sublimation größer. Die Ergebnisse dieses Ar-
tikels verdeutlichen die Notwendigkeit nach der Einbindung von Isotopenfraktion-
ierung während des Sublimationsprozesses in Klimamodellen.
Die drei Artikel zusammen ergeben ein ganzheitliches Bild eines Wasserdampf-Schnee
Austausches, der das Potential hat, sich auf die Isotopenzusammensetzung des Schnees
auszuwirken. Wie wichtig dieser Prozess für das letztendlich im Eiskern gemessene
Klimaproxy Wasserisotopen-Signal ist, scheint zeitlich und räumlich variabel, und
abhängig von der Stärke des Feuchtefluss in Niederschlags-freien Perioden zu sein.
Zusammenfassend deuten die Ergebnisse meiner Dissertation darauf hin, dass Eiskerne
nicht nur ein Archiv für das Klimasignal während Schneefall Ereignissen sind, sondern
Eiskerne vielmehr ein kontinuierliches Klimasignal archivieren.



Thesis Outline

This PhD thesis consists of three scientific papers that are embedded in an introductory
part and a concluding discussion. In Chapter 1, the motivation behind this thesis is
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isotopes with a focus on their use as climate proxy is given. Data and methods used
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my work is discussed in the context of climate proxy interpretation.
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1 Introduction

1.1 Motivation

1.1.1 Stable water isotope records from ice cores

In the context of the current man-made climate change, information about past climate
variability and the physical mechanisms behind it has become invaluable. Since in-
strumental climate records are limited to the past few hundred years, mankind relies on
climate proxy data to learn about past climate and thus, be able to predict future climate.
Stable water isotope records from ice cores are valuable climate proxies and have been
used as paleothermometer based on observations of a direct dependency between an-
nual isotopic composition in precipitation and mean annual temperatures (Dansgaard,
1964). This precipitation isotope temperature dependency, amongst other factors, has
led to the search for past precipitation records. As ice sheets have been accumulat-
ing precipitation over several thousands of years, they are an excellent archive of polar
snowfall events of the past. By drilling in locations on ice sheets and ice caps, that
promise the oldest precipitation records, ice core paleo proxy data from the polar areas
have been recovered dating back 130 thousand years (ka) on the Greenland Ice Sheet
(GrIS) and up to 800 ka on the Antarctic Ice Sheet (AIS) (e.g. Vinther et al., 2008;
Jouzel et al., 2007; NEEM community-members, 2013; EPICA community-members,
2004).
In addition, stable water isotopes from ice cores contributed to retrieving paleoclimate
information beyond temperature alone:
Ice core records have provided insight into natural climate variability on (long) glacial-
interglacial timescales (Jouzel et al., 2007; NEEM community-members, 2013) and on
(short) decadal and down to seasonal timescales (e.g. Vinther et al., 2010). Isotope
records have documented paleoclimate transitions (e.g. Capron et al., 2021; Buizert
et al., 2014; White et al., 2010; Alley, 2000) and the recent anthropogenic climate
change (e.g. Schneider et al., 2006). Further, the comparison of isotope records ob-
tained from the GrIS and AIS have allowed studies of teleconnections between the two
hemispheres and helped identifying the corresponding drivers (e.g. Pedro et al., 2016;
Markle et al., 2017; Jones et al., 2018). The second order parameters d-excess and
17O-excess have been used to identify changes in atmospheric circulation patterns via
precipitation source region identification (e.g. Johnsen et al., 1989; Jouzel et al., 2013;
Masson-Delmotte et al., 2005) and as proxy for environmental conditions in precipita-
tion source regions (e.g. Uemura et al., 2012; Winkler et al., 2012).
Crucial for these kinds of ice core proxy interpretation studies is a detailed understand-
ing of the signal formation processes that imprint the climate signal in the snow isotopic
composition. Only when the governing equations and influencing parameters are iden-
tified, is it possible to retrieve the original climate signal. Conventionally, it has been
assumed that the climate signal is captured in the isotopic composition of snowfall,
which becomes conserved when the snow is transformed to ice. However, Steen-Larsen
et al. (2014) showed that the surface snow isotopic composition undergoes changes in
between precipitation events, indicating climate signal formation processes other than
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precipitation alone. Subsequently, several mechanisms that could alter the snowpack
isotopic composition before snow is transitioned into ice were outlined by Casado et al.
(2018). These processes complicate the interpretation of isotope records in snow and
ice and explain why the transfer function between ambient climate and ice core isotope
signal has yet to be defined. Ongoing work strives to improve the understanding of rel-
evant processes at play with the ultimate goal of answering the question of the validity
of a direct dependency between the ratio of stable water isotopes in snow and mean
temperatures at polar sites.

1.1.2 Transfer function between climate and ice core isotope record

There is growing evidence that the actual transfer function, describing the relationship
between climate signal and ice core isotope signal, is more complex than a precipi-
tation signal alone. Jouzel et al. (1997) summarized evidence for changing calibra-
tion functions of the paleothermometer in space and time, owing to elevation (Vinther
et al., 2009) and atmospheric circulation pattern changes (Schlosser et al., 2004), as
well as shifts in precipitation source regions (Landais et al., 2008; Masson-Delmotte
et al., 2011) in changing climates. However, this inconsistency in the calibration func-
tion might not be attributed to changing precipitation signals alone, since the transfer
function is more complex and consists of several phases that form the ice core isotope
signal. Figure 1.1 shows a schematic of these phases that define snow structure and
snow layering and hence, have the potential to influence the isotopic composition of a
snow layer that is later transferred to ice and analyzed as climate proxy.

Figure 1.1: Transferring the climate signal to the ice core
The ice core isotope signal formation process is divided into three phases before snow turns into ice.
1 is the precipitation, 2 the deposition and 3 the post-deposition phase. Each individual phase

has the potential to influence the isotope signal that is later recovered as part of the ice core isotope
record. Not shown is the isotope diffusion in ice that smooths the isotope record.
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First 1 , there is the precipitation input signal consisting of snowfall and clear-sky
precipitation (Fujita and Abe, 2006). The frequency, or the regular absence of precipi-
tation events, also referred to as precipitation intermittency, is a factor influencing the
information that can be retrieved from isotope records (Casado et al., 2020). Addition-
ally, seasonality of precipitation is discussed as bias introducing parameter (Krinner
and Werner, 2003; Sime et al., 2009). Both processes require the interpretation of ice
core isotope records as precipitation-weighted mean instead of annual mean tempera-
ture (Kohn and Welker, 2005; Persson et al., 2011; Sturm et al., 2010).
Next 2 is the deposition phase, in which snow redistribution and drifting snow define
local-scale spatial variability (Zuhr et al., 2021). High spatial variability observed in
firn cores questions the unambiguity of a single ice core drilled at one location (Fisher
et al., 1985; Münch et al., 2021). Any process affecting the snow isotopic composi-
tion after deposition is discussed in literature under the term post-depositional process.
However, it seems reasonable to divide this phase further.
Following deposition 3a , there is a period in which the top layer (several centimeters)
of snow is in direct contact with the atmosphere. At this stage, diffusion of isotopes
in air-filled pore spaces is a potentially important process, connecting the snow layers.
Additionally, the surface humidity flux (Ritter et al., 2016) and snow metamorphism
(Ebner et al., 2017; Touzeau et al., 2018) are discussed as potentially influential for the
snow isotopic composition.
Eventually, 3b the surface snow gets buried. Snow turns first into firn and later into
ice. Relevant processes at this stage are well-studied firn diffusion (Johnsen, 1977;
Johnsen et al., 2000), advection, and compaction processes as well as the potentially
influential process of forced firn ventilation and associated diffusion (Town et al., 2008).

This thesis focuses on the signal formation phase when the snow is in direct contact
with the atmosphere before it gets buried. Specifically, it discusses the influence of
post-depositional vapor-snow exchange at the snow surface for the isotope signal for-
mation in snow.

1.1.3 Air-snow exchange and its role for snow isotopic composition

Steen-Larsen et al. (2013) pioneered in monitoring diurnal cycles in the stable wa-
ter isotope signal in atmospheric water vapor at an ice core drilling site on the GrIS.
Casado et al. (2016) observed the same pattern in the vapor above the AIS. These
sub-diurnal changes of vapor isotopic composition are a locally sourced climate signal
induced by the daily cycle of solar insulation and indicate an exchange of stable water
isotopes between snow surface and atmosphere. Madsen et al. (2019) showed in a mod-
eling study, that the observed diurnal cycles in vapor isotopes at different levels above
ground required an amplified diurnal cycle signal at the snow-vapor interface level.
This amplification could only be generated by enabling isotopic fractionation during
sublimation from the snow surface. Fractionation during sublimation was formerly
ruled out by the understanding of a layer-by-layer removal of snow crystals during sub-
limation, where mixing is prevented by the very low diffusion rates in the solid snow
matrix (Dansgaard et al., 1973; Friedman et al., 1991; Neumann et al., 2005). This is
also the reason why isotope-enabled climate models to date, do not consider fractiona-
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tion during sublimation in the parameterizations for isotope behavior within the water
cycle (Werner et al., 2011). Supporting the theory of fractionation during sublimation,
Ritter et al. (2016) investigated sub-diurnal changes in the surface snow layer isotopic
composition and found a diurnal cycle in phase with the vapor isotope cycle and an am-
plitude of 3 ‰ in δD . The foundation for the study by Ritter et al. (2016) was given
when Steen-Larsen et al. (2014) provided evidence for a vapor-snow exchange that in-
fluences the snow isotopic composition on synoptic timescales. The authors showed
that the isotopic composition of surface snow varied in parallel with changes in the va-
por isotopic composition, even in between precipitation events hinting at a process that
affects the snow isotopic composition continuously.
The surface humidity flux continuously exchanges water isotopes between the snow
surface and atmospheric water vapor. It is therefore a post-depositional process with
the potential to influence the isotopic signal in the surface snow layer. Depending on
the climatic parameters that affect the humidity flux and potential isotopic fractiona-
tion processes involved, vapor-snow exchange could be a driver for a continuous cli-
mate signal formation in snow, bridging the precipitation intermittency. Hence, it is
important to quantify the fractionation effects involved in vapor-snow exchange pro-
cesses and investigate surface humidity and isotope fluxes on ice sheets, concerning
their magnitude and net values. This will allow the determination of whether, when,
and how surface fluxes are important for the signal formation of isotope records re-
trieved from ice cores. From this, the following research questions (RQ) have evolved
that are the subject of this thesis:
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1.1.4 Objectives

RQ 1 How can surface fluxes of different stable water isotopes be measured in the dry-
snow region of the Greenland Ice Sheet?

RQ 2 What governs the isotopic composition of the humidity flux above a snow sur-
face in the dry-snow region of the Greenland Ice Sheet during sublimation and
deposition?

RQ 3 Does sublimation of snow in a low humidity environment affect the isotopic com-
position of the snow?

RQ 4 What are the governing parameters constraining the magnitude of sublimation
effects on the snow isotopic composition?

RQ 5 How can we parameterize the sublimation flux isotopic composition in models?

RQ 6 Can atmospheric vapor-snow humidity exchange explain the observed temporal
variability in the surface snow isotopic composition?
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1.2 Scientific Background

1.2.1 Stable water isotopes in the hydrological cycle

The water molecule is composed of one oxygen (16O) and two hydrogen (1H) atoms
which either or both can be replaced by a respective stable isotope (17O, 18O, 2H also
D), forming so-called isotopologues. The natural abundances of the most common
water species in nature are given in Table 1.1.

Table 1.1: Molecular mass and natural abundance of the most common water molecules as fraction of
all water molecules. From Horita et al. (2008).

H16
2 O H17

2 O DH16O H18
2 O2H1H16O

molecular weight [g·mol−1] 18.011 19.015 19.017 20.015
abundance 0.99730 3.788·10−4 3.106·10−4 1.999·10−3

For practical reasons and to improve measurement precision, R∗ was defined as
the isotopic ratio between abundance of rare (∗, i.e. H18

2 O, H17
2 O, HDO) and abun-

dant (H16
2 O) isotopologue and is given instead of an absolute isotopologue content of

a water sample. Phase transitions and mixing processes can alter this ratio because
of small but noticeable differences in chemo-physical characteristics between isotopo-
logues. These originate from differences in molecular weight between isotopologues,
which influence the molecules’ mobility and bonding strengths. Heavy isotopologues,
therefore, have a lower diffusion velocity and tend to stay in the energetically lower
phase (solid<liquid<gaseous). The resulting discrimination during chemical reactions
or phase changes is called isotopic fractionation. To discuss the relative deviation in
isotopologue content caused by various processes, Craig (1961) introduced the stan-
dard δ -notation following:

δ
∗ = R∗/R∗

re f erence −1, (1.1)

reported in ‰ and with the re f erence being Vienna Standard Mean Ocean Water (VS-
MOW) with a δ -value defined as 0 ‰ (de Laeter et al., 2003).

The origin of climate studies using stable water isotopes1 is found in the work of
the Danish professor Willi Dansgaard in the early 1950s, who documented a link be-
tween climatic conditions and stable water isotope content in freshwater and water
vapor (Dansgaard, 1953, 1954). Ten years later, precipitation water samples from all
around the globe revealed a strong correlation between stable water isotope content
and mean annual air temperature (Dansgaard, 1964). Plotted in the δ 18O vs. δD
space, the samples fall on a line with slope 8, referred to as the Global Meteoric Water
Line (GMWL). The slope originates from the difference in saturation vapor pressure
between isotopes resulting in different equilibrium fractionation coefficients. The equi-
librium fractionation coefficient αeq quantifies the amount of fractionation between two

1For readability reasons, stable water isotope will be used as synonym for stable water isotopologue
throughout the rest of this thesis as well as isotopic ratio when referring to a water molecule ratio.
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phases (l=liquid, v=vapour, s=solid) in equilibrium.

α
l(s)/v
eq (T ) =

Rl(s)

Rv
(1.2)

Equilibrium fractionation is temperature (T ) dependent and δD shows a higher temper-
ature sensitivity compared to δ 18O. At a temperature range between 30 ◦C and 40 ◦C,
the ratio

Dαeq−1
18Oαeq−1

≈ 8, the origin of the slope of the GMWL (Majoube, 1971a). The

dependency of the equilibrium fractionation factors and the resulting ratio on tempera-
ture is shown in Figure 1.2.

Figure 1.2: Surface temperature dependency on equilibrium
fractionation The temperature dependency of the equilibrium frac-
tionation factors and the effect on the slope in a δ 18O vs. δD di-
agram. Fractionatino factors used are from Majoube (1971b,a);
Merlivat and Nief (1967).

An example for an equilib-
rium, i.e. reversible, process
in nature is condensation at
saturation during precipita-
tion formation. The colder
the air, the stronger the frac-
tionation. Hence, precip-
itation forming at cold or
warm temperatures is rela-
tively more or less enriched
in heavy water isotopes than
the remaining vapor, re-
spectively. Ice-vapor equi-
librium fractionation factors
used in this study were em-
pirically determined for a
temperature range from -
33 ◦C - 0 ◦C for H18

2 O by Majoube (1971b) and for HDO by Merlivat and Nief (1967).
Ellehoj et al. (2013) suggested updated equilibrium ice-vapor fractionation factors for
an extended temperature range down to -40 ◦C.
From the GMWL one can deduce the second order parameter d-excess; defined as d-
excess=δD -8·δ 18O. By this definition and to first order, a water parcel’s d-excess
value will not change as long as the water parcel experiences equilibrium fractiona-
tion processes alone since the isotopic composition will vary along the GMWL. This,
however, is a simplification; As already mentioned, the equilibrium fractionation fac-
tors are temperature dependent and δD shows a relatively stronger dependency. As
a consequence, the slope in a δ 18O vs. δD diagram increases with decreasing tem-
perature resulting in a change of d-excess even under equilibrium conditions. This is
referred to as the temperature effect. Therefore, alternative d-excess definitions have to
be considered depending on the application area. The definition by Pfahl and Wernli
(2008) accounts for the temperature effect during evaporation conditions, and Dütsch
et al. (2017) proposed a d-excess definition accounting for an additional effect under
very depleted conditions. This additional effect is referred to as the δ -scale effect and
needs to be taken into account in high latitude or high altitude regions. However, the
d-excess of a water sample is primarily influenced by processes other than equilibrium
processes.
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Apart from equilibrium fractionation during reversible processes, the isotopic composi-
tion of a water sample is influenced by kinetic fractionation during non-reversible pro-
cesses. As soon as ambient conditions are sub-saturated and a humidity gradient is es-
tablished kinetic fractionation influences the total resulting fractionation. While purely
kinetic processes are hardly found in nature, processes like evaporation and condensa-
tion at supersaturation are examples for non-equilibrium processes and entail kinetic
and equilibrium fractionation processes. Such non-equilibrium processes fractionate
stronger compared to equilibrium processes. The driving force behind kinetic fraction-
ation is the difference in molecular diffusivity between different isotopes in air, which
affects the diffusion speed along the humidity gradient. Since δ 18O is slightly heavier,
it is more strongly affected by kinetic fractionation compared to δD, as the molecu-
lar diffusivity is inversely proportional to the molecular mass (mo−0.5). This difference
gives rise to the influence of kinetic fractionation on the second order parameter d-
excess2. Interestingly, the GMWL has the function δD =8·δ 18O +10‰ and therefore
a d-excess value of +10‰, which shows that global precipitation is also slightly af-
fected by non-equilibrium processes. The stronger the humidity gradient of a process,
the stronger the relative difference of fractionation influences on the two isotope species
and the higher the resulting d-excess value in the vapor (Pfahl and Wernli, 2008). Hence
the non-equilibrium processes condensation at supersaturation during snow formation
and evaporation, both fractionation types affect the resulting isotopic composition of
the end members which can be summarized in an effective fractionation factor (αe f f )
as:

αe f f = αeq(T ) ·αkin(h) (1.3)
where αkin(h) is a function of sub-saturation (h) and αeq(T ) is the temperature depen-
dent equilibrium fractionation factor.

1.2.2 Stable water isotopes in models
- process understanding & parameterizations

Rayleigh distillation model

To make use of the information stored in the relative abundance of stable water isotopes
in any water parcel at any stage of the hydrological cycle, it is critical to understand and
be able to model the processes at place. The fundamental principle of fractionation dur-
ing phase change processes can easily be applied to a simplified model of the global
water cycle. The atmospheric transport of water masses from the evaporation source re-
gions towards the poles resembles a distillation process and is described by a Rayleigh
distillation model (Figure 1.3). The ocean’s isotopic composition is used as normaliza-
tion factor for any reported stable water isotopic composition (SMOW). Consequently,
a water parcel in the ocean at the beginning of the global water cycle has a δ -value
of zero. As it is evaporated and transported polewards, it will progressively become
more depleted in stable water isotopes (Figure 1.4). Reasons are first the transition to
the gaseous phase including fractionation and afterwards the cooling of the air mass
during transport and the subsequent reduction of its water holding capacity, that leads

2This is also the origin of the "excess" in d-excess. Since δ 18O is stronger affected, i.e. reduced, there
is a surplus (excess) of δD .
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to successive rain-out events and the associated fractionation of stable water isotopes.
Therefore, the isotopic composition of a water parcel can be interpreted as an integrated
signal of the path the water parcel has taken in the water cycle.

Figure 1.3: Scheme of Rayleigh distillation model
The evolution of the isotopic composition of a water parcel as it is transported polewards and subject
to equilibrium fractionation.
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Figure 1.4: Rayleigh fractionation of a water parcel during poleward transport
A Rayleigh fractionation process calculated using Equation 1.4 for the conceptual understanding of
consecutive rain-out events during poleward transport. The freezing point at 0 ◦C is indicated as the
shift from vapor-liquid to vapor-ice equilibrium fractionation. Equilibrium fractionation factors from
Majoube (1970, 1971a); Merlivat and Nief (1967).

In this simple model, that only considers equilibrium fractionation, the isotopic
composition after precipitation formation is dependent on the ratio of remaining to
initial mass and the condensation temperature. The corresponding equation is:

Rv = R0 f α(T )−1 (1.4)
With Rv being the vapor isotopic composition at a given time, R0 the initial vapor
isotopic composition, f the fraction of remaining vapor, and α(T ) the temperature
dependent equilibrium fractionation factor for vapor-liquid or vapor-solid.
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As explained earlier, natural phase transition processes are usually non-equilibrium
processes with the evaporation process being the most important one, as it initiates the
atmospheric part of the hydrological cycle. Since the beginning of isotopic studies of
the hydrological cycle in the early 1960s, there has been one model describing the evap-
oration process from a water body that withstood the test of time: Craig and Gordon
(1965).

Craig-Gordon evaporation model

Ever since its introduction, the Craig and Gordon (1965) (CG) evaporation model has
been the basis for various experimental studies, climate model parameterizations, and
biologically-motivated evapotranspiration studies. The idea behind the CG evapora-
tion model is a formulation for the isotopic composition of the evaporation humidity
flux that connects the vapor and liquid reservoirs. The fluxes of both humidity (E)
and isotopes (E ′) are parameterized in analogy to a Langmuir linear resistance model.
Conceptually, the evaporation surface system is divided into five sections: The liquid,
interface, the diffusive and turbulently mixed vapor layers, and the free atmosphere
(Figure 1.5).

Figure 1.5: The evaporation process as parameterized by Craig and Gordon (1965).
The ocean-atmosphere boundary layer is divided into five sections: liquid, interface, the diffusive and
turbulently mixed vapor layer, and the free atmosphere. Fluxes of both humidity and isotopes are
parameterized with the flux-gradient method and their ratio taken as evaporation flux isotopic compo-
sition.

Gradients in humidity and isotopes between the water surface and the free atmo-
sphere induce the fluxes and the resistances of the layers - summed in series - prescribe
the flow speed. Equilibrium fractionation defines the isotopic composition at the lower
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boundary and kinetic fractionation is realized through molecular (ρM) and turbulent
resistance (ρT ) in the laminar and turbulent section, respectively.

E =
(1−h)

(ρM +ρT )
=

(1−h)
ρ

E ′ =
1
α

Rl −hRa

(ρ ′
M +ρ ′

T )
=

1
α

Rl −hRa

ρ ′

(1.5)

The humidity profile is normalized with the surface humidity (qsat), which is assumed
to be saturated with respect to surface temperature (Ts). This yields the normalized
humidity h at height z:

h(z) =
q(z)

qsat(Ts)
(1.6)

From this, the normalized humidity gradient (1-h) is defined. The ratio of both evapo-
ration fluxes defines the evaporation flux isotopic composition following:

RF =
E ′

E
=

1
α

Rl −hRa

(1−h)ρ ′

ρ

(1.7)

From the basic Equation 1.7, two formulations have evolved that both describe the
same process but are formulated either in summation notation or as product. The prod-
uct formulation,

RF =
(1− k)
(1−h)

(
1

αeq
Rl −hRa

)
(1.8)

after Merlivat and Jouzel (1979) groups the kinetic fractionation influences in factor k.

k = 1− ρ

ρ ′ = 1− (ρM +ρT )

(ρ ′
M +ρ ′

T )
(1.9)

ρM ∝ D−n; ρ
′
M ∝ D′−n (1.10)

Where the turbulent resistance parameter is dependent on aerodynamic properties
and is assumed to be universal for all water molecule species, as turbulence is not a frac-
tionating process. The molecular resistance, however, is specific for each species and is
proportional to the −n power of the respective isotope diffusivities D in air. The nature
of the transport is described by the factor n, with n =1 for fully diffusive and n =0 for
fully turbulent transport, respectively. According to Brutsaert (1975a,b) n can be esti-
mated as n =2/3 for smooth and n =1/2 for rough water surface conditions, depending
on the wind speed. The key parameter for the kinetic effects during evaporation is the
ratio of the diffusivities of heavy and light isotopes.

ε′=
D
D′ −1 (1.11)

There is some debate about the correct diffusivity ratios for HDO and H18
2 O, and con-

sequentially about the ratio between them.

εD

ε18O
=

kD

k18O
(1.12)
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However, this ratio is an important parameter that gives rise to changes in d-excess un-
der non-equilibrium conditions. Values for ε based on the kinetic theory of gases, taking
into account the molecular masses of the isotopes and the surrounding pressure (Craig
and Gordon, 1965), do not align with empirically determined values by Merlivat (1978)
and others (Table 2 in Horita et al., 2008). Possible explanations for this are differences
in collision diameters between isotopes or experimental error sources like surface cool-
ing and/or surface enrichment during the evaporation process (Cappa, 2003; Kim and
Lee, 2011). To date, the most commonly used ε values are supported by two experi-
mental designs from Merlivat (1978) with εD= 25.1 ‰ and ε18O= 28.5 ‰ and a ratio
between the two of:

εD

ε18O
= 0.88 (1.13)

Figure 1.6: Wind influences on kinetic fractionation
The dependency of the kinetic fractionation parameter k for
H18

2 O on wind speed during rough and smooth conditions as
proposed by Merlivat and Jouzel (1979).

Accordingly, the overall ki-
netic effects on the flux isotopic
composition is an interplay be-
tween molecular and turbulent
diffusion. Merlivat and Jouzel
(1979) use the model of Brut-
saert (1975a,b) to parameterize
the k factor as a function of the
aerodynamic conditions of the
evaporation process, which de-
fine the ratio of turbulent over
molecular diffusion, and hence
the fractionation strength. Wind
speed and corresponding friction
velocity as well as roughness
length of the water evaporation
surface are the influencing parameters describing the aerodynamic conditions. The re-
sulting k parameter is defined in analogy to the Brutsaert (1975a,b) model for a rough
and a smooth regime (Figure 1.6). However, the separation into two regimes has not
been supported by in-situ observations to day. In practice, a value of k18O=6 ‰ is often
assumed for smooth conditions (Johnsen et al., 1989).
The summation notation of the CG model is formulated with the δ instead of R values
and explicitly contains the δ -enrichment due to equilibrium (ε∗) and kinetic fractiona-
tion (∆ε). As this formulation is not used in the rest of this work, the reader is referred
to Gat (1996) for details.

Isotope-enabled climate models

The Rayleigh distillation model is a first order conceptual model to describe the ob-
served temperature effect in global meteoric waters (Dansgaard, 1964). In reality, how-
ever, there are several other processes that affect the isotopic composition of a water
parcel along a trajectory of the water cycle with the most important ones being evapo-
ration and mixing processes. Hence, in order to discuss spatial and temporal variability
of isotope ratios in water, higher order models are needed to model the transport of sta-
ble water isotopes within the water cycle. Consequentially, advances have been made
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in equipping General Circulation Models (GCM) with stable water isotopes, making
use of the holistic effort to describe the complex climate system in one set of equa-
tions. The first general circulation model was equipped with isotopes by Joussaume
et al. (1984). For this task, all model code that describes the common water species
is replicated for each individual isotope species and fractionation is implemented at
phase change processes that are realized in the model. It is worth noting that various
isotope-enabled climate models are using the same parameterizations and equations to
describe isotope behavior within the water cycle. The fractionation processes that are
implemented in most isotope-enabled climate models are shown in Figure 1.7. No-
tably, the models do not include fractionation during evaporation from any land area,
including snow surfaces (Cauquoin et al., 2019). Differences in the model perfor-
mance, therefore, originate primarily from differences in the model’s encoding of the
water cycle itself. Hence, stable water isotopes offer the potential to be independent
tracers in climate models that can be used to identify model biases caused by poor pro-
cess parameterizations that would otherwise remain unnoticed (Schmidt et al., 2005).
Examples for such studies are Risi et al. (2012) for subtropical areas and Werner et al.
(2001) for polar areas. Moreover, as stable water isotope records are used as paleo-
climate proxies, a model, simulating isotopes, can be used to validate the model per-
formance directly without the need for climate-proxy transfer functions (Sturm et al.,
2010). Likewise, they can improve our understanding of proxy signal formation and
therefore proxy record interpretation (Werner et al., 2000). For a full account of state-
of-the art isotope-enabled climate models, the reviews by Hoffmann et al. (2000); Sturm
et al. (2010); Xi (2014) are recommended.

1.2.3 Stable water isotopes in polar areas

Ice core paleothermometry

The discovery of the link between precipitation isotopic composition and mean annual
temperature (Dansgaard, 1964) motivated the search for precipitation archives to in-
fer information about paleoclimate. As perennial snow and ice is the prime archive
for precipitation records, the first snow and ice core studies motivated by isotope pa-
leothermometry followed closely in the late 1960s. The first deep ice core reaching
bedrock below the GrIS was recovered at Camp Century in North-West Greenland in
1966. It contained a precipitation record of the past 100 ka. The resulting discrete sta-
ble water isotope record was interpreted as climate-proxy for paleotemperatures and
informed about climate variability during the last glacial (Dansgaard et al., 1969). To-
day, six and ten deep (>1000m) ice cores reaching bedrock and several shorter ones
have been drilled on the GrIS and AIS, respectively (Bentley and Koci, 2007; NEEM
community-members, 2013). Additionally, numerous ice cores were drilled on moun-
tain and high latitude glaciers. Advances in isotope measurement technology allowed
continuous flow analysis (CFA) while melting the ice core in addition to discretely cut
ice samples. CFA has increased the record resolution to sub mm scales and allowed de-
tailed analysis of relatively short-lived phenomena several thousand years ago (Jones
et al., 2017).
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Figure 1.7: A schematic representation of the polar water cycle as realized in most isotope-enabled
General Circulation Models
The fractionation-including processes that are represented in climate models are marked in red (Werner
et al., 2011). Starting at the evaporation process in clockwise order the processes are: evaporation
(kinetic (k) & equilibrium (eq) fractionation), condensation during cloud formation (eq), condensation
of raindrops (eq), snow formation (k & eq), re-evaporation of droplets (eq). Some models contain sea-
ice fractionation processes (Cauquoin et al., 2019).

However, the simple concept that the ice core isotope paleothermometer is based on
is the assumption that the isotopic composition of the condensate, formed at the time
of snowfall, captures the ambient climatic conditions and is conserved and transferred
to the ice column. Like every simple concept, this is an oversimplification of the actual
circumstances. Section 1.1.2outlines the various challenges arising from this simplifi-
cation and their overall effects on the virtue of ice core isotope annual mean values as
proxy for local mean annual near-surface temperatures. Important for the postulation
of post-depositional influences on the snow isotopic composition was the development
of laser-absorption cavity ring-down spectroscopy (CRDS) that opened the field for in-
situ and continuous high-resolution monitoring of stable water isotopes in atmospheric
water vapor. Previously, water vapor had to be sufficiently accumulated in cryogenic
traps and analyzed by mass spectrometers before information about the isotopic com-
position of the atmospheric water reservoir was accessible. In low humidity areas like
the high latitudes, this limited the time resolution of vapor samples to several hours
(Grootes and Stuiver, 1997). With CRDS instruments, the (in some cases triple) iso-
topic composition of water vapor can directly be measured with a resolution of ~ 1 s
and an uncertainty low enough to resolve small scale changes in space and time. Mak-
ing use of this instrumental progress, Steen-Larsen et al. (2013) monitored the vapor
isotopic composition on the GrIS with a frequency of ~1 Hz. The documented diurnal
cycle signal and the subsequently observed co-evolution of surface snow and vapor iso-
topic composition (Steen-Larsen et al., 2014) raised the question if post-depositional
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vapor-snow exchange processes imprint on the snow isotopic composition and what
consequences this has for ice core isotope record paleoclimate interpretations. To quan-
tify the effect of post-depositional processes on the snow isotopic composition, one has
to be familiar with the meteorological conditions at ice core drilling sites located in
polar areas.

Meteorological conditions in the accumulation area of ice sheets

The GrIS, like the AIS and any large ice body, can be divided into an accumulation
and an ablation zone according to the governing conditions regarding mass balance. In
the ablation zone along the coast and up to a few hundred kilometers inland, melting
and consequential runoff are the dominating processes and lead to an overall nega-
tive mass balance. In the interior of the GrIS, the accumulation zone, the net surface
mass balance is positive with precipitation outweighing negative processes. Melting
occurs rarely and turbulent surface fluxes become more important than in the ablation
zone (Lenaerts et al., 2019). The great rarity of melting and connected percolation
of meltwater ensures an almost undisturbed annual layer stratigraphy in the snow and
firn column; a prerequisite for accurate dating of proxy records for paleoclimate stud-
ies. Deep ice cores motivated by climate reconstruction have therefore been drilled
predominantly in the accumulation zone of ice sheets. In addition, the locations were
placed on domes or the ice divide to ensure negligible horizontal flow of ice (Dans-
gaard and Johnsen, 1969). Hence, the prevailing meteorological conditions at most
ice core drilling sites, both on the GrIS and the AIS are similar regarding the surface
energy balance:

First, snow has a high albedo between 80 % and 90 % and reflects most of the in-
coming shortwave radiation (Lenaerts et al., 2019). This leads to year-round low air
temperatures mainly below the melting point with summer monthly mean temperatures
below -10 ◦C in central Greenland and Antarctica (Turner et al., 2020; Hanna et al.,
2021). Consequently, the specific humidity in the interior of ice sheets is low, with
summer maximum values of ~5 g kg−1 on the GrIS and <1 g kg−1 on the AIS despite
the endless frozen water reservoir at hand (Steen-Larsen et al., 2013; Casado et al.,
2016). In the winter, during polar night conditions, the air is principally saturated and
the atmosphere stably stratified resulting in very weak deposition surface fluxes (Box
and Steffen, 2001). In the summer, however, a small fraction of the continuously in-
coming solar radiation is absorbed by the snow which leads to a prominent diurnal
cycle signal in the snow surface temperature. The diurnal warming and cooling of the
surface trigger vertical gradients in air temperature and humidity which lead to turbu-
lent surface fluxes contributing to the surface energy balance. Cold air advection and
long-wave heating can further contribute to the formation of temperature gradients in
the air (Anderson and Neff , 2008). So formed convective boundary layers with un-
stable atmospheric stratification that favor turbulent surface fluxes have been observed
on ice sheets (King et al., 1996; Cullen and Steffen, 2001). The predominant creation
mechanism for turbulence in the accumulation zone of ice sheets is the buoyancy term
as the surface is rather smooth which limits the wind shear contributions. The relevant
determining parameter for turbulence induced by shear is the surface roughness length,
which is difficult to measure. Generally, the bedrock topography below the ice sheet
does not influence the ice sheet surface topography. Therefore, the surface is generally
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flat with wind-generated snow formations defining the surface roughness length (Al-
bert and Hawley, 2002; Filhol and Sturm, 2015). Typical roughness lengths for snow
surfaces reported in literature range from 2·10−5 m to 5·10−4 m depending on the sea-
son and local wind patterns (van As et al., 2005; Van den Broeke et al., 2005; Gromke
et al., 2011; Amory et al., 2017). Since bulk or gradient estimations of surface fluxes
depend heavily on an accurate estimation of the surface roughness length, this is often
an error source.

Whereas the turbulent surface fluxes play a minor role in the surface energy balance
at ice core drilling sites (King et al., 1996; Box and Steffen, 2001; van As et al., 2005),
the humidity flux can constitute a significant part of the surface mass balance in the
accumulation zone of the ice sheets (Cullen et al., 2014) which is dependent on the
local accumulation rate; a parameter that varies substantially depending on the location
on the ice sheets.

In Greenland, observed accumulation rates in the interior of the ice sheet range
from ~10 cm water equivalent (w.eq.) a−1 to ~50 cm w. eq. a−1 (Mernild et al., 2015;
Mosley-Thompson et al., 2001; Koenig et al., 2016). In the interior of the AIS, the
annual accumulation rates are significantly less. Observed accumulation rates range
from less than 2 cm w. eq. a−1 to ~10 cm w. eq. a−1 (Thomas et al., 2017; Palerme et al.,
2014). This is due to even lower atmospheric humidity and limited influence of coastal
synoptic conditions that could bring warm and humid air masses needed for precipita-
tion inland (Masson-Delmotte et al., 2011). Instead, precipitation events in the form of
diamond dust is a frequently, often daily observed phenomenon (Fujita and Abe, 2006;
Schlosser et al., 2016) on the AIS. It also occurs on the GrIS, but less frequently. Di-
amond dust forms through radiative cooling of saturated or near-saturated air at very
low temperatures and is also referred to as clear-sky precipitation. It can contribute the
majority of annual accumulation at some places on the AIS (Ekaykin et al., 2004; Ri-
caud et al., 2017). However, the contribution from diamond dust to total precipitation
is subject to interannual variability (Stenni et al., 2016). It further seems to be highly
dependent on interannual variability and location, whether the snowfall events show a
seasonal pattern (Burkhart et al., 2004) or not (Porter and Mosley-Thompson, 2014;
Dibb and Fahnestock, 2004; Fujita and Abe, 2006). However, even if there is no clear
accumulation seasonality, snowfall events are spread unevenly throughout the year and
the majority of the annual accumulation can be attributed to few, major snowfall events
(Fujita and Abe, 2006; Servettaz et al., 2020).
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2.1 Methods

In order to answer the research questions outlined in Chapter 1.1.4, I used observa-
tional in-situ data from EastGRIP (see Chapter 2.2.1) in the accumulation zone of the
GrIS. Besides meteorological parameters, vapor and snow samples were analyzed for
their isotopic composition using a CRDS. The measurement technique and necessary
data processing steps are outlined in the next section of this chapter. A full description
of the site and an account of the available data sets is given in Chapter 2.2.
For Paper I, we developed a new measurement method to monitor the exchange of sta-
ble water isotopes between snow surface and lower atmosphere in-situ through direct
isotope flux measurements. The method is based on the combination of fast eddy-
covariance humidity flux measurements and slower vapor isotope measurements.
Additionally, a laboratory experiment was designed and is presented in Paper II. The
chamber set-up allowed control of the environmental parameters and hence the mon-
itoring of the effect of the sublimation process on the snow isotopic composition un-
der ideal conditions. The study was supplemented by similar experiments carried out
at EastGRIP under characteristic environmental conditions and an additional control
snow surface sampling scheme.
Paper III makes use of the acquired meteorological and isotope data from EastGRIP
as input parameters for a simple numerical mass-balance model simulating vapor-snow
exchange processes and their influence on the isotopic composition of the snow. For
this, the observations of the snow isotope content serve as benchmark for the model
results.

2.1.1 Stable water isotope measurements

To analyze a sample’s water isotopic composition as defined by equation 1.1, the ratio
of molecular concentrations of rare and abundant water species needs to be measured.
The two ways to measure such concentrations are either using the indirect mass spec-
trometry (MS), or the direct optical spectroscopy method.
The technique behind Isotope Ratio Mass Spectrometers (IRMS) is the separation of
charged ions or molecules based on their weight using an electromagnetic field (Ghosh
and Brand, 2003). Due to the highly adsorbing behavior of water molecules, however,
they can not be analyzed directly using a mass spectrometer. Instead, water molecules
need to be transferred into gases with less sticky characteristics like CO2, H2 or O2
through chemical reactions. For measurements of δD the reduction to pure hydro-
gen gas (Bigeleisen et al., 1952) or pyrolisys into CO and H2 (Gehre et al., 2004) is
commonly performed, whereas for δ 18O the equilibration method with CO2 gas (Ep-
stein and Mayeda, 1953) is used. Hence δ 18O and δD need to be analyzed separately.
Despite highly precise and accurate, the MS method is therefore a slow and costly
measurement technique, which is usually used for characterizing calibration standards.
Moreover, samples need to be available in liquid or solid phase and MS is therefore not
suitable as in-situ method to measure water vapor directly.
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The alternative optical spectroscopy measurement technique relies on the specific
light absorption characteristics of the different water species. Hence water molecules
of different species can be identified by analyzing the absorption peaks at different
wavelengths in an optical spectrum. The area under the respective absorption peak is
directly linked to the number of molecules of the respective species in the sample vol-
ume. There are several instruments commercially available that all rely on the same
principle but use slightly different analysis methods. The instrument I used to ana-
lyze liquid samples and water vapor was a cavity ring-down spectrometer (CRDS) type
L2140-i from the manufacturer Picarro Inc. This instrument introduces a gaseous sam-
ple into a chamber kept at 50 Torr (~67 mbar) and exposes it to two lasers of known
wavelength. The chamber (cavity) includes semi-transparent mirrors that increase the
optical path length to 6.7 km. The measurement starts when the lasers are stopped and
the fading of the light intensity, i.e. the "ring-down" is measured. In an empty cavity,
this takes 22 µs (Casado, 2016). The presence of target molecules within the cavity
will lead to a decrease of this ring-down time, as the absorbance increases according
to the Lambert-Beer law. Once the absorption spectrum in the respective bandwidth
is generated, the area under the absorbance peak for the respective molecules is calcu-
lated and the ratio inferred (see Figure. 2.1). Instead of integrating the spectra directly,
a fit is calculated taking into account the physical principle of absorption and relevant
environmental factors, such as pressure and temperature that define the peak shape.

Figure 2.1: Absorption spectrum of CRDS analyzer type L2140-i
Measurements were performed at 20.000 ppmv in dry air carrier gas. The peaks are labelled with the
associated isotopologue. Lines are least-square fits to the data using Galatry profiles. From Steig et al.
(2014).

The measurement precision and accuracy of the CRDS technique depends on the
goodness-of-fit to these absorbance peaks, the instrument’s ability to keep the mea-
surement conditions constant and on the humidity level in the cavity. The same water
standard measured at different humidity levels results in different CRDS readings of the
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isotopic ratio. This is referred to as the humidity-isotope response of the instrument and
has shown to be different for different water standard values (Weng et al., 2020). Addi-
tionally, the noise on the measurement increases with lower humidity as the shapes of
the absorption peaks change and the fit becomes worse. The manufacturer, therefore,
recommends measuring at humidity levels of ~20.000 ppmv when measuring liquid
samples in the laboratory. However, when measuring vapor in-situ on the GrIS, ambi-
ent humidity varies in the range of 500-8000 ppmv. Consequently, the measurements
have to be calibrated.

CRDS calibration

Generally, measurements obtained by a CRDS have to be corrected for the instrument’s
1) humidity-isotope response and 2) drift and 3) calibrated against the VSMOW-SLAP
scale, to obtain highly accurate and comparable data. The reasons are, as outlined
above, the instrument’s limited ability to obtain a good fit to the absorption peaks and
the absence of a calibration of peak height to VSMOW-SLAP scale. Moreover, the
aforementioned stickiness of water molecules leads to memory effects in the measure-
ments when the isotopic composition of the sample changes abruptly, for example,
when the vapor sampling level is switched or when liquid samples are analyzed in se-
quence in the laboratory. Memory effects become larger the more contact surfaces are
present in the sampling system, including the cavity. As a result, CRDS measurements
require the routine performance of a calibration protocol. In the following, I will briefly
outline the calibration protocol followed for the liquid sample analysis performed at the
stable water isotope laboratory of the AWI in Bremerhaven, Germany, and the protocol
for the in-situ measurements at EastGRIP.

Liquid samples calibration protocol

Snow samples were kept frozen until the day of the analysis. The samples were melted
at room temperature in closed plastic Whirl-Paks to prevent fractionation. Afterwards,
1.8 ml of sample were transferred to 2 ml glass vials, which were closed with a septa-
cap and placed in the tray of a PAL autosampler. The samples were vaporized with
a Picarro high-throughput vaporizer heated to 110 ◦C. Following the van Geldern and
Barth (2012) measurement protocol, each sample is injected four times and analyzed
at a humidity level of 20,000 ppmv, making humidity-isotope calibrations unnecessary.
To account for memory effects, three distinctly different standards are injected ten times
each (one twice) at the beginning of each measurement run. The resulting memory ef-
fect curves are used to calculate run-specific memory coefficients with which the sam-
ple injections are post-run corrected in order to avoid discarding sampling injections
and to reduce measurement time. Drift monitoring samples along with a quality con-
trol sample are measured throughout the run. The deviation of this quality control run
from the true value can be used to describe the measurement accuracy.
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Vapor sample calibration protocol

As in the laboratory, it is important for in-situ measurements to keep environmental
conditions for the CRDS as stable as possible to limit the instrument’s tendency for
drift. Similar to the laboratory routine, the measurements have to be calibrated to the
VSMOW-SLAP scale. For this purpose, one of two standards bracketing and one (qual-
ity) standard in the expected range of observed isotopic composition is measured in
alternating sequence once a day. The custom-made calibration unit (similar to Steen-
Larsen et al. (2013)) used for the EastGRIP calibration runs allows the regulation of
the humidity level. In the daily calibration routine, standards are measured at a high
humidity level (~7000 ppmv) and at a low humidity level (~3000 ppmv) and the drift
over the season is monitored. The 3000 ppmv level was chosen as it was perceived as
low enough to be a reference level for the low humidity observations at the same time
as being high enough to assure sufficient precision of the standard measurement. Ad-
ditionally, humidity calibrations are performed once at the beginning, during and at the
end of the season. For these, all three standards are measured at several humidity levels,
spanning the expected range of humidity (Steen-Larsen et al., 2013).

If the drift does not outweigh the noise on the calibration pulses, all humidity-
isotope response curves are averaged to estimate the season specific humidity-isotope
correction function that is used to calibrate all measurements after the season. In case
of visible drift in the measured quality and calibration standard values, it has to be ac-
counted for during calibration. During the field seasons 2018 and 2019, the secondary
standards listed in Table 2.1 were used.

Table 2.1: Standards used for EastGRIP Vapor Analysis

Standard Purpose δ 18O [‰ ] δD [‰ ]

Boulder Water Upper Boundary -14.15 -111.65
South Pole Lower Boundary -55.39 -435.31
Arctic Water Quality Check -30.30 -239.13
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2.1.2 Surface humidity flux measurements

An important part of this thesis, besides the field of stable water isotopes, is the anal-
ysis of turbulent surface fluxes that exchange heat and humidity between the earth’s
(snow) surface and the atmosphere. Only by knowing how much and under which con-
ditions snow is sublimated and deposited, is a quantification of effects of vapor-snow
exchange on snow properties possible. However, although studied for over a century
(Foken et al., 2006), turbulence or turbulent transport, as opposed to laminar transport
(Schmitt, 2017), remains a quantity difficult to measure. Turbulence is the irregular
movement of air, different from the mean wind, that can be thought of as variously
sized swirls of motion, so-called eddies, superimposed on the mean wind and on each
other. The largest eddies are generated by forcing mechanisms at the surface and con-
tain the highest levels of energy. This energy is passed on to smaller eddies (and so
forth) until it dissolves in molecular viscosity (also referred to as Energy Cascade).
Turbulent eddies of all sizes move atmospheric quantities such as momentum, heat and
scalars, e.g. water molecules, by their motion. Since this is a chaotic movement with-
out direction, it acts as a mixing process, spreading the quantity in space.
Turbulence is created through shear or buoyancy production. Wind shear is always
enhancing turbulence whereas it depends on the temperature gradient if buoyancy in-
tensifies or counteracts turbulence. These two forcing mechanisms are used to define
the atmospheric stability (ξ ), a measure for the atmosphere’s tendency to en- or dis-
courage vertical motion. For this, the Obukhov-length L is calculated which can be
interpreted as the height at which buoyancy dominates over shear (Stull, 1988). It fol-
lows with measurement height z:

ξ =
z
L
=

−zkg(w′Θ′
v)

Θv u3
∗

≈ zkg∆Θv

u∗Θv∆U
(2.1)

u∗ =
(

u′w′2 + v′w′2
)0.25

(2.2)

with u∗ being the shear parameter (friction velocity) and (w′Θ′
v) the buoyancy term,

which can be approximated by the vertical gradient of the virtual potential temperature
∆Θv. Otherwise, k=0.4 is van Karman constant, g is gravity acceleration, U wind
speed and u,v,w the three dimensional wind components. Typical averaging times are
between 10 min and 1 hour. A negative ξ indicates unstable atmospheric stability that
allows for large fluxes and convective movements, whereas a positive ξ value indicates
stable atmospheric conditions. For an unstable atmosphere (ξ <0), the ground needs
to be heated above the temperature of the overlying air. This seems implausible for
snow-covered areas but has been observed at EastGRIP and other locations on an ice
sheet (Chapter 1.2.3 & 2.2.1).
This chapter focuses on the measurement of scalar fluxes, as the humidity or latent heat
flux (LE). There are two main approaches to measuring turbulent transport: the flux-
gradient method and the eddy-covariance method. Both methods are used throughout
this thesis and will be briefly explained in the following.
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Flux-gradient method

The flux-gradient method understands turbulence as transport along a gradient in anal-
ogy to a diffusive transport. The constraining parameters are a vertical gradient in the
quantity that is transported and a diffusivity parameter (K), characteristic for the trans-
port conditions (Foken and Wichura, 1996). As K is unknown, the transport is often pa-
rameterized by following the Monin-Obukhov similarity theory (Monin and Obukhov,
1954). Using the bulk method with a gradient defined by one measurement height and
the surface, the latent heat flux can thus be approximated by (Van AS, 2011):

LE = ρ Lv/s κ
2 u(

ln zu
z0u

−ψu

) (q−qsat)(
ln zq

z0q
−ψq

) (2.3)

with ρ being the density of air, Lv/s the latent heat of vaporization or sublimation,
zu,zq the measurement heights of humidity (q) and wind (u), z0u,z0q the corresponding
roughness lengths (see Chapter 2.2.1) and ψu,ψq the atmospheric stability correction
functions. Commonly used empirically-derived correction functions are from Paul-
son (1970); Businger et al. (1971); Högström (1988); Holtslag and De Bruin (1988).
The physical explanation of the roughness length for momentum z0 is the height above
the (bare) ground at which the wind becomes zero. It can be calculated during neutral
atmospheric stability by assuming a logarithmic wind profile. Roughness lengths in na-
ture span several orders of magnitude from ice surfaces with z0 = 1 ·10−5 m to forests
with z0 = 1 m (Stull, 1988). The roughness lengths of temperature and humidity are in-
ferred from z0 (e.g. for snow Andreas, 1987). If measurements from two levels are
available, the gradient can also be calculated between the levels, given that the mea-
surement uncertainty is small enough to resolve, at times, small vertical gradients.
The flux-gradient method is an indirect way for estimating the turbulent fluxes because
it relies on empirical functions and is therefore associated with high uncertainties. It is
highly dependent on and sensible to the used roughness lengths, which are difficult to
measure and therefore a great uncertainty risk (Optis et al., 2016). It further does not
account for potential counter-gradient transport and poses high requirements for the in-
strument precision and accuracy. Further, the applicability of the flux-gradient method
under stable conditions can be limited as underlying assumptions may be violated un-
der stable conditions (Sorbjan and Grachev, 2010)

Eddy-covariance method

The eddy-covariance (EC) method is a direct method for measuring turbulent surface
fluxes. A sonic anemometer records three-dimensional wind speed while the scalar of
interest is measured simultaneously in the same sampling volume (Swinbank, 1951).
The idea is to measure eddies of all relevant sizes, i.e. frequencies, by measuring at
a high frequency (>10 Hz) for a long enough but necessarily short averaging period
to avoid sampling signals outside the turbulence spectrum. The optimal length of the
averaging period varies, depending on the atmospheric stability and surrounding topog-
raphy. The covariance of vertical wind and humidity time series is computed for the
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averaging period.

covar(w,q) =
1
N

N

∑
i=1

(wi − w̄)(qi − q̄) =
1
N

N

∑
i=1

w′
iq

′
i = w′q′ (2.4)

This way, vertical air movements are associated with the respective humidity measure-
ments and a net vertical humidity flux w′q′ can be monitored. From this, the latent heat
flux can be obtained with:

LE = w′q′ ·ρ ·Lv/s (2.5)
The EC method does not rely on empirical functions or the similarity theory as-

sumption. However, the accuracy of the method relies on the compliance with under-
lying assumptions regarding measurement location, instrument installation and nature
of transport (Foken and Wichura, 1996). The most important requirements are that:

• Taylor (1915) hypothesis of stationarity is fulfilled

• Reynolds (1894) averaging can be applied, i.e. mean vertical flow is zero

• the terrain is flat and homogeneous

• fetch area of the flux system is the area of interest

• instrument is installed horizontally, directed in the mean wind and flow is undis-
turbed

• the transport is of fully turbulent nature

The data has to be quality controlled with respect to the mentioned requirements.
Compliance with some can be ensured through post-processing of the data, e.g. small
deviations from the mean wind direction can be corrected for by rotating the wind vec-
tors, i.e. setting v = 0. Additionally, several frequency-correction functions are applied
to the calculated cospectrum during post-processing, necessary due to instrument limi-
tations and data processing effects like averaging. Similar to the flux-gradient method,
the EC method’s applicability to stable atmospheric conditions might be limited. The
assumption, that transport is only realized through turbulence might be violated un-
der stable conditions as submeso-motion like structures can play a crucial role in this
atmospheric state (Mahrt, 2009).
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Figure 2.2: EastGRIP camp site
The location of the EastGRIP camp on the GrIS is shown in b) and the outline of camp and clean snow
area as viewed from above in a). The windrose shows the wind direction distribution of the summer
season 2019. Due to the rather constant wind direction, the flux, vapor and snow sampling site are
largely unaffected by camp activities. Aerial picture credit: J. Box and A. Hubbard

2.2 Data & Field Site

2.2.1 East Greenland Ice Core Project (EastGRIP) site

Field observations used throughout this thesis were obtained from the East Greenland
Ice Core Project (EastGRIP or EGRIP) site (75◦37'47" N, 35◦59'22" W in July 2019) on
the GrIS at about 2700 m above sea level. The EastGRIP camp is located in North-East
Greenland (Figure 2.2 b) at the onset of the north-east Greenland ice stream (NEGIS)
(Fahnestock et al., 1993) in the accumulation zone of the GrIS.

The camp was set up in 2016 to accommodate an ice core drilling project with
the aim to drill through a fast-flowing ice stream motivated by an improved under-
standing of characteristics and flow behavior of ice streams. In 2021 the project
is ongoing and supposed to reach bedrock in 2022. All drilling activities are per-
formed during the summer months (May-August) in trenches below the surface. At
peak times, the camp hosts about 40 scientists and staff who carry out research
projects above and below the surface. The SNOWISO project is part of EastGRIP’s
surface science division and has set up a dedicated clean snow area upstream of
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the camp in the direction of the prevailing wind (Figure 2.2 a). This way, impact
from the camp on the monitored atmospheric and snow properties are minimized.
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Figure 2.3: Atmospheric stability recorded at East-
GRIP during summer 2019
The stability was calculated with the EC data accord-
ing to equation 2.1. Bins are spaced in 0.05 increments.
Negative values report unstable atmospheric conditions.

The SNOWISO project has moni-
tored the isotopic and meteorological
conditions, including surface fluxes,
each summer season between and in-
cluding 2016 to 2019. Thereby, un-
stable atmospheric conditions were
observed, which is an important fac-
tor for sublimation (see Figure 2.3).
Additionally, the Geological Survey
of Denmark and Greenland has been
operating an automatic weather sta-
tion (AWS) at the EastGRIP field site
since 2016 through the Programme
for Monitoring of the Greenland Ice
Sheet (Fausto et al., 2021) such that
basic meteorological information is
available continuously between May
2016 up to today. The meteorologi-

cal conditions at the EastGRIP site within the period May 2016 to April 2020 are char-
acterized by an annual mean 2 m air temperature of -28.7 ◦C (min daily avg: -61.6 ◦C,
max daily avg: -1.9 ◦C) and a mean annual specific humidity of 0.81 g kg−1 (min daily
avg: 0.01 g kg−3, max daily avg: 4.1 g kg−1). Such conditions are representative for
other accumulation zone locations on ice sheets (see Chapter 1.2.3). The annual cycles
of monthly means of air temperature, specific humidity and net radiation are shown in
Figure 2.4. The mean annual accumulation rate at Eastgrip is ~10-15 cm w. eq (Karls-
son et al., 2020).We have observed a seasonality in accumulation with the majority of
snowfall occurring in late summer and autumn.
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Figure 2.4: Meteorological conditions at the EastGRIP site The annual cycle of monthly mean tem-
perature, specific humidity and net radiation are shown as recorded by the local AWS station in the four
years from May 2016 to April 2020. The net radiation is defined as positive for downward fluxes. Hu-
midity and radiation data are missing in the period 11.2019 - 04.2020.
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2.2.2 Data sets from EastGRIP

The SNOWISO project repeatedly set up a combination of instrumentation to observe
near surface atmospheric parameters up to a height of ~7m using tower installations
in the dedicated clean snow area of the EastGRIP camp. Besides the standard mete-
orological parameters, surface fluxes and vapor isotopic composition were measured
throughout the summer months between 2016 to 2019 (Figure 2.5 a). Further, a com-
prehensive snow sampling protocol was followed to monitor the temporal and spatial
variability of snow properties, such as specific surface area, density, temperature, and
isotopic composition. Figure 2.5 b shows an exemplary snow sampling event for vari-
ous depths.

Figure 2.5: EastGRIP sampling of snow and atmospheric parameters
The regularly observed parameters are presented schematically in a) and a typical snow sampling
scheme with snow samples of different depths shown in b). Picture credit: A. Thayer.

The respective data sets are being made available on publicly accessible data repos-
itories, and an overview is given in Table 2.2.
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Table 2.2: Data sets from EastGRIP

Parameter Temporal / Spatial Resolution Height / Depth Observation Period doi

M
et

eo
ro

lo
gy

Wind Speed & 10min 0.5,1,2m 14.06-04.08.2016
Wind Direction 10min 0.4,0.8,1.7m 08.05-07.08.2017

1s 0.3,1.8m 19.05-07.08.2018
1s 0.5,1,5m 26.05-31.07.2019 [128]

Temperature 10min 50,100,200cm 14.06-04.08.2016
10min 40,80,170 cm 08.05-07.08.2017

1s 2,5,10,30,80,180cm 19.05-07.08.2018
1s 5,10,30,50,200cm 26.05-31.07.2019 [128]

LE&H 10min 180cm 14.06-28.07.2016
surface 10min 160cm 08.05-07.08.2017
fluxes 30min 180cm 19.05-17.08.2018

30min 215cm 23.05-31.07.2019 [129]
Humidity hourly 0.5,1,2,7m 11.06-07.08.2016
mixing hourly 0.3,0.7,1.7,7m 14.06-10.08.2017
ratio hourly 0.3,0.8,1.8,7m 07.05-06.08.2018

hourly 0.5,1,2,7m 25.05-27.07.2019 [130]

Sn
ow

Accumulation ~3days / 200x1m 11.06-02.08.2016
~3days / 200x1m 12.05-13.08.2017
~3days / 200x1m 25.05-05.08.2018 [124]
~3days / 200x1m 17.05-30.07.2019

Temperature 1s 0,5,10,20,30,50,75,100 cm 25.05-31.07.2019
1s surface 25.05-31.07.2019

SSA daily / 10x10m 0-2.5cm 09.06-02.08.2016
& Density daily / 10x10m 0-2.5cm 30.06-03.08.2017

daily / 10x10m 0-2.5cm 05.05-06.08.2018
daily / 10x10m 0-2.5cm 27.05-31.07.2019

St
ab

le
W

at
er

Is
ot

op
es

Surface Snow daily / indi. 10x10 & 20x50m 0-1,6-7cm 11.06-03.08.2016
daily / indi. 10x50m 0-1,6-7cm 03.05-11.08.2017
daily / con. 10x10m 0-0.5,0-1,0-2cm 11.05-05.08.2018
daily / con. 10x10m 0-0.5,0-1,0-2,0-5cm 17.05-31.07.2019

Surface Snow daily / indi. 10x10m 0-2.5cm 09.06-02.08.2016
daily / indi. 10x10m 0-2.5cm 30.06-03.08.2017
daily / indi. 10x10m 0-2.5cm 05.05-06.08.2018
daily / indi. 10x10m 0-2.5cm 27.05-31.07.2019

Snowpack ~2 days / 2cm 0-30cm (x2) 26.06-04.08.2016
bi-weekly / 2cm 0-1m (x5) 03.05-12.08.2017
bi-weekly / 2cm 0-1m (x5) 12.05-06.08.2018
bi-weekly / 2cm 0-1m (x5) 29.05-24.07.2019

Vapor hourly 0.5,1,2,7m 11.06-07.08.2016
hourly 0.3,0.7,1.7,7m 14.06-10.08.2017
hourly 0.3,0.8,1.8,7m 07.05-06.08.2018
hourly 0.5,1,2,7m 25.05-27.07.2019 [130]
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3 Summary of Papers

Paper I: Quantifying the Stable Water Isotopologue Exchange Between Snow Surface
and Lower Atmosphere by Direct Flux Measurements.

Sonja Wahl, Hans Christian Steen-Larsen, Joachim Reuder, and Maria Hörhold (2021)
Journal of Geophysical Research: Atmospheres, 126 (13)

Paper I presents in-situ observations of stable water isotope fluxes from the interior of the GrIS
measured with the eddy-covariance technique. With these unprecedented direct observations
from the GrIS, we investigate the vapor-snow exchange process by calculating the isotopic
composition of the humidity flux.

The outlined method of combining high-frequency turbulence and simultaneous vapor iso-
tope measurements allows a quantification of the isotope fluxes without relying on empirical
models (RQ 1). These are the first observations of this kind performed in polar conditions on
an ice sheet. The study entails a thorough quality control procedure to ensure reliable results
which shows that the presented method is most accurate in unstable to slightly stable atmo-
spheric conditions. We further estimate the measurement uncertainty of the eddy-covariance
method which shows to be within the uncertainty range of other methods given in the literature.
A comparison with isotope flux estimates using bulk methods shows a satisfying agreement,
albeit the necessary exclusion of some measurement points due to violation of compliance
with bulk method criteria. Our observations show that, as expected, the isotope fluxes closely
follow the pattern of the humidity flux and continuously exchange water isotopes between
snow and atmosphere by deposition and sublimation. During deposition conditions, we find a
dependency of the humidity flux isotope signal on the vapor isotopic composition and the ob-
servations suggest an isotopically enriched deposition flux compared to the near-surface vapor
(RQ 2, Figure 3.1a). During sublimation conditions, the isotopic composition of the humidity
flux is dependent on the snow isotopic composition and relatively depleted in heavy isotopes
compared to the snow (RQ 2, Figure 3.1b). This provides indisputable in-situ evidence of frac-
tionation during sublimation (RQ 3). A comparison with established fractionation functions
suggests a sublimation flux that is, averaged over the season, close to vapor in equilibrium with
the snow surface.
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Figure 3.1: The dependency of observed humidity flux isotope signal (δF ) on snow (δS) and vapor (δV )
isotopic composition during sublimation (a) and deposition (b), respectively (Wahl et al., 2021).



30 Summary of Papers



31

Paper II: The Role of Sublimation as a Driver of Climate Signals in the Water Isotope
Content of Surface Snow: Laboratory and Field Experimental Results

Abigail G. Hughes, Sonja Wahl, Tyler R. Jones, Alexandra Zuhr, Maria Hörhold, James W. C.
White, and Hans Christian Steen-Larsen (2021)
The Cryosphere, (15)

Paper II investigates the role of vapor-snow isotope exchange for the formation of the snow
isotopic composition on hourly timescales; with a focus on the sublimation process. Through
a set of laboratory and field experimental observations, we evaluate the effect of sublimation
from the snow perspective.

In the controlled laboratory experiments, we find that the sublimation process affects the
snow isotopic composition through fractionation during sublimation and show the consequen-
tial enrichment of heavy isotopes in the snowpack and an accompanying decrease in the snow’s
d-excess value (RQ 3, Figure 3.2). Although strongest at the surface, the sublimation signal
affects underlying layers down to a depth of 2-3 cm, which can be explained by diffusion. De-
spite different experimental runs under varying temperature and dry-air flow conditions, we
can not identify a dependency between rate of change in δ 18O and sublimation rate (RQ 4).
However, the change in d-excess shows a strong dependency on sublimation rate. With this
study, we contribute to the existing series of experimental studies about fractionation includ-
ing sublimation by co-measuring, for the first time, the isotopic composition of the vapor in
contact with the snow surface both in the laboratory and during the field experiments. In the
intermediate experiment, with isolated snow samples under field conditions, we find the same
enrichment behavior, albeit less extreme owing to less sublimation compared to the laboratory
settings. Additional probing of the undisturbed snow surface showed both enrichment and de-
pletion on hourly timescales, with a significant correlation between vapor and snow isotopic
composition in three of four experiments (RQ 4). The results of our study demonstrate that the
snow surface isotopic composition is variable on hourly timescales. A simple zero-order mass
balance calculation concludes that the vapor-snow exchange process imprints on the seasonal
snow isotopic signal, while there is a seasonal net sublimation flux.
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Figure 3.2: Gradual, sublimation-induced isotopic enrichment (a) and decrease of d-excess (b) in snow
samples from laboratory experiments (modified from Hughes et al., 2021).
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Paper III: Challenging Old Axioms: Interpretations of Water Isotopes in Ice Cores

Sonja Wahl, Hans Christian Steen-Larsen, Abigail Hughes, Laura J. Dietrich, Alexandra Zuhr,
Melanie Behrens, Anne-Katrine Faber and Maria Hörhold (submitted to Nature Geoscience)

Paper III studies the influence of vapor-snow isotope exchange on the temporal evolution of the
surface snow isotopic composition that was observed during the summers of 2018 and 2019 at
the EastGRIP location. Based on a mass balance approach, we set up a simple surface snow
model to explore whether surface humidity fluxes can explain the observed temporal variabil-
ity in the snow isotopic composition.
To exclude influences from snow drift or precipitation, we make use of the daily collected
snow surface samples that were unaffected by snowfall and wind and model the evolution of
the snow isotope signal in-between sampling events. We use the in-situ measured meteorolog-
ical parameters to drive the model and benchmark the model’s performance against observed
day-to-day changes. By parameterizing sublimation in analogy to the CG-evaporation model,
the snow model can explain 35% (52%) of the observed variability in the δ 18O (δD) signal
(RQ 5). By contrast, when assuming equilibrium fractionation, the model’s ability to capture
the temporal variability is worse. When fractionation during sublimation is switched off, the
R2 value approaches zero. This result clearly shows that vapor-snow exchange is an impor-
tant driver for the snow isotopic composition on short timescales (RQ 6). With a sensitivity
analysis, we identify the most influential parameters determining the magnitude of the change
in snow isotopic composition to be the net latent heat flux (defined by flux strength and dura-
tion), the vapor isotopic composition and the deviation from the latter to vapor in equilibrium
with the snow (RQ 4). We further show that the impact of vapor-snow exchange on the snow
isotopic composition is not constant throughout the observation period. Since the magnitude
of sublimation effects is constrained by the vapor-snow isotope gradient and the humidity flux
strength, a climate signal gets imprinted in the snow isotopic composition through the surface
humidity flux. We hypothesize that surface fluxes could therefore be a process linking the cli-
mate and snow isotope signal by damping the influence of individual precipitation events on
the seasonal isotope signal through a tendency to bring snow and vapor closer to equilibrium.
This paper stresses the need for the implementation of a fractionation-including sublimation
process in isotope-enabled climate and complex snow models.
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Other scientific contributions

Paper A: An Unmanned Aerial Vehicle Sampling Platform for Atmospheric Water Va-
por Isotopes in Polar Environments

Kevin S. Rozmiarek, Bruce H. Vaughn, Tyler R. Jones, Valerie Morris, William B. Skorski,
Abigail G. Hughes, Jack Elston, Sonja Wahl, Anne-Katrine Faber and Hans Christian Steen-
Larsen, (2021), Atmospheric Measurement Techniques, (accepted)

This paper presents a sampling technique for stable water isotopes from high altitudes, specif-
ically designed for sampling across the atmospheric planetary boundary layer (PBL). Air is
sampled into flasks mounted on an autonomous fixed-wing aircraft and afterwards analyzed
for its water vapor isotopic composition using the established laser spectroscopy method. Six
flights were performed at the EastGRIP location in summer 2019. The measurement precision
was 0.45 ‰ (2.8 ‰ ) for δ 18O (δD) inferred from two flasks sampled at the same height. This
method promises to generate important results in future field campaigns that will allow the
analysis of the evolution of the PBL in the course of a day and the exchange processes across
it, both of which are largely unconstrained processes in polar areas and above an ice sheet.

For this study, I contributed to the generation of reference vapor tower measurements and I
assisted with test sampling in the field. I provided feedback on the analysis and the manuscript.

Paper B: Exploring the role of surface snow metamorphism on the isotopic composition
of the surface snow at EastGRIP

Romilly Harris Stuart, Anne-Katrine Faber, Sonja Wahl, Maria Hörhold, Sepp Kipfstuhl, Kris-
tian Vasskog, Melanie Behrens, Alexandra Zuhr, and Hans Christian Steen-Larsen,
(to be submitted to The Cryosphere)

In this paper, snow metamorphism at the EastGRIP location is quantified and analyzed as pos-
sible driver for post-depositional changes in snow isotopic composition. With the help of daily
snow samples, collected over the course of three summers (2017-2019), an empirical decay
model is defined that describes the evolution of the snow’s specific surface area (SSA), a mea-
sure for snow microstructure, after snowfall events. Prominent SSA decay events identify
periods of strong snow metamorphism. In over 70% of prominent SSA decay events, snow
metamorphism corresponds to decreases in the snow’s d-excess value over a period of two
days. During these periods, a net sublimation flux was measured. Further, it was identified
by principal component analysis, that d-excess and SSA variability shows coherent structures
during periods of low spatial variability in snow parameters. This suggests that the precip-
itation d-excess value is altered by processes driving surface snow metamorphism, i.e. firn
diffusion, sublimation and deposition.

For this study, I took part in the snow surface sampling in the field and provided the pro-
cessed latent heat flux data. In addition, I assisted in analyzing and interpreting the data and
contributed to the manuscript.
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Paper C: Kinetic fractionation factors for ocean evaporation

Daniele Zannoni, Hans Christian Steen-Larsen, Andrew J. Peters, Sonja Wahl, Harald Sode-
mann, Árný E. Sveinbjörnsdóttir, (to be submitted to Science Advances)

For this paper, ocean evaporation flux isotopic composition is calculated from six months of in-
situ vapor isotope measurements from Bermuda in the northwest Atlantic. The data allows the
deduction of the kinetic fractionation factor (k) involved in evaporation and an evaluation of its
two-regime dependency on wind speed as proposed by Brutsaert (1975a,b) (Figure 1.6). The
two-level gradient measurements are precise enough to calculate the evaporation flux’ isotopic
composition using a flux-gradient method. From these, mean values of k18O = 5.2±0.6 ‰ and
kD = 4.3±3.4 ‰ and an average ratio of kD/k18O = 0.83 are inferred which agrees well with
theory (Merlivat and Jouzel, 1979). The results showed to be highly sensitive to sea sur-
face temperatures, with kD being more sensitive due to the higher temperature dependency of
the equilibrium fractionation factor. We find evidence for a dependency of fractionation fac-
tors on 10 m wind speed, albeit with low sensitivity of ~ -0.2 ‰ m s−1, yet the data suggest a
monotonous decrease of k with wind speed, without a separation into two regimes.

For this study, I contributed to discussions regarding the calculations of the evaporation
flux isotopic composition. Additionally, I provided edits to the manuscript.
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4 Concluding Discussion

4.1 Synergy of the papers

This thesis explores the influence of vapor-snow isotope exchange on the climate signal im-
printed in the snow isotopic composition in a holistic way: I used laboratory experiments
and in-situ observations to test the influence of sublimation on the snow isotopic composition
by studying both the humidity flux (Paper I) and the snow isotopic composition (Paper II).
I further investigated the process understanding of post-depositional influences on the snow
isotopic composition by setting up a simple, in-situ observation-driven snow surface model,
using a mass balance approach (Paper III). Field observations of the evolution of the isotope
signal in the surface snow were used to benchmark the model’s performance. The three stud-
ies combined have demonstrated that sublimation from a snow surface involves fractionation
and, together with deposition, causes changes in the snow isotopic composition throughout the
summer. These post-depositional alterations of the snow isotopic composition therefore have
the potential to imprint permanently on the climate signal in the snow. In the following, I will
explore what consequences my findings have for the interpretation of ice core isotope records
as paleoclimate proxies.

4.2 Perspectives

Climate signal recording in snow

The isotope signal in global precipitation is not governed by the local condensation tempera-
ture alone and is therefore not a proxy for local climate. Instead, it is the global mean tempera-
ture and the difference in evaporation to condensation temperature that define the initial vapor
isotopic composition and the successive amount of rainout (Johnsen et al., 1989; Sodemann
et al., 2008), and hence constrain the isotope signal of vapor, rain and snowfall. Changes in
the isotope signal of snow or firn cores can therefore not merely be interpreted as local tem-
perature signal but rather as regional climate signal. However, precipitation is an intermittent
phenomenon and can therefore not record the climate continuously (Persson et al., 2011). In
contrast, the vapor isotopic composition is continuously modulated by both the local diur-
nal cycle signal and by regional synoptic-scale weather phenomena and seasonal temperature
variations (Bagheri Dastgerdi et al., 2021). Hence, the vapor isotopic composition is directly
linked to regional climate and if there were an archive for water vapor isotopic composition, it
would be a better climate archive than the precipitation archive found in ice cores.

Paper I and III suggest that vapor-snow exchange of stable water isotopes could be the
link between snow and atmospheric vapor signal and could, given that fluxes are large enough,
tie the snow isotopic composition tighter to ambient conditions. Specifically, the vapor signal
gets imprinted by forming small amounts of frost and rime at the surface during deposition,
which includes fractionation (Casado et al., 2016). During sublimation, the Craig and Gordon
(1965) (CG) formulation of the sublimation flux allows for an influence of the vapor on the
sublimation flux isotopic composition. In this way, the climate signal in the vapor defines the
sublimation flux isotopic composition and thus the magnitude of the change in the snow sig-
nal associated with sublimation. These processes seem to restore the snow-vapor equilibrium
because, on average, the vapor is in thermodynamic equilibrium with the snow (Casado 2021,
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Paper III). Supporting this, the results of Paper I show a sublimation flux isotopic signature
that is, averaged over the season, close to vapor in equilibrium with the averaged snow surface.
This could indicate the existence of a process that restores isotopic equilibrium after precipita-
tion events when new air masses are advected. This process would need to be able to deplete
or enrich the snow isotopic composition, depending on the disequilibrium between snow and
vapor. The CG model assumes that fluxes of different isotope species can be described through
their independent gradients and their ratio taken as the evaporation flux isotopic composition.
If the CG model is suitable for sublimation conditions, we can, indeed, formulate a scenario
in which the snow gets depleted during sublimation.

The influence of vapor isotopic composition on the change in snow isotopic composition
during sublimation

The isotopic composition of the humidity flux is prescribed by the ratio of heavy to light wa-
ter isotope flux, which is, in turn, constrained by the isotope specific gradient and the specific
turbulent diffusion coefficient (Chapter 1, equation 1.7). Assuming the two isotope species
are independent from each other, one can formulate some interesting theoretical perspectives.
With regards to RQ 4 & 5, I use the Merlivat and Jouzel (1979) formulation of the CG model
for thought experiments regarding the isotopic composition of the humidity flux. The CG
humidity flux isotopic composition is influenced by the surface temperature (TS), which in-
fluences equilibrium fractionation, and the prevalent sub-saturation which causes kinetic frac-
tionation. However, a factor that is of fundamental importance, even for the sign of the flux
isotope signal, is the deviation of the vapor isotopic composition from vapor in isotopic equi-
librium with the snow. I will refer to this deviation as disequilibrium. Figure 4.1 shows the
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Figure 4.1: Influences on the isotopic composition of the evaporation flux
The flux isotopic composition dependency on disequilibrium and sub-saturation conditions in a) and on
surface temperature in b). For a) the surface temperature is -12 ◦C. For both plots, the snow has a δ 18O
value of -25‰ . Different colors represent varying deviation from vapor that is in equilibrium with the
snow.

calculated δ 18O value of the humidity flux as a function of a) sub-saturation (RHs) and b)
surface temperature. As can be seen, the flux isotopic composition is highly sensitive to the
disequilibrium. Similarly, Benson et al. (1994) discuss the highly variable humidity flux iso-
topic composition in the context of advected vapor mixing-in with local evaporated vapor
from a lake surface. Analogies can be drawn from the lake setting to the ice sheet, where
synoptic weather events can bring in significantly depleted or enriched vapor and therefore
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create the disequilibrium (Steen-Larsen et al., 2017; Schlosser et al., 2010). An important
difference between sublimation and evaporation conditions, however, is that mechanical and
diffusive mixing in a liquid water body will counteract the evaporation effect at the surface
relatively quickly, whereas mixing with lower layers is very slow in the solid snow matrix.
This is why the influences of sublimation in the snow surface isotopic composition are visible.

Figure 4.2: The disequilibrium threshold at which subli-
mation causes isotopic depletion of the snow assuming
k18O = 6.2 ‰ and kD = 0.88 ·k18O. Ice-vapor equilibrium
fractionation factors used from Ellehoj et al. (2013).

The disequilibrium in the vapor-snow
system resulting from advected vapor
with strongly anomalous isotope sig-
nature can lead to extreme values in
the humidity flux isotopic composi-
tion. Under very depleted vapor condi-
tions, this results in humidity fluxes that
are more enriched in heavy water iso-
topes compared to the source (snow/wa-
ter) isotopic composition. Under these
conditions, relatively more heavy wa-
ter isotopes are transported compared
to a layer-by-layer removal and there-
fore the snow becomes depleted dur-
ing sublimation. Following Merlivat
and Jouzel (1979) (Chapter 1, Equa-
tion 1.8) and assuming a constant k of
k18O = 6.2 ‰ and kD = 0.88 · k18O, the
disequilibrium threshold can be calcu-
lated at which sublimation leads to iso-

topic depletion of the snow surface. This threshold is dependent on temperature, sub-
saturation and kinetic fractionation factors. As can be seen from Figure 4.2, weaker hu-
midity gradients and warmer surface temperatures favor sublimation-depleting conditions.

Figure 4.3: Vapor-snow disequilibrium influences on the
rate of change in δ 18O snow isotope signal (∆ δ 18O ) as-
suming δS=-25‰ , TS=-12 ◦C, u=4.5ms−1, z0=1.3e−4m.
The mass transfer rate (LE) is calculated from RHs.

To evaluate the rate of change in
the snow isotopic composition expected
from different disequilibrium condi-
tions, one can calculate the effect of sub-
limation on a 5 cm snow layer using a
simple mass balance approach, similar
to the one used in Paper III. The rate
of change observed in snow is depen-
dent on the amount of mass that subli-
mates (Paper II). To combine the de-
pendency of change in snow isotope sig-
nal on mass transfer and environmental
conditions, the mass of snow removed
is calculated from the humidity gradient
(1-RHs) and mean observation values of
snow temperature, roughness length (z0)
and wind (u) using a flux-bulk formula.
This way, implausible combinations of
mass transfer and environmental condi-
tions are ruled out. For average obser-
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vation values of TS=-12 ◦C, u=4.5 m s−1 and median z0=1.3·e−4 m, this leads to a latent heat
flux (LE) of ~2.8 W m−2 and 0.6 W m−2 for RHs values of 50 % and 90 %, respectively. Fig-
ure 4.3 shows the results of the calculations for a range of disequilibrium conditions. De-
pending on the disequilibrium between vapor isotopic composition and vapor in equilibrium
with the snow, the flux and therefore the effect on the snow isotopic composition can vary
greatly. The more enriched the vapor, the higher the enrichment in the snow. Even at equilib-
rium, the snow will become enriched owing to kinetic fractionation. It also becomes apparent,
that under average environmental conditions, depletion during sublimation conditions are rare.

Figure 4.4: Observations of strongly depleted vapor com-
pared to equilibrium vapor
Daily snow and hourly vapor isotopic composition during July
2019. Equilibrium vapor was calculated using ice-vapor equi-
librium fractionation factors of Ellehoj et al. (2013) and ob-
served snow surface temperatures. The orange lines indicate
times at which the threshold for snow depletion during subli-
mation is passed.

The comprehensive set of me-
teorological and isotopic observa-
tions at the EastGRIP location al-
lows to investigate whether condi-
tions favoring depletion during sub-
limation have been observed dur-
ing the field campaigns. For mean
daily sublimation conditions, the
threshold for depletion during sub-
limation is not reached. How-
ever, the vapor was significantly
depleted compared to equilibrium
conditions in the period between
11th July 2019 and 26th July 2019, a
pre-requisite for depleting condi-
tions. To investigate sub-daily con-
ditions, we make use of half-hourly
meteorological data sets and, in the
absence of high resolution samples,
the daily snow surface samples, that
were taken before noon. These sub-
daily calculations show, that the
sublimation-depletion threshold has been reached several times during late July 2019 (Fig-
ure 4.4). Supporting this theory, the snow surface samples show a gradual depletion during
this period which could hint to combined depletion effects during sublimation and deposition
conditions.

Relevance of vapor-snow exchange for the ice core signal

The overarching question that arises from the findings of my thesis is: Is vapor-snow exchange
important for the ice core isotope signal that is analyzed as climate proxy?
If so, how much of the precipitation input signal is overprinted by vapor-snow exchange and
how does it influence climate reconstructions from ice core isotope records?
In the literature, arguments for both, noise or signal, can be found. Stichler et al. (2001) argues
for ice cores from high alpine glaciers, that the influence of surface fluxes is negligible for
the interpretation of ice core records, provided that the characteristics of surface fluxes do not
change in time. Münch et al. (2017) states that post-depositional vapor-exchange processes are
irrelevant for the firn isotope record. However, they focus on the signal formation phase after
the snow is buried, i.e. phase 3b after the influences of surface fluxes have ceased. In contrast,
Pang et al. (2019) states that moisture recycling, including sublimation, may be potentially
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influential for the AIS summer snow surface isotopic composition but that observations, of the
kind presented in this thesis, are missing to draw further conclusions. A study by Casado et al.
(2020) discusses vapor-snow exchange as both a possibly noise introducing mechanism due to
spatial and temporal variability of surface fluxes or as a possibly noise reducing mechanism,
if vapor-snow exchange significantly imprints a climate signal during times of precipitation
absence, therefore bridging the intermittency gaps. Recently, Casado et al. (2021) identified
summer snow metamorphism, induced by surface sublimation and condensation from sub-
surface vapor, as an important contributor for the formation of Antarctic seasonal isotopic
composition in two case studies by studying the second-order parameters d-excess and 17O-
excess. In their study, the authors implemented fractionation during sublimation and support
it with Paper I & II of this thesis. The authors conclude that major post-depositional snow
metamorphism events imprint on the snow to an extent, that the signal is conserved during ice
formation. Interestingly, they conclude that post-depositional effects were not equally relevant
for all observation periods studied. This indicates that lasting effects of post-depositional
influences are highly dependent on the length of precipitation free periods in which the snow
is in direct contact with the atmosphere. Neumann et al. (2008) further concludes that the
humidity flux magnitude and its relative importance on the surface mass balance compared to
accumulation is determining the effect of surfaces fluxes on the ice core record. This suggests
that regions of high impact of vapor-snow surface exchange on the climate signal in snow can
be identified by studying the humidity flux relevance to the surface mass balance and its net
sign, i.e. net deposition or sublimation flux.
As straightforward as this might sound, estimating the contribution of the humidity flux to
the surface mass balance is difficult to assess for the interior part of ice sheets. Local EC
flux observations are sparse and flux-gradient measurements highly uncertain since they are
sensitive to choices of scaling parameters like roughness lengths. As climate models likewise
rely on the bulk flux-gradient method, modeled estimates of the surface flux contribution are
equally uncertain. There are few existing literature estimates for the net humidity flux, as
fluxes are generally assumed to be negligible for the surface mass balance in the interior of
ice sheets (Lenaerts et al., 2019). For the interior GrIS, a net annual deposition flux was
estimated from observations by Box and Steffen (2001) and from a mass balance model by
Cullen et al. (2014). Both studies calculate a net sublimation flux during the summer months,
in agreement with observations from EastGRIP (Paper I & III). The latest unpublished work
within the SNOWISO research group estimates, for EastGRIP, that up to ~30% of precipitated
snowfall sublimates during the summer months. Such high values indicate that vapor-snow
surface exchange is important for the summer snow signal. For the AIS, Genthon et al. (2017)
estimates that the net surface humidity flux sublimates up to 10 % of the annual accumulation
input at Dome C based on observations. A net sublimation flux is also reported in Stearns and
Weidner (1993) for the South Pole area. Despite small net fluxes, the integrated mass turnover,
i.e. sublimation and deposition in sum, might be the relevant parameter for estimating the
imprint of vapor-snow exchange on the snow isotope signal, since the effects of deposition do
not necessarily counteract the effects of sublimation. Based on spatially variable humidity flux
balances on both ice sheets, as well as changing accumulation rates on longer timescales, it
is reasonable to assume that the contribution of the humidity flux to the surface mass balance
has not been constant in time. Consequentially, it can not be assumed that the impact of post-
depositional vapor-snow exchange for the ice core isotope signal has been stable on ice core
record time scales. To conclude, an in-depth evaluation of the extent to which the precipitation
signal is overprinted by vapor-snow exchange requires a snow or climate model that is able to
simulate both the precipitation isotope signal and the vapor-snow exchange signal.
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4.3 Outlook

Future work

From the findings of my thesis, several follow-up work tasks emerge. First and foremost, my
work stresses the necessity of implementing fractionation during sublimation from snow sur-
faces in isotope-enabled climate models. Given that 12.5 % of global land area is permanently
covered with snow (Bamber et al., 2018), this is critical for tracer studies. For this purpose,
further experimental studies have to be conducted in order to identify the fractionation factors
associated with sublimation and deposition. Hence, more in-situ observations of the humid-
ity flux isotopic composition are necessary. As motivated in Paper I, the use of so called
flux-CRDS with higher sampling frequency (Chazette et al., 2021) could extend the applica-
bility of the EC method for isotope fluxes to more stable conditions and likewise increase the
database of humidity flux isotopic composition over snow surfaces. From such an extensive
set of in-situ observed flux data, it should be possible to deduce the kinetic fractionation fac-
tor for sublimation as done in Paper C, and similarly for deposition. Alternatively, laboratory
experiments similar to the experiments in Paper II, could be used to infer the kinetic fraction-
ation coefficient for sublimation. If moist air with a known isotopic composition were pumped
through the experimental chamber, one could draw direct comparisons to the CG model. Sim-
ilar experiments have been conducted for the estimation of the kinetic fractionation factor for
evaporation (Kim and Lee, 2011; Cappa, 2003; Gonfiantini et al., 2020). The same set-up
could be used to test the thought experiments of Chapter 4.2, i.e. to investigate if snow can
get depleted of heavy isotopes during sublimation. For this experiment, very depleted vapor
would need to be advected over enriched snow.

Climate model performance benchmarking with ice core isotope records

The ultimate goal for the ice core paleoclimatology community is an in-depth understanding of
the signal formation process with all important drivers identified and parameterized. Besides
vapor-snow exchange at the surface, this entails other processes such as snow metamorphism,
snow ventilation and stratigraphic noise. By being able to simulate all processes constituting
the transfer function between climate and snow signal, we could use climate models to simulate
isotope records and compare them directly against snow, firn and ice core isotope records.
Without the need for paleothermometer calibration functions, this would unlock past climate
history in drilling places, where no instrumental measurements have been available and extend
model validation periods back in time. A thorough signal formation understanding would
further allow to reduce the signal-to-noise ratio in isotope records. As a consequence, natural
climate variability could be studied in more detail by using existing high-resolution isotope
records of the Holocene as well as records from future ice core drilling projects that promise
Antarctic ice dating back one million years.
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Quantifying the Stable Water Isotopologue Exchange between
Snow Surface and Lower Atmosphere by Direct Flux Measure-
ments

Sonja Wahl, Hans Christian Steen-Larsen, Joachim Reuder, Maria Hörhold
Journal of Geophysical Research: Atmospheres, 126/13 (2021)





1. Introduction
The turbulent humidity flux at the Earth’s surface continuously exchanges water between the land and 
marine reservoirs to the atmosphere. On the global scale, sublimation and evaporation move up to half a 
million cubic kilometers of water per year (Bengtsson, 2010; Trenberth et al., 2007). This water vapor flux 
has important implications for the frozen reservoir of water in the form of ice sheets. The humidity flux in-
fluences the surface mass balance (SMB) of the ice sheet, both directly in the form of sublimation and depo-
sition, and indirectly, as part of the local energy balance (Fausto et al., 2016; Lenaerts et al., 2019). Currently, 
the net water vapor flux between the snow surface and the atmosphere in the interior dry snow region of the 

Abstract Surface processes in high latitudes play an important role in global climate and 
thus understanding the physics of these systems is critical for improving climate projections. The 
characterization of the stable water isotopologue flux between the surface and the atmosphere offers 
the potential to constrain parameterizations of these physical surface exchange processes in numerical 
models. In addition, observations of isotopologue surface fluxes allow the evaluation of surface fluxes as a 
process influencing the formation of the climate signal retrieved from ice core isotopologue records. Here, 
we present a record of stable water isotopologue surface fluxes measured in-situ in the accumulation 
zone of the Greenland Ice Sheet at the East Greenland Ice Core Project site. We measured isotopologue 
fluxes above the snow surface directly by combining high-frequency eddy covariance measurements with 
low-frequency isotopologue measurements from a cavity ring-down spectrometer (CRDS). We developed 
a method to correct for the high-frequency loss of the CRDS by combining humidity measurements from 
both the CRDS and eddy covariance instruments. Using this approach our measurements provide the first 
direct observations of water isotopologue fluxes in polar areas. We observed a clear diurnal cycle in the 
fluxes of the different water isotopologues. The isotopic composition of the sublimation and deposition 
flux showed to be dependent on the snow and vapor isotopic composition, respectively. To a first order, the 
isotopic composition of the sublimation flux could be derived assuming equilibrium fractionation during 
sublimation.

Plain Language Summary Heavy water molecules behave differently than light water 
molecules during phase change processes. By measuring both, the heavy and light water concentration 
throughout the atmospheric water cycle, we gain a better understanding of the processes involved. 
Processes that are not well understood and therefore difficult to represent in climate models, are surface 
exchange processes in the polar areas. Including heavy water molecules as an additional parameter in 
climate models can improve our understanding of the water exchange between snow and atmosphere. 
In order to test model results, we need observations of the exchange of heavy and light water molecules 
between snow and air. We have therefore developed a method that allows us to measure the flux of heavy 
water molecules directly. To do so, we combined high-frequency wind and humidity measurements 
from a flux system, with slower laser spectroscopy heavy water measurements to obtain the flux. We 
correct for the losses in the high-frequency range of the slower instrument, by combining the humidity 
measurements of both the fast and the slow instruments. With this method, we observed that the heavy 
water flux follows the diurnal cycle, and that, on average, the snow surface defines the heavy water 
content in the sublimation flux.
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Greenland Ice Sheet (GrIS) helps to maintain the total mass of the ice sheet (Box & Steffen, 2001; Lenaerts 
et al., 2019). In a warming climate, however, this contribution could change sign to a net mass loss, accel-
erating the ongoing shrinking of ice sheets (Cullen et al., 2014). Such future changes, influencing SMB and 
energy balance, can only be predicted by climate models and rely on an accurate parameterization of hu-
midity fluxes. Recent studies indicate, however, that climate models seem to systematically underestimate 
turbulent surface fluxes over ice surfaces (Box & Steffen, 2001; Fettweis, 2007; Noël et al., 2015).

Stable isotopologues of water act as natural tracers within the water cycle and provide an independent 
constraint on the parameterization of the exchange between the snow surface and the atmosphere. Each 
time a water parcel undergoes a phase change process, its characteristic isotopic fingerprint is modified. 
The isotopic composition of a water parcel can therefore be interpreted as an integrated signal of its path 
in the water cycle (Galewsky et al., 2016). As a consequence, the isotopic composition of, for example, the 
atmospheric water vapor can be used as an observable quantity to evaluate isotopologue-enabled model 
performance (e.g., Gryazin et al., 2014; Steen-Larsen et al., 2017). In isotope-enabled models, the individual 
water isotopologues are simulated independently. This way, difficult to observe processes like atmospheric 
entrainment and other mixing processes can be constrained through observations of water isotopologues 
(e.g., Benetti et al., 2018; Benson et al., 1994). Using multiple isotopologue-enabled General Circulation 
Models, Steen-Larsen et al. (2017) documented biases in the simulated water vapor isotopic composition 
above the GrIS despite only small differences between the observed and simulated specific humidity. They 
argued that this could indicate that the models did not accurately capture the moisture sources for the vapor 
above the ice sheet and hence illustrated how water isotopologue observations provide additional informa-
tion on the modeling of the atmospheric hydrological cycle.

To identify the relevant processes responsible for potential model biases using water isotopic composition, 
the logical next step is to investigate the fluxes connecting the reservoirs with respect to their isotopic fin-
gerprint. Such model verification requires accurate in-situ observations of the water isotopologue fluxes 
between the surface and the atmosphere. Those can be obtained either indirectly, by the Flux-Gradient 
(FG) method (Yakir & Wang, 1996) or the Keeling-Plot (KP) method (Keeling, 1958), or directly, by eddy 
covariance (EC) measurements (Swinbank,  1951). Based on the typical time resolution of the measure-
ment systems for stable water isotopologues in the order of seconds, the FG method would be the natural 
choice. Measurements of CO2 and H2O isotopologue fluxes using the FG method have been used to quantify 
ecosystem activity in areas with moderate humidity levels (Griffis et al., 2005; Lee et al., 2007, 2009; Welp 
et al., 2008). Good et al. (2014) and Wei et al. (2015) used the isotopic signal of the humidity flux to differen-
tiate between evapo- and transpiration using the KP method. Both approaches are based on the assumption 
that turbulent fluxes can be interpreted as gradient induced diffusion and are the foundation for flux pa-
rameterizations in models. The quality of these flux estimates are based on measurements of high precision 
and assumptions of source and sink homogeneity and the absence of counter-gradient transport (Griffis 
et al., 2008). However, those bulk methods experience inherent shortcomings, in particular when it comes 
to polar areas, characterized by low atmospheric humidity content and predominantly stable conditions 
(Anderson & Neff,  2008). The established gradient-flux relationships are based on the Monin-Obukhov 
similarity theory (MOST), but the underlying assumptions for the use of this approach may be frequently 
violated under stable conditions (Grachev et al., 2013; Mahrt, 2008; Sorbjan & Grachev, 2010). This issue 
can be expected to become more severe with increasing atmospheric stability in the surface layer. In addi-
tion, the gradient measurement strategy requires simultaneous measurements at different levels, and thus, 
optimally two analyzers that have to be carefully calibrated and maintained to provide the corresponding 
measurements with sufficient precision.

To overcome the inherent drawbacks of the gradient dependent approaches, the EC method is often applied. 
The EC technique is widely accepted as a direct and robust method for measuring latent and sensible heat 
fluxes (e.g., Foken et al., 2012; Lee et al., 2005) and has previously also been used for measurements of trace 
gas exchange (e.g., Baldocchi, 2014; Wohlfahrt et al., 2009) and isotopologue fluxes (e.g., Braden-Behrens 
et al., 2019; Griffis et al., 2008, 2010). The EC method is based on the understanding of the eddy energy 
cascade which states that transport happens over a wide range of frequencies (Kolmogorov, 1991). This 
implies the demanding requirement of high precision and high temporal resolution measurements (Foken 
et  al.,  2012). Measurement systems, which do not meet the sampling requirements due to instrument 
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limitations and set-up, have to rely on cospectral frequency loss corrections to obtain accurate flux meas-
urements (Moore, 1986). Depending on the system set-up, both high and low-frequency corrections, might 
be required. Such corrections of measured covariances can be done by applying empirically derived models 
(Kaimal et al., 1972), utilizing analytical approaches (Massman, 2000; Spank & Bernhofer, 2008) or using 
on-site reference measurements for comparison, as outlined by Ferrara et al. (2012).

To establish isotopologue-enabled climate models as tools to improve our understanding of climate dynam-
ics and climate projections, they need to have accurate process parameterizations implemented. Expanding 
on the limited numbers of stable water isotopologue flux measurements and adding observations, especially 
in the polar areas, is therefore a necessity to contribute to isotopologue-enabled climate model advance-
ment. Unfortunately, this adds the complications emanating from low humidity and low temperature polar 
environments to the inherent challenges of scalar flux measurements. Hence, there is a need for a robust 
method to obtain stable water isotopologue fluxes.

This study presents a method for measuring stable water isotopologue fluxes in polar areas by combining 
high-frequency EC measurements with ∼1  Hz water vapor isotopologue cavity ring down spectroscopy 
(CRDS) measurements. CRDS instruments have previously demonstrated a good performance of contin-
uous, high precision in-situ water vapor isotopologue measurements in high latitude locations (Berkel-
hammer et al., 2016; Bonne et al., 2014; Casado et al., 2016; Steen-Larsen et al., 2013). To assure robust 
isotopologue flux estimates in such environments, a stringent quality control based on integrated one-sided 
cospectra (ogive) analysis is outlined. Measurements obtained with this method will help to improve the 
process of understanding throughout the water cycle, whenever isotopologues are exchanged. We demon-
strate the use of this method by presenting stable water isotopologue flux measurements between the snow 
surface and the atmosphere at the East Greenland Ice-Core Project (EastGRIP) site in the summer of 2019. 
Our results show that the isotopic composition of the humidity flux is dependent on vapor and snow isotop-
ic composition, and that fractionation processes take place during sublimation.

2. Data & Set-Up
2.1. Measurement Site

The measurement site was located at 75° 37′ 47′′ N, 35° 59′ 22′′ W in North-East Greenland at 2,700 m al-
titude on the GrIS. Measurements were conducted as part of the surface science division of the ongoing 
international deep ice core drilling project EastGRIP. Turbulent fluxes of heat, moisture, and water isotopo-
logues were sampled continuously throughout the summer of 2019 from 25 May to 29 July. The local time 
(LT) corresponds to the UTC-2 timezone. Instruments for this study were installed on a tower in a dedicated 
clean snow area, with other camp and housing facilities downwind, to ensure undisturbed measurements 
(Figure 1).

Radiation and relative humidity data were obtained from a continuously operating automatic weather station 
(AWS) from the Program for the Monitoring of the Greenland Ice Sheet (PROMICE) (Ahlstrøm et al., 2008; 
Fausto & van As, 2019), installed roughly 1 km SE from the flux measurement site. The synoptic conditions 
throughout the measurement campaign were characterized by a prevailing and rather stable wind direction 
of 285°N (±1   = 53°), a mean 2 m air temperature of −9.9 °C (max = 1.3 °C, min = −25.4 °C), low aver-
age specific humidity of 1.9 g/kg (max = 4.7 g/kg, min = 0.4 g/kg) and a distinct diurnal cycle visible in all 
relevant meteorological parameters on clear sky days.

2.2. Instruments

The instrumentation on the measuring tower used for monitoring isotopologue fluxes directly, consisted of 
a combination of two instruments. An IRGASON 2-in-1 sonic anemometer and open-path mid-InfraRed 
absorption Gas Analyzer (IRGA) by Campbell Scientific measured high-frequency three-dimensional wind 
and humidity and an optical Cavity Ring-Down laser absorption Spectrometer (CRDS), type L2140-i from 
Picarro measured stable water isotopologues in the vapor. The relative concentrations of naturally occur-
ring stable water isotopologues 16DH O (also D), 18

2H O (also 18O) and 17
2H O were measured simultaneously 
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together with specific humidity by the CRDS. Specific humidity was reported in ppmv. Since the rare and 
heavy water isotopologues occur in small amounts compared to the abundant species ( 16

2H O), the rare spe-
cies were reported in ‰ following the standard  -notation after H. Craig (1961):

  * * */ 1VSMOWR R (1)

*R  is the ratio of concentrations between the rare(*) and abundant isotopologue and *
VSMOWR  is the ratio of 

the reference Vienna Standard Mean Ocean Water (VSMOW) (de Laeter et al., 2003).

The IRGA was installed at an initial measurement height of 2.15 m above the snow (2 m-level), facing the 
prevailing wind direction. There was no significant change in the snow height observed throughout the sea-
son and all calculations were made using the initial height throughout the campaign. The IRGA measured 
3D-wind components 


( , , )U u v w  and absolute humidity w in the same measurement sample-volume. 

The CRDS inlet for vapor probing was mounted at 2.15 m, receiving the air sample just as it left the IRGA 
sampling volume with an offset of 10 cm in the prevailing wind direction (Figure 2). Three additional va-
por inlets were installed on the tower at 0.47, 0.96, and 7.13 m height, referred to as the 0.5 m-, 1 m- and 7 
m-level. The four inlets merged into one tube at the base of the tower using three three-way solenoid valves 
(EVT317-6DZ-02F-Q). From this junction, the air sample was pumped through a 15 m heated copper tube 
(OD: 1/4”) using a KNF pump (N811 KN.18) with a flow rate of 10 L/min to the CRDS, which was kept 
in a tent at a constant temperature of 15 C. The overall measurement set-up is schematically presented in 
Figure 2.

2.3. Sampling Strategy

The IRGA measured wind, humidity, and sonic temperature continuously at a sampling frequency ( sf ) of 
20 Hz. The raw data were stored on a CR6 Campbell Scientific Datalogger and the data were monitored 
using the Campbell Scientific program LoggerNet.
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Figure 1. The location of the EastGRIP measurement site in the accumulation zone of the GrIS (a) and with respect to 
the surrounding camp (c). The tower was set up in a dedicated clean snow area away from camp in the direction of the 
prevailing wind (b). (Background picture in (c) taken 24.06.2017 at 300 m altitude, Credit: J. Box and A. Hubbard) (Data 
for map (a): I. M. Howat et al., 2014; I. Howat et al., 2015).
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Vapor was pumped from four levels using the Picarro’s valve sequencer software in a repeated one hour 
cycle of 10 min at levels 0.5, 1, and 7 m, and 30 min at the 2 m-level together with the IRGA high-frequency 
measurements. This resulted in a total of 1,350 30 min-periods for eddy covariance flux computation at the 
2 m-level, hereafter called EC-periods. The CRDS ran in the 17O-sampling-mode and vapor data of humidity 
and isotopologue concentration were generated at a sf  of ∼1 Hz.

For comparison with the snow surface isotopic composition, half centimeter surface snow samples were 
sampled daily from 10 locations along a 100 m long transect. The samples were shipped frozen to the stable 
water isotope laboratory at Alfred-Wegener-Institut, Bremerhaven, Germany and analyzed on a CRDS as 
one consolidated sample following the Van Geldern and Barth (2012) measurement protocol.

2.4. Calibration and Uncertainty

The in-situ CRDS measurements of the isotopic composition of the vapor were calibrated against the 
VSMOW-SLAP scale using secondary laboratory standards fully spanning the range of observed water va-
por isotopologue values provided by the Institute of Arctic and Alpine Research, University of Colorado (see 
Table S1). The CRDS instrument was calibrated once every day by providing a stream of vapor from indi-
vidual standards using a custom made calibration system. As the CRDS instrument was observed to be very 
stable, the measurements were combined to one set of VSMOW-SLAP calibration curves for  18O and D 
to reduce the influence of the measurement noise from the day-to-day standard measurements. To account 
for the expected humidity dependency on the isotopologue measurements, humidity-isotopologue response 
curve calibration runs were performed several times during the campaign to test for stability (Steen-Larsen 
et al., 2014). The humidity-isotopologue response curve was established by creating a stream of water vapor 
with a constant isotopic composition at different humidity levels (Steen-Larsen et al., 2013). No drift in the 
humidity-isotopologue response curve was observed during the campaign, but the humidity-isotopologue 
response curve was dependent on the isotopic composition of the individual standards as previously ob-
served by Weng et al. (2020) (Figures S6–S9). Linear interpolation in the isotopologue space between the 
humidity-isotopologue response curves was applied to correct for this dependency. The uncertainties on the 
CRDS vapor isotopologue measurements were assumed to be 0.23 and 1.4‰ for  18O and D, respectively 
and similar to that observed by Madsen et al. (2019) after Steen-Larsen et al. (2014).
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Figure 2. A schematic drawing of the system set-up comprising of the tower installations and the instrumentation 
inside the tent. Proportions are not to scale.
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To calibrate all available instruments for humidity, the AWS humidity data quality was tested and confirmed 
to be accurate by comparing the measurements with observations of an additional on-site CRDS analyzer. 
This analyzer had been calibrated against a custom made dew point generator spanning saturation vapor 
pressure levels from −40°C to 5°C. The average of the bias between the humidity measurements of these 
two was less than 0.001 g/kg for the specific humidity range of 0.4–1.6 g/kg. The bias in higher humidity 
conditions is assumed to be of the same order of magnitude. The AWS humidity measurements were then 
used as reference for CRDS and IRGA humidity post-season calibration.

Flux error computation required the specification of uncertainties of the individual parameters. The pre-
cision statements of the manufacturer for the IRGA were 0.006 mmol/mol on the humidity readings and 
0.5 mm/s on the vertical velocity measurements. We defined the uncertainty of averaged vertical wind data 
to be the standard deviation of the mean over the averaging period.

The manufacturer does not give a precision value for the CRDS humidity readings, so the CRDS precision 
was estimated using controlled humidity calibration pulses. The obtained precision values for the isotopo-
logues, as well as the humidity measurements, are conservative estimates of the actual instrument uncer-
tainty, since the vapor stream, provided by the calibration system, was variable in itself. Furthermore, it is 
stated by the manufacturer, that the CRDS precision is humidity dependent. In agreement with this, we 
inferred a 0.2% uncertainty on the isotopologue as well as the humidity readings of the CRDS.

3. Flux Calculation Method

In the following section, we describe the protocol for calculating kinematic isotopologue fluxes ( kin
DF  and 

18
kin

OF ) with units gm/(kgs) directly from the raw field data. An overview of the workflow is provided in Fig-

ure 3. The protocol for the humidity flux ( kin
qIRGAF ) follows established procedures as in Mauder et al. (2006).

3.1. Preconditioning of Data

All 1350 EC-periods, in which CRDS and IRGA measured at the same height, were evaluated for isotopo-
logue flux calculations. Data of the first and last 2.5 min were excluded from the beginning and end of each 
EC-period to avoid influences from the valve switching and allow for synchronization between instruments. 
The CRDS data set was interpolated to homogeneous 1 Hz-frequency. Humidity and isotopologue concen-
trations were converted to mass mixing ratios ( 18, ,CRDS DOq q q ) with units g/kg. Absolute humidity measure-
ments of the IRGA (w) were likewise converted into mass mixing ratio ( IRGAq ). The 20 Hz IRGA data were 
despiked following the procedure of Schmid et al. (2000) and periods with more than 1% of missing data 
were excluded (319 EC-periods discarded). Individual 25 min wind data sets were rotated into the mean 
wind direction using the double-rotation method, setting the mean w and v wind vectors to zero (  0w , 
 0v ). The despiked and rotated IRGA time series of w and IRGAq  were downsampled to averaged 1 s-reso-

lution for isotopologue flux computation.

3.2. Humidity Flux Computation

The IRGA humidity flux ( kin
qIRGAF ) was calculated from the IRGA’s mixing ratio and vertical wind data. Co-

variances (w qIRGA  ) were computed for a 25 min integration time ( ) after linear detrending. We evaluated 
shorter integration times, but found no significant improvement in the quality of the flux estimates. Inte-
grated one-sided cospectra, called ogives (Og) (Desjardins et al., 1989), were computed from w and IRGAq  for 
all despiked EC-periods following:

   



  ,

f fN

q w qIRGA IRGA
f fNyquist

Og f cospectrum f df (2)
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This presentation method of fluxes has two advantages. It illustrates how the total flux energy is distributed 
over the frequency range and it provides a method for evaluating the quality of the flux estimate with a 
given   (Foken et al., 2006). The endpoint of the ogive (i.e., the value at lowest frequency Nf ) is equal to the 

covariance w qIRGA   with units in g m/(kg s) (Mann & Lenschow, 1994).

w q Og fIRGA qIRGA N
  ( ) (3)

Frequency corrections applied to w qIRGA   comprised of low-frequency-loss corrections originating from lin-
ear detrending and high-frequency loss corrections due to path-averaging (Massman, 2000; Van Dijk, 2002; 
van Dijk et al., 2004). Webb-Pearman-Leuning corrections due to buoyancy effects (Webb et al., 1980) were 
not necessary, since fluxes were computed from the mixing ratio data directly (Businger, 1986). We used the 
established cospectral models of Kaimal et al. (1972) ( KaimalCo ) for estimating the total frequency correction 
transfer function (TF) and calculated kinematic humidity fluxes ( kin

qIRGAF ) with the resulting frequency cor-
rection factor (FCorr):

F w q FCorr w q
Co f df

qIRGA

kin
IRGA IRGA

Kaimal
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Figure 3. This workflow scheme presents a summary of the processing steps undertaken to generate quality controlled kinematic isotopologue fluxes from the 
raw field data. Details are given in the indicated subsections of the method section.
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3.3. Isotopologue Flux Computation

Due to the lower sampling resolution of the CRDS and likely additional tube attenuation effects, frequency 
corrections of covariances, computed from CRDS, were necessary. In this context, the kinematic humidity 
flux of the IRGA and its ogive is considered to represent the total humidity flux of each EC-period. It is used 
to compute the correction coefficient ( Ogcc ) to correct calculated isotopologue fluxes. The IRGA humidity 
flux measurements themselves could be verified by good agreement with two other independent on-site 
EC-systems operated during the field campaign.

To account for expected lag times between the IRGA and CRDS data, 1s IRGAq‐  and CRDSq  were lag 
time-cross-correlated. The identified lag showed to be nonuniform in time throughout the season (Fig-
ure S1), which was due to a drift in time of the CRDS software system. Hence, respective lag times yielding 
maximum correlation between 1 s- IRGAq  and CRDSq  time series were used to shift the CRDS data accordingly. 
EC-periods with lag times exceeding the values within the observed trend were excluded (7 EC-periods 
discarded).

w qCRDS  , w qD  , w q
O

 
18  and corresponding ogives were calculated using the 1 s vertical wind data from the 

IRGA. The ratio between the end values of the humidity IRGA and CRDS ogives yields the Ogcc  as:


( )
( )

q NIRGA
Og

q NCRDS

Og f
cc

Og f (5)

All covariances computed from the CRDS data were corrected with the interval-specific Ogcc . Finally, the 
frequency correction factor (FCorr) established for the humidity flux, was likewise applied to the CRDS 
isotopologue fluxes.

Knowing both, the total humidity and the isotopologue flux, one can calculate the isotopic composition of 
the humidity flux (F) as, 


* /kin kin

F q qIRGAR F F (6)

which can be converted to  -notation as introduced in Equation 1.

3.4. Alternative Methods to Calculate Isotopic Composition of the Humidity Flux

In order to compare our estimates of the isotopic composition of the humidity flux with estimates from 
methods like the Keeling-Plot or Flux-Gradient approach, we recalculate F with information from all four 
levels of the measurement tower. It is important to notice that neither of those two methods as presented 
below is suitable to estimate total isotopologue surface fluxes.

3.4.1. Flux-Gradient Method

For the FG approach, we made use of the 0.5 m-, 1 m- and 7 m-level 10 min measurements (Section 2.3) 
together with the 2 m measurements that were used in the EC calculations. Averages were computed for 
the three 10 min levels cutting the first 3 min after each valve switch, resulting in one measurement point 
at each level per hour. Likewise, 3 min were cut from the beginning of the 2 m measurement period. The 
remaining data were split into three subsets and averaged, yielding three sample points per hour at the 
2 m- level. Subsequently, measurements at each level were linearly interpolated to the mid-point of each 
EC-period. Assuming equal turbulent diffusivities for all three isotopologues, the isotopic composition of 
the humidity flux can then be calculated from the ratio of heavy isotopologue gradient to light isotopologue 
gradient. Making use of information from all four levels, we calculated * ( )FR FG  as slope of the linear regres-
sion of CRDSq  at each level against *q  at each level using the following relationship (Good et al., 2012):

   * ( )FG F CRDSq c R FG q (7)
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Again, * ( )FR FG  was converted to  * ( )F FG  using Equation 1. The standard 
error of the regression slope was taken as the uncertainty estimate for the 

  FGF  value.

3.4.2. Keeling-Plot Method

For the KP estimates of F, we assumed a steady-state within each EC-pe-
riod and the half hour that followed. We averaged the last 5 min of each 
level yielding four measurement points in 35 min. The KP approach is es-
sentially a two end-member mixing model with one mixing source being 
the free atmosphere and the other mixing source being the humidity flux 

coming from the ground. Measurements at several levels in the atmospheric boundary layer then fall on the 
mixing line of those end-members. Consequently, and without knowing the actual value of the free atmos-
phere, we can estimate  * ( )F KP  by linear regression. Therefore, we establish the linear relationship between 
the reciprocal of CRDSq  and  * and extrapolate to  1 0CRDSq  which is the unknown  * ( )F KP  following:

    * * 1( )F KP CRDSKP m q (8)

The standard error of the regression intercept was taken as uncertainty estimate for the   KPF  value.

3.5. Quality Assurance–Correction Coefficient Analysis

Calculation of fluxes using the EC method requires the check for compliance with the eddy covariance flux 
theory. The most important assumptions underlying the EC theory are homogeneity of the terrain, the ab-
sence of divergence or convergence and stationarity within the integration period (Foken & Wichura, 1996). 
Our measurement site satisfied the first two requirements, being a vast, open and homogeneous flat surface 
in the direction of the wind. Stationarity within the   was assured through the IRGA mixing ratio covariance 
(w qIRGA  ) dispersion of <30% following Foken and Wichura  (1996), and periods with higher divergence 
were discarded (138 EC-periods discarded). Furthermore, we investigated possible measurement errors in-
troduced by the measuring system by performing an extensive ogive analysis:

First, CRDS-ogives of all three isotopologues were tested for their minimum responding frequency ( resf ) and 
the difference between the res

qCRDSf  and res
qDf  or 18

res
q O

f  was computed. resf  was defined as:

f w qres

norm* *.   0 1 (9)

where norm denotes any normalized covariance from the CRDS. This was done to assure that Ogcc  can be 
used to correct fluxes of all three isotopologues.

Second, convergence analysis was performed on the ogives of the IRGAq -flux and the Dq -flux as represent-
ative for the CRDS fluxes, following a similar approach as Foken et al. (2006). In contrast to continuous 
EC measurements at one height, our intermittent data set could not satisfy the originally proposed evalua-
tion criteria, since a maximum analysis period of six times   would be required. Hence, a quality criterion 
based on the ogive shape was developed. For an adequate  , the ogive of a flux measurement will converge. 
Consequently, if a log-linear fit through the low-frequency end of the ogive had a slope close to zero, that 
is, it converged, and this EC-period was accepted. The fit was calculated for ogive values with frequencies 
<4.5 ∗ 10−3 Hz using the least squares method. Ogives were characterized according to absolute values of 
the normalized slope ( normm ) and normalized root mean square error ( normRMSE ) of the fit as defined in Ta-
ble 1. EC-periods with nonconvergent IRGAq -ogives were excluded from further flux calculation (9 EC-peri-
ods discarded). The  w D -ogives were classified as defined in Table 1. In QC2 EC-periods, the absolute value 
of the computed fluxes was slightly underestimated, as the ogive either had not reached its asymptote yet or 
had passed the extreme value already.
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Flag Quality | normm | | normRMSE | # EC-periods

QC1 accepted < 0.1 < 0.1 371

QC2 accepted 0.1 <  normm  < 0.2 < 0.1 207

QC3 discarded 0.2 < any 242

QC3 discarded any 0.1 < 57

Table 1 
Criteria for Flux Estimation Quality Based on  w D -Ogive Shape
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3.6. Isotopologue Flux Error Estimation

Conventionally, errors on EC flux measurements are either inferred from 
multiple instruments measuring the same flux or measuring during simi-
lar conditions, that is, comparing several days (Good et al., 2012). A more 
statistical approach was developed by Mann and Lenschow (1994) (ML) 
in which the integral length scale ( f ) and the correlation coefficient (r) 
between the time series of the vertical wind (w) and the scalar of inter-
est (s) are considered.  f  can be estimated by the ratio of measurement 
height to averaged wind speed within the  . The standard deviation of the 
flux estimation after ML then reads:


     


2

2

2 1( ) f
ML

rw s w s
N r

 (10)

with N  being the number of samples in   and     / ( )w sr w s . Finkel-
stein and Sims (2001) (FS) estimated the error on the flux obtained from 
EC measurements by calculating the variance of the covariance. Fol-
lowing this approach and adopting the notation from Fuller (1976), the 
standard deviation of the covariance between w and s is defined as:

FS
p m

m

p p p pw s
N

w w s s w s s w( )        

 






   
1

 (11)

where the time lag (p) is defined by m = N/2 and is added to either w or s 
in the auto-(    /w w s s ) and cross-(    /w s s w ) covariances. For compari-

son, we calculated the relative error on the isotopologue flux values using both Equations 10 and 11. Since 
the calculated isotopologue fluxes are corrected using observed differences in humidity ogives between the 
two instruments ( Ogcc ), the final flux isotopic value is essentially a product of three individually computed 
covariances. We therefore propagated the relative errors on the individual covariances, assuming they are 
not independent, to yield a final error estimation of the corrected isotopologue flux. However, this method 
produced rather high uncertainties that originate mainly from the uncertainty of the correction coefficient.

In order to differentiate errors stemming from instrument noise and sampling errors of the covariances 
(Businger, 1986), we set up an empirical error estimation using the Monte Carlo (MC) method. We carried 
out 1000 MC simulations for each EC-period that passed the quality control by adding random normally dis-
tributed noise based on the precision estimations of the respective instrument on the individual time series. 
The error on the final isotopologue flux value due to instrument noise was obtained from the standard de-
viation of the MC generated distributions. All three approaches were used to compute a relative error of the 
final isotopologue flux measurements and to separate instrument noise from stochastic (sampling) noise.

4. Results
4.1. Measuring System Characteristics

We evaluated whether our sampling set-up resulted in unequal sampling of different water isotopologues 
due to potential tubing effects. For this, the minimum responding frequency ( resf , Equation 9), defining the 
noise and signal range, was calculated. The differences in minimum responding frequency between the 
total humidity and the heavy isotopologues were evenly centered around zero (Figure S2). No systematic 
bias between the different water isotopologues was observed and the distribution around zero indicated 
randomness. Based on this analysis, we concluded that the isotopologues were not affected differently by 
the system. Hence, all measured isotopologue fluxes for a given interval could be corrected accurately with 
the calculated Ogcc  of this interval.

The equal treatment of different isotopologues was further supported by spectral density analysis of the in-
dividual isotopologue flux time series. Figure 4 shows no apparent difference in the averaged powerspectra 
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Figure 4. Spectral density analysis of the IRGA humidity covariance 
(w qIrga  ) together with the powerspectra of the CRDS covariances 
(w qCRDS  , w q

O
 

18 , w qD  ). Normalized powerspectra were computed from 
all 578 accepted 25 min EC-periods and were bin averaged using 10 
logarithmically spaced intervals per decade. w qIrga   was calculated from the 
20 Hz time series, whereas the others were computed from the 1 Hz time 
series of the CRDS. The expected slope of the inertial subrange is shown 
as a black dotted line. The negative values of the averaged CRDS spectra 
(noise influences) are indicated as arrows.
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of the individual water isotopologues measured with the CRDS. The averaged IRGA powerspectrum follows 
the expected slope for the inertial subrange. In contrast, the averaged CRDS isotopologue powerspectra 
show a dampening at high frequencies and a minimum responding frequency of ∼0.1 Hz, with higher fre-
quencies being influenced by noise.

4.2. Ogive Correction Coefficient

For obtaining the Ogcc , the humidity mixing ratio ogives of CRDS and IRGA of each individual EC-period 
were compared and evaluated according to Equation 5. The value of Ogcc  is directly linked to the shape of 
the ogives in the respective EC-period, and therefore the atmospheric stability. To demonstrate this de-
pendency, ogives of example EC-periods are shown in Figure 5. The ogives of the CRDS humidity flux only 
start increasing at a frequency of ∼0.1 Hz, which corresponds to the signal-noise threshold as observed in 
Figure 4. In contrast, the ogives of the IRGA, being an open-path instrument and measuring at a higher 
frequency, start increasing at a frequency of ∼5 Hz.

4.2.1. Dependency on the Atmospheric Stability and Friction Velocity

Turbulence is created by the interplay of two influencing mechanisms: buoyancy and wind shear. The two 
corresponding key variables are the buoyancy flux (  w T ) and the friction velocity ( *u ). The friction velocity 
is always reinforcing a turbulent transport and increases with increasing wind speed. Depending on the 
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Figure 5. Exemplary 25 min ogives of mixing ratio humidity covariances  w q* for negative nighttime fluxes (upper row: a,b,c) and positive daytime fluxes 
(lower row: d,e,f). The atmospheric stability parameter   is given for each period. The IRGA ogives (Ogw q

IRGA
, , brown dotted curves) were calculated from the 

20 Hz time series and the CRDS ogives (Ogw q
CRDS

, , blue solid curves) from the downsampled 1 Hz vertical wind and CRDS mixing ratio time series. The ratio of 
the end values yield the ogive correction coefficient for the specific EC-period.
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sign of  w T , buoyancy can enforce or counteract turbulence. The ratio of shear and buoyant turbulent forc-
ing is defined as the Monin-Obukhov length L as developed by Obukhov (1946). Taking into account the 
measurement height z = 2.15 m, the atmospheric stability can then be described by the stability parameter 
  = z/L. Unstable and stable atmospheric conditions are characterized by a negative or a positive stability 
parameter, respectively.

We used the accepted EC-periods (Table 1) to investigate the dependency of our method’s correction coef-
ficient ( Ogcc ) on   and *u . We limited our analysis to a stability range of −0.3 <   < 0.06, which includes 
weakly stable regimes but excludes very stable conditions of   > 0.06 (Mahrt, 1998). We concentrate on 
this stability range, as transport in very stable conditions is likely not predominantly governed by the two 
turbulence parameters   and *u  as further discussed in section 5.1.1. To analyze the dependency of Ogcc  on 

*u , we analyze the stability range of − 0.3 <   < 0.01, as the stability influence would otherwise mask the 
friction velocity dependency. The reader is referred to the supporting information to see the same analysis 
including very stable conditions and the dependency on wind speed (Figures S3 and S4).

The Ogcc  was found to increase exponentially with increasing stability as shown in Figure 6a). When focus-
ing on the near-neutral and unstable regimes (−0.3 <   < 0.01), a dependency of Ogcc  on the friction velocity 
becomes apparent. Values of Ogcc  increased linearly with the friction velocity (Figure 6b).

4.3. Quality of Data

During the analysis of the low-frequency shape of the  w D -ogives (Section 3.5) 578 of the evaluated EC-peri-
ods were accepted; 371 as QC1 and 207 as QC2 (Table 1). A dependency on stability was observed. In stable 
conditions, the measured  w D -ogives did not develop a pronounced S-shape which would indicate that 
both, the high and low frequency fluctuations were appropriately covered by the chosen averaging period 
and the instrument sampling frequency. Therefore, those ogives had small end values close to zero resulting 
in corresponding high Ogcc  values. Using the quality criteria, the majority of all discarded (QC3)  w D -ogives 
(#298) fall in stable atmospheric conditions (#257) and about half in the very stable conditions   > 0.06 
(#159) (Figure S5). In addition, the flux error analysis showed highest error values during the stable regime 
(Section 4.4) which is discussed in section 5.2.
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Figure 6. The Ogcc  dependency on the stability in (a) and on the friction velocity in (b). In (a), the individual Ogcc -values are color coded by the local hour 
of the day, whereas they are color coded by the stability in (b). Red markers are bin-averaged values with the corresponding mean standard error. Regression 
curves are fitted to the binned values, using the minimum least squares method. Periods of very stable conditions (  > 0.06) were excluded in (a) and periods 
with   > 0.01 were excluded in (b). Figures S3 and S4 in the supplementary material show the same analysis including all available EC-periods and the 
dependency on wind speed, respectively.
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4.4. Flux Error Analysis

The three different error calculation methods resulted in three clearly separated distributions for the rela-
tive error of the final isotopologue flux values (Figure 7). All three error distributions are skewed to the right 
but their median is located at different values for the error sum of 5%, 29%, and 56% for the MC, ML, and 
FS approach, respectively. Generally, high relative error values of the ML and MC methods could predomi-
nantly be associated with a stably stratified atmosphere and low absolute flux values, whereas values from 
the FS method could not readily be assigned to one regime only. The errors obtained from the MC method 
were an order of magnitude smaller than the errors calculated by the FS method. This was to be expected, as 
the MC approach only takes into account instrument noise and omits stochastic error contributions, that is, 
the number of independent observations. Both the ML and FS method are estimates of the total uncertainty 
of the flux measurements.

4.5. Computed Isotopologue Flux Values

Three clear sky periods (one each in May, June, and July) were chosen to demonstrate and compare the be-
havior of isotopologue surface fluxes during ideal summer conditions in the interior of the GrIS (Figure 8). 
In all three periods, the averaged net latent heat flux (LE, Figure 8c) was slightly positive, that is, sublima-
tion outweighed deposition and the humidity flux contributed negatively to the surface mass balance. Like-
wise, the net surface flux of isotopologues was directed away from the surface and the snowpack lost heavy 
isotopologues to the atmosphere through sublimation. In general, the isotopologue fluxes co-varied with 
LE. Between May and June, the amplitude of the 18O-isotopologue surface flux increased from an averaged 
daily maximum value of 0.5 10−5 g/kg to 1.5 10−5 g/kg (Figure 8a). The measured D-isotopologue flux was 
of an order of magnitude smaller than the measured 18O-isotopologue flux but showed the same pattern 
(Figure 8b). This increase in mass exchange was also observed in the sublimation rate (calculated from LE 
assuming a latent heat of sublimation of 2.834 106 J/kg) with averaged net daily values during the June peri-
od (0.14 mm water equivalent [w.eq.]) being five times larger compared to the averaged 0.03 mm w.eq. that 
sublimated during the May period. During July, the net sublimation rate decreased again to 0.08 mm w.eq. 
The mass exchange increase between May and June is accompanied by higher temperatures (Figure 8e) 
and increasing humidity. Absolute humidity observations (not shown) recorded an increase in water vapor 
content throughout the season from values of around 1 g/m3 in May to 3 g/m3 in July. The air temperature 
and relative humidity were near inversely proportional and on diurnal time scales driven by the net radi-
ation (Figure 8h). Consequently, and characteristic for polar areas, the air had a general high relative hu-
midity level (mean: 86%) despite the low absolute humidity. Saturation (with respect to ice) was repeatedly 
reached during night time hours in the May period. However, it was not reached in the June period and only 
registered around local midnight for the July period, resulting in longer periods of sublimation conditions 
(Figure 8f). A weak diurnal cycle signal in the wind speed was observed but no considerable change in wind 
conditions between the three periods was recorded (Figure 8g). In all three periods, the average net sensible 
heat flux (H, Figure 8d) was negative, indicating a gradual warming of the snowpack over the season which 
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Figure 7. The relative error distributions of final isotopologue flux values calculated with three different approaches: FS (Equation 11), ML (Equation 10), and 
MC (Monte Carlo). Corrected H2

18O flux error estimations are given in (a) and errors of corrected HDO fluxes in (b). For all three methods, values > 100% were 
excluded (MC: 2.2%, ML: 3.9%, FS: 5.7%).
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was supported by snow temperature measurements (not shown). Strong negative daytime, but weak posi-
tive nighttime, temperature gradients between snowpack and air temperature resulted in high H daytime 
values and only slightly negative daily mean H values of −0.7 W/m2 in May, when the air temperatures were 
still low. Further into the summer, a decreased net H flux showed stronger nighttime snow–air temperature 
differences during the clear-sky periods and a corresponding amplification of the energy uptake of the snow 
with a daily mean H of −5.8 W/m2 and −5.4 W/m2 in June and July, respectively.

4.6. Computed Isotopic Composition of the Humidity Flux

Although, in general, the isotopologue fluxes co-varied with the humidity flux, the relative abundance of 
isotopologues in the humidity flux changed depending on the underlying process. The identification of in-
fluencing parameters required the knowledge of the isotopic composition of the humidity flux. Therefore, 
F was calculated with the eddy-covariance method using the 1 Hz CRDS measurements following Equa-
tion 6. For comparison, F was also calculated assuming the Flux-Gradient theory (F (FG), Equation 7) and 
following the Keeling-Plot approach (F (KP), Equation 8). A detailed quality control procedure for the EC 
method was outlined in section 3.5 and summarized in Table 1. For the KP and FG approach, the estimated 
uncertainty of the F value was dependent on the 2R  value of the linear regression and on the humidity dif-
ference between the observation levels (Δq) within the calculation period, as previously observed by Santos 
et al. (2012). High uncertainties were observed in the KP calculations when 2R  < 0.9. We therefore used 
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Figure 8. The measured surface isotopologue fluxes together with key meteorological parameters are shown for three clear sky periods throughout the 
EastGRIP 2019 season. QC2 isotopologue flux measurements are indicated with lighter colors in panels (a) and (b). Hourly surface flux measurements of latent 
(c) and sensible heat (d), ambient 2 m air temperature (e) and 2 m wind speed (g) are reported from the flux tower, whereas 2.5 m relative humidity (f) and net 
surface radiation (h) were measured at the PROMICE station. The sign convention is positive for upward fluxes. Note the discontinuous time axis.
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2R  > 0.9 as the quality criterion for the KP estimates. Concerning the second criterion, Δq of the FG data 
was always smaller than Δq of the KP data. This is because we interpolated the humidity levels to the same 
point in time for the FG method and the corresponding Δq therefore does not include a time component 
unlike Δq of the KP method. We inferred a quality criterion of Δq > 50 mg/kg−1 for the FG method from 
the uncertainty analysis. Of the 578 available QC1 & QC2 EC-periods, 36% fulfilled the two criteria for FD 
and 28% for  18OF  (Figure S6).

The result of the comparison between F (EC), F (FG), and F (KP) for sublimation conditions (LE > 0) 
is shown in Figure 9. Only the reduced data set, that passed the quality criteria, is shown. In general, the 
FG estimates (Figures 9b and 9d) had a higher correlation (r > 0.70) with EC results than KP estimates (
r > 0.65) (Figures 9a and 9c). Furthermore, F D (Figures 9c and 9d) showed a slightly better agreement 
between methods than  18OF  (Figures 9a and 9b).

During deposition conditions (LE < 0), F between the three methods compared less well with values not 
falling on the one-to-one line (Figures S7–S8). The correlation coefficients were smaller than 0.55 in both 
comparisons and for both isotopologues.

In the course of the season, isotopic enrichment of the sublimation flux was recorded. During sublimation 
conditions within the three example periods, the averaged isotopic composition from the EC method was 
 18O = −47‰ in May,  18O = −41‰ in June and  18O = −31‰ in July. This temporal isotopic enrich-
ment of the sublimation flux was consistent with the observed isotopic enrichment of the top snow layer. 
Figures 10a and 10c show the dependency between observed snow surface isotopic composition (S) and 
measured EC F values. For this analysis, we removed outliers of F that exceeded a range from −100 to 
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Figure 9. Comparison of isotopic composition of sublimation flux as estimated by KP (a and c) and FG (b and d) 
method.  18OF  comparison shown in blue in (a and b) and F D shown in red in (c and d). Shown are the share of KP 
and FG estimates that passed the quality control (28% for  18

F  and 36% for F D) and the corresponding correlation 
coefficients (r). The estimates were matched on hourly resolution and the 1:1 line is shown in gray.
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0‰ for  18O and from −500 to 0‰ for D. To account for the expected noise in the signal, the data was bin 
averaged (18O bin size: 1‰, D bin size: 5‰) and the error bars indicate the standard deviation in each 
bin. The correlation between snow and flux isotopic composition was higher for  18O (r = 0.81) than for D 
(r = 0.65). Weighted linear regressions were performed for both isotopologue species and were significant. 
The corresponding equations and p-values are given in Figure 10. The sublimation flux was isotopically 
depleted compared to the snow surface isotopologue content. For comparison, we calculated the expected 
isotopic composition of vapor under the assumption of ice-vapor equilibrium fractionation. We used the 
observed mean surface temperature during sublimation conditions (−9  °C) and fractionation factors of 
Majoube (1971), Merlivat and Nief (1967) and Ellehoj et al. (2013) for this calculation.

For deposition conditions, a significant dependency of F on the isotopic composition of the 2 m vapor (V) 
was observed (Figures 10b and 10d). Contrary to sublimation conditions, the correlation coefficient was 
higher for D (r = 0.94) than for  18O (r = 0.75). Again, both weighted linear regression fits are given with 
corresponding significant p-values. The linear regressions suggest an isotopic composition of the deposition 
flux equal to or enriched compared to the background 2 m vapor isotopic composition. For comparison, we 
calculated the isotopic composition of ice in equilibrium with the given 2 m vapor isotopic composition. We 
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Figure 10. The isotopic composition of the sublimation (a and c) and deposition (b and d) flux as a function of the snow and vapor isotopic composition, 
respectively.  18OF  dependency shown in blue (a and b) and FD shown in red (c and d). The snow and vapor observations were binned in 1‰ (5‰)-intervals 
for  18O (D) and the standard deviations within each bin are given as error bars. Linear weighted fits with corresponding significance levels (p-values) 
are given for each panel. Equilibrium vapor [ice] isotopic composition calculated assuming a surface temperature of −9°C [−14°C] (mean of snow surface 
during observation period) and taking fractionation factors () from Majoube (1971) (M), Merlivat and Nief (1967) (M&N) and Ellehoj et al. (2013) (Ell) for 
sublimation [deposition] conditions are shown in black. The 1:1 line is shown as gray dash-dot line.
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used the observed mean surface temperature during deposition conditions (−14°C) and equilibrium frac-
tionation factors of Majoube (1971), Merlivat and Nief (1967) and Ellehoj et al. (2013) for the calculations.

5. Discussion
5.1. System Performance

Our measurement system has proven to produce reliable flux measurements of all three water isotopo-
logues (Section 4.1, Table 1). Despite small differences in molecular characteristics between the different 
isotopologues, we found no differentiation by the measurement system. This agrees with assumptions made 
by Good et al. (2012) following Griffis et al. (2010), who found similar behavior for 18

2H O and 16
2H O, and an 

only slightly dampened signal of HDO in their power spectra analysis.

5.1.1. Correction Coefficients for the EC Method

The lower sampling resolution of the CRDS made corrections necessary to account for high-frequency flux 
contributions that could not be resolved by the instrument. Specifically, the CRDS′ low sampling resolu-
tion can be regarded as a low-pass-filter. As the CRDS′ sampling frequency is only a fraction of the IRGA’s 
sampling frequency and tube attenuation likely dampened the high-frequency signal additionally, the cal-
culated Ogcc -values were high. However, this should be regarded as an inevitable characteristic, rather than 
a deficiency of the method. Despite high maximum values of Ogcc  up to 15 during moderately stable condi-
tions, and even higher values for a strong atmospheric stability, the coefficients showed to be systematically 
dependent on turbulence parameters and can be explained as follows:

Depending on the state of the atmospheric boundary layer, relatively more or less energy is transported at 
higher frequencies, corresponding to a higher or lower correction coefficient, respectively. The stronger the 
stable stratification, that is, the higher the  -value, the smaller the dominant eddies with corresponding 
higher frequencies. This means that the cospectral peak shifts to higher frequencies with increasing atmos-
pheric stability. Due to the lower sampling frequency, the CRDS system cannot resolve this progressively 
bigger high-frequency share of the flux and the correction factor therefore becomes larger.

The lowest Ogcc -values were observed in unstable stratification. Here, the system was able to resolve most 
of the lower frequencies, at which transport is occurring under these conditions. Although generally lower, 
the cospectral peak under unstable conditions likewise shifts to higher frequencies with increasing wind 
speeds. This explains the increasing Ogcc  with increasing friction velocities under unstable or near neutral 
conditions. In stable regimes, this dependency is masked by the pronounced effect of stratification on the 
cospectral peak (Massman, 2000), and the reason why stability regimes of   > 0.01 were excluded in the 
analysis. A linear dependency of correction factors on wind speed, was previously observed by Ferrara 
et  al.  (2012) for empirical and analytical frequency correction approaches of CH4-fluxes. However, it is 
important to note, that this behavior is intrinsic to closed-path analyzers like the CRDS. Massman (2000) 
indeed, found a slight decrease of correction factors with higher wind speeds for open-path instruments 
that suffer merely from high-pass-filters like block averaging.

Despite the reasonable justification for high Ogcc -values during stable atmospheric conditions, it needs to 
be emphasized that stable stratification is likewise the biggest hindrance for this type of flux measure-
ments. Most EC-periods that did not pass the ogive-quality test were periods during stable and very stable 
conditions. Previous studies have therefore often excluded stable stratification periods completely (Good 
et al., 2012). However, with our site of interest being predominantly stably stratified, we included stable 
conditions in our analysis and applied the same quality criteria to both, stable and unstable conditions. In 
doing so, we were able to identify reliable data to draw conclusions on the vapor isotopologue exchange 
through sublimation and deposition during polar day conditions, even in nonconvective regimes. Based 
on this, it needs to be mentioned that instruments with a higher temporal resolution will be necessary to 
measure isotopologue fluxes during polar night conditions. Strong atmospheric stability, as observed during 
polar night conditions, likely requires shorter integration times of seconds to minutes. Combined with the 
low resolution, closed-path analyzers, this limits the available frequency range, from which flux informa-
tion can be gained. Furthermore, it needs to be kept in mind that the EC method is developed for direct 
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measurements of turbulent transport. However, under a strong stable stratification, transport might not 
comply with the turbulence theory alone but might also include submeso-motion-like transport (Acevedo 
et al., 2016; Mahrt, 2009). The general discussion of transport and its measurement in stably stratified con-
ditions lies, however, beyond the scope of this work.

5.1.2. Comparison of 
F

 Between Methods

Our EC estimates of the isotopic composition of the flux compared well to the more established FG and 
KP methods. During sublimation conditions, when uncertainties of EC estimates are smallest, FG and EC 
showed a correlation of >0.7. Correlation coefficients between the EC and KP methods were slightly small-
er which could be due to the timing offset between the 25 min EC-period and the subsequent 35 min KP 
period. The steady-state assumption, necessary to compare the estimates of the two methods within one 
hour, might not be valid which could explain the difference in the estimates. For a more direct comparison, 
simultaneous measurements at several heights with multiple instruments would be needed which was not 
feasible with the available system set-up. In order to bypass the time offset, we interpolated the measure-
ments of all levels to the midpoint of the EC period for the FG approach. This way, we introduced the 
uncertainty of interpolation but satisfied the steady-state assumption. This could be the reason why the FG 
results agreed better with the EC results. We point out, that if the exact same data were used for FG and KP 
estimates, both methods would yield the same result as noted by Good et al. (2012).

The FG and KP pitfalls outlined earlier become apparent when looking at the number of available periods 
for the comparison. Over half of the periods that passed the EC ogive quality screening did not pass the KP 
R2 and FG humidity range (q) quality screening. This alone might speak for the EC method. However, as 
we have only evaluated available EC-periods for the comparison, FG and KP methods might be eligible at 
times when the EC quality criteria were not met. Nevertheless, the EC is a direct method, which allows 
measurements of fluxes without relying on simplified conceptual theories. As the stable water isotopo-
logue analyzer development proceeds, an increased sampling frequency combined with reduced memory 
effect and smoothing will allow for the use of the full potential of the EC method when measuring iso-
topologue fluxes. Besides the high sampling frequency, an additional instrument requirement is the very 
low instrument drift. One quality criterion for EC-period rejection was defined as a high noise level on the 
low-frequency end of the cospectrum (  0.1normRMSE ). Since the ogive end-value is the critical parameter 
for correction factor calculation, this value needs to be accurate. Mammarella et al. (2010) argue that the 
low-frequency noise stems from instrument drift. Hence, it is important that instruments used for this kind 
of flux measurements have minimum drift in their readings. As CRDS instruments have shown to have a 
high degree of stability despite the harsh polar conditions, we have thus used a CRDS analyzer in our study.

5.2. Error Estimation

We used three different methods to quantify and characterize the error on the EC isotopologue flux meas-
urements. The MC method was used to inform about the random error contribution as it only takes into 
account instrument noise. When comparing the median of the MC distribution with the other two median 
values, it becomes obvious that instrument noise accounts for only a fraction of the total uncertainty. The 
MC median is several times smaller than the ML or FS median. Both ML and FS error estimations are 
methods, that calculate the variance of the covariance and therefore account for stochastic sampling errors 
(Businger, 1986).

Stochastic sampling errors are directly related to the amount of available independent observations. Aver-
aged covariances need significantly more independent observations (i.e., longer integration times) to yield 
a specific low uncertainty compared to regular scalar averages. According to Businger (1986), this is due 
to the intermittent character of second-order moments which seem especially related to large eddies. The 
CRDS instrument predominantly measures these large eddies with low frequencies. It is therefore not sur-
prising that we find such high error estimations for the covariances computed from CRDS time series. By 
computing the cross- and autocovariances using different lags, the FS method specifically quantifies the 
influence of the number of independent observations. The ML approach approximates, instead, the number 
of independent observations by the integral length scale. This is likewise a possible explanation why the FS 
method yields higher error values than the ML method. That said, total uncertainties obtained with both 
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the ML and FS method, lie in a range commonly reported for scalar-flux measurements (e.g., Kessomkiat 
et al., 2013, Table 5).

If we interpret the random noise contribution as a precision estimate of our method, it becomes clear why 
prominent diurnal cycle structures can be observed in our measurements despite the high uncertainty es-
timates of FS (∼50%) and ML (∼30%). The bigger share of the overall uncertainty would then be attributed 
to sampling errors, and the FS and ML uncertainties can be interpreted as the combined uncertainty of the 
flux values due to precision and accuracy. Since the system set-up was not modified during the campaign 
and all measurements were post-processed following the same protocol, we argue that this systematic sam-
pling error does not change during the observation period and we can therefore compare measurement 
values from different periods within the observation period. The direct comparison of data from a second 
measurement system, however, has to be done with care, accepting potential differences within the range 
given by ML or FS uncertainty estimates.

5.3. The Surface Isotopologue Flux at EastGRIP

We concentrate here on three examples of clear sky conditions in the interior of the GrIS. Other clear sky 
period observations were similar to the ones shown. We chose these time periods for our focus as they 
represent idealized conditions when the diurnal cycle is the dominant mode of variability for the meteor-
ological parameters and influences of more complex drivers, such as clouds and snowfall, are reduced. At 
the same time, clear sky conditions allow for an unstable regime of the lower atmosphere with a negative 
temperature gradient close to the surface. Such convective boundary layers have been observed previously 
on ice sheets (Anderson & Neff, 2008). Our method has shown to be more reliable during such unstable 
atmospheric stratification.

Those ideal clear sky conditions show a signal of isotopologue surface fluxes that follow the diurnal cycle 
of the net surface radiation but are limited in amplitude by the saturation water vapor deficit. With warm-
ing conditions, the saturation vapor pressure becomes higher and the air can hold more moisture, which 
likewise allows for higher latent heat and isotopologue flux values. Indeed, the isotopologue fluxes mirror 
the latent heat flux behavior and all fluxes increase after the May period. However, wind conditions do not 
change substantially which points toward a stronger buoyancy effect that enhances turbulence in the June 
and July period and can explain the increased fluxes.

In all three example periods, the net isotopologue fluxes and latent heat flux are directed away from the 
surface, which implies a net sublimation flux in accordance with observations from other locations in the 
accumulation zone of the GrIS (Box & Steffen, 2001; Cullen et al., 2014; van den Broeke et al., 2011), but 
contrary to some modeling studies (Box et al., 2006; Franco et al., 2013).

For identifying model biases, the isotopic composition of the water vapor flux is the parameter of interest. 
We find that the isotopic composition of the humidity flux during sublimation and deposition shows a 
dependency on the snow surface and vapor isotopic composition, respectively. The observed isotopic en-
richment of the sublimation flux throughout the season can thus be explained by enrichment in the surface 
snow isotopic composition as new snow is deposited. Furthermore, recent process model studies (Madsen 
et al., 2019; Ritter et al., 2016) as well as laboratory experimental studies (Hughes et al., 2021) have suggest-
ed changes in snow isotopic composition due to isotopically fractionating exchange-processes. Our meas-
urements of the isotopic composition of the sublimation flux support the hypothesis of sublimation induced 
fractionation. The calculated linear regression models fitted to observations do not follow a one-to-one line 
with the snow isotopic composition, which would be expected if sublimation did not cause fractionation as 
stated by Dansgaard et al. (1973). Instead, we observe a depleted isotopic composition in the humidity flux 
compared to the snow surface isotopic composition. The regression models for D and  18O are close to the 
theoretical equilibrium vapor lines that we calculated assuming established vapor-ice fractionation factors 
(Ellehoj et al., 2013; Majoube, 1971; Merlivat & Nief, 1967). This suggests that the isotopic composition 
of the sublimation flux can, to a first order, be calculated from the snow isotopic composition assuming 
equilibrium fractionation. Depending on the ratio between the sublimation and snowfall amount, the sub-
limation flux modifying the snow surface layer, might influence the snow isotopic signal that is later buried 
and stored in the snow column. Consequently, and determined by the meteorological conditions and pre-
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cipitation seasonality at ice core drilling sites, the fractionation surface processes could have implications 
for paleoclimate proxy interpretation of ice core records. It has to be investigated to which extend the subli-
mation signal overprints the precipitation climate signal and which meteorological parameters are critical 
for controlling the magnitude of shifts in the snow isotopic composition. Establishing an understanding of 
the exact mechanisms and influencing parameters will be the subject of future studies.

For deposition conditions, the isotopic composition of the humidity flux becomes relatively more depleted 
with the decreasing isotopic composition of the vapor. Under the assumption of steady-state, we expect that 
the isotopic composition of the deposition flux is essentially the same as the isotopic composition of the 
frost forming during deposition. Yet the regression models for both isotopologue species are not consistent 
with the expected equilibrium fractionation vapor-solid values. First, this is because we calculate the solid 
isotopic composition with regard to the 2 m-level although we expect a substantial gradient between the 
2 m-level and the vapor very close to the surface. Casado et al. (2016) found steep gradients of the isotopic 
composition in the centimeter range near the surface suggesting a more depleted vapor close to the ground 
compared to the 2 m observations. This would in general lead to the observed F being more depleted than 
what would be expected from equilibrium fractionation of the 2 m water vapor level. Second, differences be-
tween the slopes of the regression and equilibrium lines can be explained by influences of kinetic fractiona-
tion processes during deposition conditions. During these periods, as shown in Figure 8, the air is frequently 
saturated and, with respect to the surface temperature, at times supersaturated. Supersaturation, as shown 
by Jouzel and Merlivat (1984), introduces a humidity gradient at the condensation interface and therefore 
causes kinetic fractionation influences. Since supersaturation and the vapor isotopic composition very close 
to the ground are difficult to measure, parameterizations of F are challenging to establish. The observed 
dependency between the 2 m vapor isotopic composition and F could serve as an empirical benchmark 
in future surface exchange studies and for quantifying the role of supersaturation on kinetic fractionation.

From our observations, we can conclude that isotopic fractionation during sublimation and deposition al-
ters the snow surface isotopic composition. Whether this atmosphere-snow exchange affects the long-term 
mean isotopic composition of the surface snow, and its implications for paleoclimate ice core proxy inter-
pretations requires further analysis.

6. Conclusions
The combination of a high-frequency sonic anemometer with a high-precision slow sensor for isotopologue 
measurements allowed direct measurements of in-situ surface fluxes of stable water isotopologues using the 
eddy-covariance method. This has previously not been conducted in such low humidity conditions as found 
in the interior of the Greenland Ice Sheet. We make use of the available high-frequency cospectrum of a 
co-located humidity sensor to correct for the high-frequency-flux loss, which does not require any kind of 
similarity assumption. Our method allows for the quantification of the stable water isotopologue exchange 
between the snowpack and the atmosphere with the commonly known limitations of eddy-covariance flux 
estimations. In particular, strong atmospheric stability was identified as a hindrance to isotopologue flux 
measurements since correction factors of over 15 are needed in very stable conditions. In addition, cal-
culated flux errors were found to be higher in stable conditions. This implies that the application of the 
presented method and instrumental set-up is most applicable during dominantly unstable to slightly stable 
conditions. When evaluating other possible instruments as a substitute to the slow sensor used in this study, 
we highlight the need for very low drift of the analyzer to minimize the low-frequency noise.

Surface isotopologue fluxes during clear sky conditions were readily observable and allowed a quantifica-
tion of the isotopologue exchange at the surface. During polar day, the net flux of isotopologues was directed 
away from the surface, that is, sublimation outweighed deposition and the snowpack lost heavy isotopo-
logues to the vapor. The isotopic composition of the sublimation flux showed to be dependent on the surface 
snow isotopic composition and was, when compared to the snow, isotopically depleted. This depletion can, 
to a first order, be approximated assuming equilibrium fractionation during sublimation. Furthermore, the 
observed isotopic composition of the humidity flux during deposition conditions was dependent on the va-
por isotopic composition. Our findings imply that, depending on the strength of vapor-snow exchange, the 
surface fluxes can modify the precipitation-weighted climate signal in snow with implications for ice core 
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records. Thus, the presented observations of the exchange of stable water isotopologues between the snow 
surface and lower atmosphere can serve as the basis for improved parameterizations of surface exchange 
processes in climate models and as an important component for snow isotopologue studies.
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Abstract. Ice core water isotope records from Greenland
and Antarctica are a valuable proxy for paleoclimate re-
construction, yet the processes influencing the climate sig-
nal stored in the isotopic composition of the snow are be-
ing challenged and revisited. Apart from precipitation input,
post-depositional processes such as wind-driven redistribu-
tion and vapor–snow exchange processes at and below the
surface are hypothesized to contribute to the isotope climate
signal subsequently stored in the ice. Recent field studies
have shown that surface snow isotopes vary between precipi-
tation events and co-vary with vapor isotopes, which demon-
strates that vapor–snow exchange is an important driving
mechanism. Here we investigate how vapor–snow exchange
processes influence the isotopic composition of the snow-
pack. Controlled laboratory experiments under forced sub-
limation show an increase in snow isotopic composition of
up to 8 ‰ δ18O in the uppermost layer due to sublimation,
with an attenuated signal down to 3 cm snow depth over the
course of 4–6 d. This enrichment is accompanied by a de-
crease in the second-order parameter d-excess, indicating ki-
netic fractionation processes. Our observations confirm that
sublimation alone can lead to a strong enrichment of stable
water isotopes in surface snow and subsequent enrichment in
the layers below. To compare laboratory experiments with re-

alistic polar conditions, we completed four 2–3 d field exper-
iments at the East Greenland Ice Core Project site (northeast
Greenland) in summer 2019. High-resolution temporal sam-
pling of both natural and isolated snow was conducted un-
der clear-sky conditions and demonstrated that the snow iso-
topic composition changes on hourly timescales. A change
of snow isotope content associated with sublimation is cur-
rently not implemented in isotope-enabled climate models
and is not taken into account when interpreting ice core iso-
topic records. However, our results demonstrate that post-
depositional processes such as sublimation contribute to the
climate signal recorded in the water isotopes in surface snow,
in both laboratory and field settings. This suggests that the
ice core water isotope signal may effectively integrate across
multiple parameters, and the ice core climate record should
be interpreted as such, particularly in regions of low accumu-
lation.

1 Introduction

Water isotope records in polar ice cores have been used
as a proxy to reconstruct local temperature and evapora-
tion source conditions dating back hundreds of thousands of
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years. The isotope–paleothermometer relationship used to in-
terpret ice core water isotope records is based on the assump-
tion that the observed stable water isotope signal is primarily
composed of the input signals from individual precipitation
events (Johnsen et al., 2001; Werner et al., 2011; Sime et al.,
2019). However, this approach does not take into account
the effects of post-depositional surface exchange processes
such as vapor exchange and wind-driven redistribution. Re-
cent field studies have shown that the isotopic composition
of surface snow varies in parallel with atmospheric water va-
por without occurrence of newly precipitated snow (Steen-
Larsen et al., 2014) and can change on sub-diurnal timescales
(Ritter et al., 2016; Casado et al., 2018), suggesting a cou-
pling between the atmospheric water vapor and surface snow
through isotope exchange.

The primary water isotope signal (i.e., δ18O, δD) in polar
precipitation closely reflects the temperature gradient expe-
rienced by an air mass from source to deposition and ulti-
mately the temperature of condensation in the cloud (Dans-
gaard, 1964; Dansgaard et al., 1973; Jouzel and Merlivat,
1984; Jouzel et al., 1997). Therefore, seasonal differences
in the isotopic composition of the precipitation have histori-
cally been assumed to be the primary contributor to observed
annual cycles in the ice core. In addition, the second-order
parameter deuterium excess (d-excess= δD− 8 · δ18O) re-
sults from kinetic fractionation due to molecular differences
between the movement of oxygen and hydrogen in the hy-
drologic cycle. Traditionally, it is thought that the ice core
d-excess signal is driven by the evaporation conditions at
the moisture source to an ice core site (Merlivat and Jouzel,
1979).

There are several processes known to influence the climate
signal recorded in ice core water isotopes. First, precipita-
tion may not take place continuously throughout the year,
and precipitation intermittency and seasonal bias influence
the isotope record (Werner et al., 2000; Casado et al., 2018;
Münch et al., 2017; Münch and Laepple, 2018; Zuhr et al.,
2021). Second, surface processes such as snowdrift erosion
and redistribution may hamper the consecutive deposition
and burial of snow layers through time, leading to a lack of a
continuous time record. For example, wind-drifted snow can
form large persistent surface features/dunes with variations
in the snow density and height, altering the isotope signal
spatially and vertically. This issue has been approached by
stacking multiple cores or snow pit profiles in order to re-
solve the climate signal (Casado et al., 2018; Münch et al.,
2017; Münch and Laepple, 2018; Zuhr et al., 2021). Third,
after deposition the snow and firn undergo vapor diffusion.
Unconsolidated snow grains have open pathways between
pore spaces, allowing for vapor transport and mixing. Dif-
fusion attenuates the seasonal signal and acts as a smooth-
ing function, and is well-constrained (Whillans and Grootes,
1985; Cuffey and Steig, 1998; Johnsen et al., 2000; Jones
et al., 2017a). It has been shown that diffusion may smooth
across noise and gaps from intermittent precipitation events,

leading to the observed isotope records that imply continuous
seasonal temperature changes (Laepple et al., 2016, 2018).
However, a remaining missing link between the accumulated
signal and the ice core record is a well-defined understand-
ing of snow–air exchange. Continuous isotope exchange be-
tween the snow surface and water vapor is known to influ-
ence the recorded climate signal, yet the effects are still not
fully resolved.

While it was previously assumed that sublimation of snow
and ice occurs layer by layer and does not cause isotopic frac-
tionation of remaining ice (Dansgaard, 1964), recent studies
have shown this is not the case and that snow is subjected
to isotopic fractionation due to sublimation (Ekaykin et al.,
2009; Sokratov and Golubev, 2009; Ebner et al., 2017; Mad-
sen et al., 2019). In the accumulation zone of ice sheets, the
typical region for ice core drill sites, the snow surface and
lower atmosphere are coupled through the continuous hu-
midity exchange in the form of sublimation and deposition
of water molecules and isotopologues (Wahl et al., 2021).
This interaction continuously imprints on the snow surface
δ18O and δD isotopic composition and suggests an interpre-
tation of snow isotopes as an integrated climate record, rather
than a precipitation signal only (Steen-Larsen et al., 2014).
As sublimation is a non-equilibrium process comparable to
evaporation, it likewise influences the surface snow d-excess,
questioning the interpretation of d-excess as a source region
signal.

In this study, we investigated how the isotope signal of sur-
face snow is altered over multiple days via post-depositional
exchange between the snow and the near-surface atmo-
spheric water vapor. We utilized multiple types of experi-
ments including both controlled laboratory experiments and
in situ field observations. First, we performed a simple lab-
oratory experiment to observe the effects of sublimation un-
der dry air in a controlled environment. Next, we performed
two field experiments in northeast Greenland to (1) analyze
the change of snow of known isotopic composition under
characteristic polar conditions and (2) document the isotope
signal evolution of undisturbed snow as it naturally exists
at the ice sheet surface. For all experiments, continuous at-
mospheric vapor measurements were made above the snow
surface to complement the snow sampling and allow us to
observe ongoing snow–vapor isotope exchange. Thus, these
laboratory and field experiments are the first to measure both
δ18O and δD at fine vertical and temporal resolution for
multiple depths across several multi-day experimental peri-
ods under differing environmental conditions, with simulta-
neous continuous measurements of atmospheric vapor δ18O
and δD. In the case of the laboratory experiments presented,
the vapor isotopic composition can directly be interpreted as
the isotopic composition of the flux, since the experimen-
tal set-up fulfills the closure assumption and therefore al-
lows a direct comparison of flux and snow isotopic composi-
tion. With these data we demonstrate the importance of post-
depositional processes on the snow surface water isotope sig-
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Table 1. Overview of all experiments conducted. Eight laboratory experiments were completed, with L1–L5 completed at the University of
Colorado Boulder and L6–L8 completed at the University of Copenhagen. Four field experiments (F1–F4) were completed at the East Green-
land Ice Core Project field site. Field experiments included associated field box samples (FB2–FB4) and field surface samples (FS1–FS4).
For L experiments, the controlled settings of the individual experiment runs are given, whereas for the field experiments, the environmental
conditions are listed. The mean sublimation rate for field (F–FB/FS) experiments was calculated for all observations in which the latent heat
flux (LHF) was positive (i.e., directed away from the surface). The median peak sublimation rate in June and July 2019 was 250 gm−2 d−1,
and maximum observed peak sublimation rates were 600–700 gm−2 d−1.

Experiment Experiment Mean flow rate Mean Mean sublimation Peak sublimation Starting snow Duration
type name (liters per temperature rate (LHF> 0) rate (LHF> 0) δ18O (‰)

minute) (◦C) (gm−2 d−1) (gm−2 d−1)

Laboratory L1∗ 2 −12 428.4 – −20 5 d
L2 3 −12 428.4 – −20 5 d
L3 3 −12 508.4 – −20 5 d
L4 4 −12 568.8 – −20 5 d
L5∗ 5 −12 692.3 – −20 5 d
L6∗ 5 −9 779.9 – −28 6 d
L7 5 −8 965.0 – −28 4 d
L8 5 −5 1329.3 – −28 5 d

Field box F2–FB2 – −7.5 157.5 386.1 −26.1 41 h
F3–FB3 – −10.5 218.5 712.9 −25.2 39 h
F4–FB4 – −12.7 130.3 279.7 −25.1 51 h

Field surface F1–FS1 – −7.6 171.6 619.6 – 57 h
F2–FS2 – −7.5 157.5 386.1 – 41 h
F3–FS3 – −10.5 218.5 712.9 – 39 h
F4–FS4 – −12.7 130.3 279.7 – 51 h

∗ Stars denote the subset of laboratory experiments selected for further discussion.

nal, and we provide better constraints on transfer functions
between the atmospheric conditions including water vapor
isotopic composition and the climate signal recorded in the
surface snow, with implications for interpretation of ice core
records.

2 Methods

We investigated through a combination of laboratory and
field experiments (Table 1) the influence of phase changes
(i.e., sublimation and vapor deposition) on the snow surface
isotopic composition. Laboratory experiments were run in a
controlled environment, which allowed us to isolate the ef-
fects of idealized sublimation conditions. The sublimation
rate was varied between different experiment runs through
adjusting temperature and the flow rate of dry air. Comple-
mentary field experiments provided greater insight as to how
laboratory findings are consistent with field observations oc-
curring at the surface of the ice sheet. The field experiments
were run under close-to-ideal conditions, which limited the
duration of the experiments to intervals of time with clear-
sky conditions. In return, the sampling resolution was in-
creased for the field experiments.

Throughout this work, water isotope measurements are re-
ported in standard delta notation given in per mil (‰) (Craig,
1961):

δi =

(
Ri

RVSMOW
− 1

)
, (1)

where i refers to δD or δ18O, and R is the ratio of heavy
to light isotopes, such that R18O = [

1H18
2 O]/[1H16

2 O] and
RD = [

2H1H16O]/[1H16
2 O], where 2H is referred to as D.

Samples were referenced to Vienna Standard Mean Ocean
Water (VSMOW).

2.1 Laboratory experimental methods (L experiments)

For the laboratory experiments (L1–L8), dry air was circu-
lated over boxes containing isotopically homogeneous snow
samples that were kept at fixed temperatures (Fig. 1a). An
experimental chamber was designed that consisted of an in-
ner plexiglass box, which sat inside an outer plywood box
(2.7 cm thick) used for temperature regulation. The entire
setup was placed in a large freezer, with the inner tem-
perature moderated by a PID-controlled (Omega CN7800;
50 W) cable heater wrapped around the inside of the ply-
wood box. Dry air was produced with a generator (Puregas
CDA-10) and run through Drierite desiccant, resulting in hu-
midity < 100 ppm (i.e., < 5 % RH). The amount of dry air
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Figure 1. (a) Diagram of laboratory experiment setup. A plexiglass chamber was placed within an outer plywood box in a freezer, and dry
air regulated by a mass flow controller was pumped into the inner box above four to six homogeneous snow samples, placed on a small shelf
to allow airflow. Fans inside the box maintained air circulation. Three temperature sensors were placed at different heights, and continuous
CRDS measurements of the vapor were made at four inlet heights (2, 12, 28, 32 cm above the snow surface). (b) Schematic diagram of the
field sampling setup at EastGRIP. From left to right: atmospheric vapor at 10 cm above the snow surface was continuously measured by a
CRDS. Homogenous box samples (FB; red) were partially buried and covered, and temperature sensors were placed in the atmosphere, snow
surface, and below the surface. Three surface sampling locations (FS A, B, C; blue) were spaced 5–10 m apart, with samples taken at every
time interval at each location. A photo example of one sample is shown, in which the left-most sample is the 0–0.5 cm sample, while the
intervals for 0–1, 1–2, and 2–4 cm can be seen in the small pit.

circulated in the box was regulated by a HORIBA SEC-4400
mass flow controller, and two continuously running computer
fans at the top of the chamber maintained mixed air. In or-
der to maintain positive pressure in the box, flow rates less
than 2 Lmin−1 could not be used. Four to six small plas-
tic boxes (5.7×5.7×7.6 cm) were filled with snow that was
well-mixed and sifted so that the snow grain size (1–2 mm)
and isotope value were homogenous, and the initial mass of
each sample was measured. The samples were placed at the
bottom of the inner box, on a shelf with underlying airflow
to prevent a temperature gradient within the samples. Every
24 h, one sample was removed, and the mass of that sample
was measured. The boxes could be opened on one side, and
a metal spatula was used to collect snow samples with 5 mm

resolution to obtain a vertical isotope profile. Snow samples
were transferred to 20 mL HDPE scintillation vials for stor-
age and kept frozen until analysis, at which time they were
melted and immediately transferred to 2 mL vials. Liquid
samples were then analyzed using a Picarro L2130-i cavity
ring-down spectrometer (CRDS), in conjunction with a CTC
Analytics HTC PAL autosampler injection system and Pi-
carro V1102-i vaporization module. Each sample was mea-
sured with six injections, and the reported value is based on
the average of the last three injections to remove memory ef-
fects (Schauer et al., 2016). Every analysis run of 40 samples
also included three known water isotope standards bracket-
ing the sample isotope values for calibration (e.g., as done

The Cryosphere, 15, 4949–4974, 2021 https://doi.org/10.5194/tc-15-4949-2021



A. G. Hughes et al.: The role of sublimation as a driver of climate signals in surface snow 4953

in Jones et al., 2017b). The resulting discrete measurements
have uncertainties of 0.1 ‰ δ18O and 1 ‰ δD.

For the duration of all experiments, several additional pa-
rameters were monitored. A Picarro L2130-i CRDS was con-
tinuously measuring (∼ 1 Hz) vapor (humidity, δ18O, δD)
from four heights above the snow surface (2, 12, 28, 36 cm),
cycling between each level every hour. The second-order pa-
rameter d-excess (d-excess= δD− 8 · δ18O) was also calcu-
lated from those measurements. Three Pico Technologies PT-
104 data logger temperature sensors were placed in the box
to record continuously: one 10 cm above the snow surface,
one on the surface of the snow, and one ∼ 4 cm below the
snow surface.

Two sets of experiments were conducted with varying sub-
limation rates controlled by adjusting temperature and dry air
flow rate (Table 1). For five experiment runs, the tempera-
ture was held steady at −12 ◦C while the dry air flow rate
was changed between a constant flow rate of 2, 3, 4, and
5 Lmin−1 (L1–L5, respectively). These experiments used
snow from Boulder, Colorado, with a starting value of ap-
proximately −20 ‰ δ18O, and they were carried out at the
Institute of Arctic and Alpine Research at the University of
Colorado Boulder. Three additional experiment runs had the
temperature of the inner box held constant at −9, −8, or
−5 ◦C (L6–L8, respectively), and the flow rate of dry air
above the snow samples was held steady at 5 Lmin−1. These
experiments used snow from the East Greenland Ice Core
Project field site with a starting δ18O value of approximately
−28 ‰ and were completed at the section for Physics of Ice,
Climate and Earth at the University of Copenhagen. In total,
eight experiments were completed.

2.2 Field experimental methods (F experiments)

Field experiments were conducted at the East Greenland Ice
Core Project (EastGRIP) field camp in July 2019. EastGRIP
is located at 75.6268◦ N, 35.9915◦W in the accumulation
zone of the Greenland Ice Sheet. In July 2019, the meteoro-
logical conditions at the site were characterized by low tem-
peratures (mean −9.0 ◦C, measured at 2 m above the snow
surface) and high relative humidities (mean 91 % RH with
respect to ice), leading to an average specific humidity of
2.3 gkg−1. Positive temperatures (> 0 ◦C) were very rare,
and we observed a positive change in snow height of about
2 cm during July.

The goal of in situ field experiments was to characterize
interactions between the snow surface and near-surface at-
mospheric vapor on short timescales and to monitor the evo-
lution of the isotopic signal in the snow. To do so, we selected
four 2–3 d experimental periods (field experiments, F1–F4)
during which changes in water isotopes in the snow sur-
face and atmospheric vapor were measured simultaneously
through three sample types (Fig. 1b): (1) discrete box sam-
ples (field box, FB2–FB4), (2) discrete surface samples (field
surface, FS1–FS4), and (3) continuous vapor measurements

at 10 cm above the snow surface. Each experiment was con-
ducted during a period of good weather, such that precipita-
tion or windblown snow would not bias results. This required
air temperatures below freezing, sustained wind speeds be-
low 5–6 ms−1, and no precipitation.

2.2.1 Discrete box samples (FB experiments)

At the beginning of each period, 14–16 boxes (5.7× 5.7×
7.6 cm) were filled with well-mixed surface snow. Sampling
boxes were partially buried in the snow surface, with the top
of the sample box 1–2 cm above the surrounding snow sur-
face to minimize any risk of contamination from windblown
snow. Samples were also protected from direct overhead sun-
light using a light-colored thin cloth covering. Although this
deviates from natural conditions in which the snow surface
is exposed and not covered, this modification was necessary
to prevent solar heating of the sample boxes which may have
led to melt of the snow samples. A Pico Technologies PT-104
data logger was used to measure temperature during the ex-
perimental period, with four sensors placed in an additional
snow-filled box. The logger continuously recorded tempera-
tures of the ambient air, snow surface, 3 cm below surface,
and 6 cm below surface.

One box was collected every 3 h; each box was equipped
with one removable side so that a vertical profile of the snow
was accessible. Snow samples were taken at intervals 0–0.5,
0.5–1, 1–1.5, 1.5–2.5, and 2.5–4.5 cm from the surface us-
ing a spatula. The snow samples were transferred to a 20 mL
HDPE scintillation vial for storage. Discrete samples are re-
ferred to as field box (FB) samples, with each experiment
designated FB2, FB3, and FB4 (Table 1).

2.2.2 Discrete surface samples (FS experiments)

In addition to the isolated boxes, every 3 h we collected sam-
ples from a clean, undisturbed surface snow area at the same
time as the boxes were sampled. Because wind effects can
lead to variability in snow surface density and isotopic value,
surface samples were collected from three locations, desig-
nated sites A, B, and C. The distance from A to B was 10 m
and from B to C was 5 m (Fig. A1). At each surface location,
samples were collected from 0–0.5, 0–1, 1–2, and 2–4 cm be-
low the surface (Fig. 1b). The snow samples were transferred
to a 20 mL HDPE scintillation vial for storage. Discrete sur-
face samples are referred to as field surface (FS) samples,
with each experiment designated FS1, FS2, FS3, and FS4
(Table 1).

All snow samples (both field box (FB) and field surface
(FS)) were kept frozen after collection and were measured at
the Stable Isotope Lab at the University of Colorado Boulder.
Samples were analyzed using a Picarro L2130-i, in conjunc-
tion with a CTC Analytics HTC PAL autosampler injection
system and Picarro V1102-i vaporization module. The same
measurement protocol was used as described in Sect. 2.1.
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2.2.3 Continuous vapor measurements

Continuous atmospheric water vapor isotope measurements
were made at 10 cm above the snow surface, ∼ 50 m away
from the FS sampling site so as not to be contaminated by
snow sampling activity. The measurements were made with
a Picarro L2130-i CRDS, which was kept in a temperature-
controlled tent and measured humidity, δ18O, and δD. Using
a diaphragm pump (KNF model DC-B 12V UNMP850), air
was pumped through a ∼ 12 m long heated copper tube to
the analyzer (similar to the setup described in Madsen et al.,
2019).

Four types of calibrations were performed on the water
vapor isotope measurements of the CRDS, similar to the cal-
ibration protocol described in Steen-Larsen et al. (2013): (1)
humidity calibration, (2) humidity-isotope response calibra-
tion, (3) VSMOW-VSLAP scale calibration, and (4) drift cal-
ibration. All calibrations are applied to water vapor isotope
measurements in both laboratory and field experiments. De-
tails of the calibration setup specific to laboratory and field
experiments are described in Appendix B.

Latent heat flux (LHF) was also continuously measured
during the field campaign using a Campbell Scientific IR-
GASON eddy-covariance (EC) system. The two-in-one EC
system measured humidity and three-dimensional wind at
a sampling frequency of 20 Hz in the same sample volume
at 2.15 m above the snow surface. LHF values were com-
puted for 30 min intervals using Campbell Scientific’s soft-
ware EasyFlux™ adjusted for sublimation conditions and ac-
counting for wind rotation and frequency corrections. La-
tent heat flux is related to sublimation: LHF= sublimation
rate · λ, where λ is the latent heat of sublimation at 0 ◦C,
2834 kJkg−1; a positive LHF indicates sublimation, and neg-
ative LHF indicates vapor deposition.

3 Results

3.1 Laboratory experiments

3.1.1 Sublimation rate

The mean sublimation rate for each laboratory experiment
is calculated based on mass loss with time and surface
area, reported in Table 1. Sublimation rate does not signifi-
cantly change with time and is shown for each experiment in
Fig. A8. The mass of each box was measured at the onset of
the experiment and immediately before each sampling. Since
we only push dry air into the chamber, the experiment relates
only to sublimation processes. We find that the LHF associ-
ated with sublimation varies from approximately 15 Wm−2

(Experiment L1 at 2 L min−1 and −12 ◦C) to 44 Wm−2 (Ex-
periment L8 at 5 L min−1 and −3 ◦C).

Latent heat flux values in laboratory experiments are com-
parable to the peak daytime sublimation fluxes observed dur-
ing the field campaign, albeit the average LHF during the

sublimation period in the field was substantially smaller than
observed during the laboratory experiments (Table 1). The
mean daytime positive LHF was ∼ 5 Wm−2, and the maxi-
mum LHF observed was ∼ 23 Wm−2. Therefore, laboratory
experiments can be considered representative of processes
occurring during peak daytime conditions in the field.

3.1.2 Snow measurements

Eight laboratory experiments (L1–L8) were completed, with
temperature, dry air flow rate, and sublimation rate docu-
mented in Table 1. In all experiments, the surface snow expe-
riences substantial isotopic changes, with δ18O increasing by
up to 8 ‰ and d-excess decreasing by over 25 ‰. δ18O and
d-excess signals for all experiments are shown in Fig. A10,
with a subset of experiments shown in Fig. 2. Changes in
the isotope signal are observed to propagate several centime-
ters into the snowpack due to diffusion over 4–6 d, driven by
the induced sublimate-related isotope change at the surface.
The rate of change is calculated for the mean isotope value
for each day of sampling, ranging from 0.25–0.70 ‰d−1 for
δ18O and 0.66–2.64 ‰d−1 for d-excess (Fig. A11a and b).
There is a strong relationship between mass loss and iso-
tope values, with an average R2

= 0.90 for daily mean box
δ18O vs. mass loss for experiments L1–L8. The relation-
ship between sublimation rate and δ18O rate of change has
R2
= 0.13, and sublimation rate vs. d-excess rate of change

has R2
= 0.54 (Fig. A11c).

Because δ18O reflects equilibrium fractionation and d-
excess is influenced by kinetic fractionation, a comparison
of these variables provides insight into the extent of frac-
tionation effects occurring during sublimation. The slope
of d-excess vs. δ18O is calculated for samples within each
box (Fig. 3a), and the slope with time over the duration of
each experiment is shown in Fig. 3b. The slope ranges from
−0.91 ‰ to −3.57 ‰ d-excess/‰ δ18O and decreases over
the course of all experiments. In general, there is a decrease
in slope associated with an increase in sublimation rate, as
indicated by the color scale reflecting sublimation rate in
Fig. 3b and as shown in Fig. A9.

3.1.3 Vapor measurements

During all laboratory experiments, a Picarro L2130-i CRDS
was used to continuously measure vapor in the chamber at
2, 12, 28, and 36 cm, cycling through each height for 1 h
measurement periods. We exclude the first 20 min of each
measurement period to remove memory effects from valve
changes. Figure 4 shows an example of temperature and va-
por data for experiment L5, including the 28 and 32 cm lev-
els, which represent sublimated vapor which is more well-
mixed than that immediately above the snow surface. Dry
air pumped into the top of the box is mixed using a set of
fans creating turbulence above the snow surface. The vertical
differences in humidity and isotopic composition of the air
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Figure 2. Snow δ18O (top) and d-excess (bottom) vertical profiles from three of the laboratory experiments: (a) L1 (−12 ◦C, 2 Lmin−1),
(b) L5 (−12 ◦C, 5 L min−1), and (c) L6 (−9 ◦C, 5 Lmin−1). Day 0 (black) represents the initial homogeneous snow sample, with colors
progressively moving towards orange (δ18O) and blue (d-excess) with each day of sampling. As each experiment progresses from Day 0 to
Day 6, sublimation drives an increase in δ18O and decrease in d-excess, with the greatest change at the snow surface. Similar figures for all
laboratory experiments (L1–L8) can be found in Fig. A10.

Figure 3. (a) d-excess vs. δ18O is shown for the vertical snow profile at each day of sampling in Experiment L5, with a linear regression
calculated for each day. This gives a slope of d-excess vs. δ18O, which evolves with time. (b) The slope of d-excess vs. δ18O with time is
shown for each experiment L1–L8, demonstrating an inverse relationship between sublimation rate and slope of d-excess vs. δ18O. Error
bars indicate 95 % confidence intervals for each slope.

in the box (i.e., differences between 28 and 32 cm as seen in
Fig. 4) likely indicate that the ventilation is not strong enough
to maintain a fully homogeneous air mass in the box, allow-
ing for a slight vertical gradient.

Over the course of each 4–6 d experimental period, we ob-
serve several trends in vapor measurements consistent across
all laboratory experiments. Humidity decreases with time,
due to a reduction in the sublimating surface area each time
a snow sample box is removed. Vapor δ18O increases with

time, consistent with the increase in δ18O observed in the
snow surface. Similarly, d-excess decreases with time in both
vapor measurements and the snow surface.

3.2 Field experiments

Four experiments (F1, F2, F3, F4) were carried out dur-
ing the 2019 EastGRIP field season, with surface samples
(FS1, FS2, FS3, FS4) collected for all experiments and box
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Figure 4. An example of continuous temperature and vapor mea-
surements from experiment L5. (a) Three temperature sensors con-
tinuously measure at different heights with respect to the snow sur-
face (10 cm above, on the surface, and ∼ 4 cm below the surface).
A CRDS measured (b) humidity, (c) δ18O, and (d) d-excess in va-
por, continuously cycling at four heights. Panels (b–d) show vapor
measurements at 28 and 32 cm above the snow surface. We docu-
ment the average of each measurement period, with the first 20 min
excluded to remove memory effects.

samples (FB2, FB3, FB4) collected for three experiments.
Each of the four experiments lasted 40–60 h and is supported
by continuous measurements of near-surface (10 cm) atmo-
spheric vapor (δ18O, δD, d-excess, humidity), temperature
(snow and atmosphere), and LHF. Within each experiment,
surface snow and box samples are collected every 3 h. The
duration and average environmental conditions of each ex-
periment are reported in Table 1. A compilation of results for
measurements of FS, FB, and atmospheric vapor is shown
in Fig. 5 and discussed in the next section. All FS and FB
samples are shown in Figs. A12 and A13, respectively, with
additional vapor measurements shown in Fig. A14.

Table 2. The maximum range of isotope measurements is shown for
the mean value of the top (0–0.5 cm) sample for all FS experiments.

Experiment Range δ18O (‰) Range d-excess (‰)

FS1 1.44 4.00
FS2 3.00 4.37
FS3 1.84 4.12
FS4 2.06 2.62
Mean 2.09 3.78

3.2.1 Variability in δ18O and d-excess of surface snow

In order to account for horizontal and vertical spatial variabil-
ity as a result of redistribution of snow in sastrugi and snow
dunes, we averaged isotope values across the three surface
locations (A, B, C) for each time of sampling and for each
depth interval (i.e., one averaged value each for 0–0.5, 0–1,
1–2, and 2–4 cm at every time sampled). In the following fig-
ures and tables we focus on the location-averaged values for
each sampling time and depth, referred to as FS1, FS2, FS3,
and FS4 for each FS surface experiment. Isotope values for
all surface locations (A, B, C) are shown together with the
averages in Fig. A12. Location-averaged surface snow mea-
surements at all depths across FS1, FS2, FS3, and FS4 range
from approximately −30.3 ‰ to −20.7 ‰ δ18O and 4.6 ‰
to 14.3 ‰ d-excess. In all experiments, we consistently ob-
serve changes in surface snow isotopic composition on an
hourly timescale (Fig. 5). The maximum change in average
δ18O of the top surface sample (0–0.5 cm) during a single ex-
periment occurred during FS2, which experienced an enrich-
ment of 3 ‰ δ18O and decrease of 4.37 ‰ in d-excess. This
evolution is substantially smaller than the isotopic change
observed in vapor measurements, which has ranges of 5 ‰–
12 ‰ δ18O over individual experiment periods and ranges for
d-excess of 15 ‰–24 ‰. The maximum change in δ18O and
d-excess observed within the top surface sample (0.0–5 cm)
during each experiment is reported in Table 2.

3.2.2 Relationship between vapor and surface snow

Over the course of all experiments, the minimum atmo-
spheric vapor δ18O value observed is−50 ‰, while the max-
imum observed value is −33 ‰ (a range of 17 ‰). Within
each 40–60 h long experiment, the minimum range of vari-
ability observed is about 5 ‰ (F4), and the maximum is
about 12 ‰ (F3). Vapor δ18O co-varies with humidity and
temperature (Fig. A14), with the lowest δ18O measurements
observed during cold, dry conditions. A clear diurnal cy-
cle is observed in vapor measurements for experiments F3
and F4, while experiments F1 and F2 are more variable.
The change in atmospheric δ18O associated with the diur-
nal cycle is much smaller than that observed during synoptic
weather changes, similar to the pattern previously observed
at the northwest Greenland site NEEM (Steen-Larsen et al.,
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Figure 5. A compilation of data from the 2019 field season shows atmospheric measurements and surface snow samples; from top: latent heat
flux (red, positive values; blue, negative values; dashed gray line at 0), δ18O (green) of atmospheric vapor (2 min average) measured at 10 cm,
δ18O of the top sample (0–0.5 cm) of the FB box sample (pink dashed), and δ18O of FS snow surface samples. Each snow surface sampling
interval shown represents the average of three surface sampling locations (A, B, C) for four different depth intervals: 0–0.5 cm (black),
0–1 cm (red), 1–2 cm (orange), and 2–4 cm (yellow). δ18O of FS samples tends to reflect δ18O in atmospheric vapor, with the relationship
strongest in the upper surface samples (Table 3). Additional data including temperature and vapor humidity are shown in Fig. A14.

2014). For example, we observe a strong diurnal cycle in F4
and the first half of F3, both of which have an amplitude of
approximately 5 ‰–6 ‰ δ18O; the change between experi-
ments with different synoptic-scale atmospheric conditions
is much greater (i.e., a 17 ‰ δ18O range is observed between
the maximum value during F2 and the minimum value during
F4).

Over clear-sky experimental periods with no precipitation,
we observe the δ18O value of surface snow increasing and
decreasing on an hourly timescale, corresponding to changes
in vapor δ18O (Fig. 5). To compare the evolution of the iso-

tope signal in vapor and snow measurements, the vapor δ18O
is downsampled to 3 h resolution to match snow sampling
resolution. A statistically significant (p ≤ 0.05) relationship
is observed between δ18O of 0–0.5 cm snow surface samples
and atmospheric vapor measurements for experiments FS2,
FS3, and FS4, but not FS1 (Fig. A15, Table 3). The lack
of a significant correlation in FS1 may be a result of some
synoptic-scale weather difference, as it is the only experi-
ment period in which there is a sustained decrease in vapor
δ18O, and a diurnal cycle in temperature, LHF, and vapor
δ18O is least distinguishable.
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Figure 6. (a) d-excess vs. δ18O is shown for the vertical snow profile at each time of sampling in Experiment FB2, with a linear regression
calculated for each day. This gives a slope of d-excess vs. δ18O, which evolves with time. The sampling time is indicated by the color scale
from black (first sample taken) to light green (last sample taken). The slope of d-excess vs. δ18O with time is shown for experiments (b)
FB2, (c) FB3, and (d) FB4. Error bars indicate the 95 % confidence interval for each slope.

Table 3. TheR value, P value, and root-mean-square error (RMSE)
are documented for the relationship between the top (0–0.5 cm) FS
sample δ18O and interpolated vapor δ18O. Significance is deter-
mined by p ≤ 0.05. δ18O of vapor vs. surface samples is shown
in Fig. A15.

Experiment Slope R value P value Significance RMSE

FS1 0.84 0.22 0.374 No 1.62
FS2 2.16 0.73 0.002 Yes 1.67
FS3 4.73 0.82 0.000 Yes 1.60
FS4 1.56 0.49 0.043 Yes 1.39

4 Discussion

In the laboratory experiments, the snow was sublimating un-
der dry air, resulting in a higher LHF than was observed
in a typical field setting. For this reason, laboratory exper-
iments are considered an extreme example of natural pro-
cesses and can be used to identify and understand the phys-
ical processes associated with sublimation which would oc-
cur on a slower timescale in nature. Laboratory results show
a strong signal of enrichment in the snow surface δ18O, as
light isotopes preferentially sublimate from the surface due
to fractionation. In addition we observe a strong decrease
in the snow surface d-excess. Decreasing d-excess driven by
kinetic fractionation is also observed when a body of wa-
ter evaporates into a sub-saturated atmosphere (Benson and
White, 1994; Merlivat and Jouzel, 1979). As a similar effect
is observed during sublimation in laboratory experiments,
we draw the analogy that this is due to kinetic fractiona-
tion. This aligns with previous experimental and modeling
studies (Ritter et al., 2016; Ebner et al., 2017) and confirms
our hypothesis that the upper several centimeters of the snow
surface are rapidly (i.e., on a sub-daily timescale) influenced
by equilibrium and kinetic fractionation during sublimation.
This contradicts the traditional theory of sublimation, which

states that sublimation occurs layer by layer and does not
alter the snow isotopic composition, on which ice core pale-
oclimate water isotope research has been resting (Dansgaard
et al., 1973).

In order to interpret these results in the context of natural
processes, we consider the results of the field experiments.
Previous studies have shown that significant isotopic changes
of surface snow are observed (using daily sampling reso-
lution) over periods of time without precipitation, and this
is associated with snow metamorphism (Steen-Larsen et al.,
2014; Casado et al., 2018). We expand on these findings with
higher-resolution field sampling, showing that snow surface
δ18O and d-excess change on an hourly basis, which was hy-
pothesized by Madsen et al. (2019); this demonstrates that
similar processes to the lab experiments are occurring in a
natural environment, albeit less extreme.

To interpret the driving factors in snow isotope changes,
we consider differences between the FB box and FS surface
samples. The FB samples were covered to shield from di-
rect sunlight and windblown snow and therefore were less
likely to experience vapor deposition or frost. Figure 7 shows
a comparison of the top 0–0.5 cm sample for all FB and
FS experiments with LHF. Over the course of the field ex-
periments, we observe several 6–12 h periods of increasing
δ18O in 0–0.5 cm FB and FS samples, primarily during peri-
ods of positive LHF and decreasing d-excess; this is indica-
tive of sublimation as suggested by laboratory experiments
and model results. We also observe several 6–12 h periods
in which the FS δ18O decreases, despite experiments taking
place during time periods with no precipitation and mini-
mal wind-drifted snow. Periods of decreasing FS δ18O occur
primarily during nighttime hours with negative or low LHF
measurements (Fig. 7; negative LHF indicated by shading)
and increasing d-excess. There is no significant decrease in
δ18O in FB2 and FB3 associated with these periods, while
there is a simultaneous decrease in δ18O in FB4 and FS4.
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Figure 7. Comparison of latent heat flux (LHF) and 0–0.5 cm samples for mean FS surface samples and FB box samples for (a) F2, (b)
F3, and (c) F4. Positive LHF values are indicated in red, and negative LHF values are marked blue with associated shading in all subplots
(LHF, δ18O, and d-excess). FS surface snow 0–0.5 cm values are shown in brown (δ18O) and dark blue (d-excess), with each location (A, B,
C) designated by dashed lines and the mean of all locations as the bold solid line. FB box snow 0–0.5 cm values are shown in light orange
(δ18O) and light blue (d-excess) bold lines.

Additionally, the 0–0.5 cm d-excess decreases substantially
in all FB experiments, similar to the signal that was observed
due to kinetic fractionation during sublimation in laboratory
experiments. In general, the box samples experience less de-
crease in δ18O than associated FS samples due to minimized
vapor deposition during periods of negative LHF and greater
total decrease in d-excess due to increased total sublimation
across the entire experimental period. This demonstrates that
vapor deposition of preferentially isotopically heavy water
molecules in the form of frost significantly contributes to
the surface snow signal on a rapid timescale (Casado et al.,
2018).

There are still several factors in the field experiments
which could complicate interpretation of the results. While
it is clear in the laboratory experiments that any changes in
the snow composition are a direct result of sublimation, we
cannot isolate individual processes occurring in field experi-
ments. For example, atmospheric vapor δ18O measurements
often vary in phase with LHF, but during some periods (most
notably the latter half of F1 and F3) vapor δ18O deviates from
the LHF trend. At this stage it is unclear whether LHF, vapor

δ18O, or another factor is influencing the snow surface, or
whether the snow surface composition is driving vapor δ18O.
Additionally, the isotopic composition of deeper snow layers
could influence the surface snow due to diffusion. We note
a general trend observed in Experiments FS1, FS2, and FS3
in which the deepest surface sample (2–4 cm) has the low-
est values for both δ18O and d-excess. However, throughout
the duration of FS4, the upper samples (0–0.5, 0–1, and 1–
2 cm) have a lower δ18O value than the 2–4 cm sample, likely
due to a precipitation event preceding FS4 which may have
deposited surface snow with anomalously low δ18O. If there
are significant differences between the composition of adja-
cent snow layers, the surface snow could be influenced by
a combination of interstitial diffusion and atmospheric driv-
ing forces (i.e., LHF and vapor δ18O). This may also explain
some isotope inter-experiment differences between FB and
FS results, as FB samples are homogeneous and FS samples
have vertical variability in snow isotopic composition.

A key finding from field experiments is that both subli-
mation and vapor deposition influence the surface snow on
an hourly timescale; this is supported by laboratory experi-
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ments, demonstrating that sublimation has the ability to influ-
ence the mean surface snow isotopic composition in the top
1–2 cm of the snowpack during precipitation-free periods.
These changes are occurring faster than the average recur-
rence of precipitation events and could produce substantial
changes in the mean isotopic composition of the upper sev-
eral centimeters of the snowpack over a long precipitation-
free period. This suggests that effects from sublimation and
vapor deposition may be superimposed on the precipitation
signal, resulting in a snowpack record indicative of multiple
parameters including atmospheric conditions, water vapor
isotopic composition, condensation temperature (i.e., δ18O),
and precipitation source region conditions (i.e., d-excess).
The extent to which this occurs is dependent on the accu-
mulation rate at the ice core site, as these processes primar-
ily influence the top few centimeters of the snow column. A
site such as SE-Dome (southeast Greenland), which receives
102 cmyr−1 of ice equivalent precipitation (Furukawa et al.,
2017) (i.e., several meters of snowfall), will be less affected
than a drier location with significantly less annual accumula-
tion, such as Antarctic sites like WAIS Divide (24 cm annual
accumulation) (Fudge et al., 2016) or South Pole (7.4 cm an-
nual accumulation) (Mosley-Thompson et al., 1999).

To assess the relevance of our results on longer timescales,
we make use of a simple mass balance calculation and an
observed mean LHF in July of 3.1 Wm−2, indicating a net
removal of snow from the surface due to sublimation. By as-
suming equilibrium fractionation during sublimation (Wahl
et al., 2021), we can calculate the isotopic composition of the
humidity flux and the associated removal of isotopologues.
When considering reasonable values of a 5 cm layer of snow,
a snow density of 300 kgm−3, an initial isotopic composition
of −20 ‰ δ18O, and a surface temperature of −9 ◦C for the
month of July, the snow would be enriched by ∼ 4 ‰ δ18O
due to the net humidity flux, which is substantial. For com-
parison, the seasonal amplitude (i.e., summer peak to winter
trough) at the Renland Ice Cap, for example, is about 8 ‰
in δ18O (Hughes et al., 2020). We acknowledge that this is
a highly simplified mass balance calculation without taking
into account the vapor isotopic composition or precipitation
inputs. However, since vapor exchange is a continuous pro-
cess, it will continuously affect the layer of snow that is in
contact with the atmosphere and will therefore imprint on
the snow isotopic composition with a general net daily subli-
mation signal during months with a net sublimation flux.

Which months show a net sublimation flux is dependent
on the geographical location and general climatology of the
area. Especially in the context of paleoclimatological inter-
pretation of ice cores, this cannot be assumed to be constant
in time. If the vapor–snow exchange imprints on the seasonal
snow isotopic composition as indicated in the result of the
mass balance calculation, one would need to take changes in
sublimation seasonality into account when making assump-
tions about vapor-exchange effects on paleo timescales, as

has been previously demonstrated for precipitation seasonal-
ity (Werner et al., 2000).

On shorter timescales in our laboratory experiments we
observe changes of up to 8 ‰ δ18O and 20 ‰ d-excess over
time periods of several days, and in FS field experiments
we find an average change of 2.09 ‰ δ18O and 3.78 ‰ d-
excess on very short (sub-diurnal) timescales. This observa-
tion, in combination with our mass balance calculation of
4 ‰ change in δ18O over the month of July, suggests that un-
der typical natural conditions, changes in the surface isotope
value occurring on a short timescale may have an impact on
the mean seasonally recorded isotope signal. Previous studies
have addressed the effect of seasonally biased accumulation
rate on diffusion and the recorded δ18O isotope signal (Pers-
son et al., 2011; Casado et al., 2020; Hughes et al., 2020) and
the effect of physical modifications and snow redistribution
of the snow surface on the accumulation intermittency (Zuhr
et al., 2021), but the effect of sublimation-driven changes
in surface snow isotopic composition between precipitation
events has not been quantified previously. Whether the mag-
nitude of the mean isotope change due to sublimation and
snow–vapor exchange outweighs the effects of snow redis-
tribution, accumulation bias, and diffusion has yet to be de-
termined. This could be further explored through future ex-
periments which account for additional variables or are com-
pleted at a larger scale. For example, the effect of snow spe-
cific surface area (SSA) could be determined by making si-
multaneous SSA and isotope measurements. Additionally, to
remove the effect of wind redistribution and snow dunes on
snow isotope spatial variability, a large pit could be filled
with homogeneous snow for continuous sampling. In this
case, the snow would have a known starting isotopic com-
position, similar to the FB experiments completed here but
be subject to more natural conditions as in the FS experi-
ments. Finally, as weather conditions would allow, it would
be beneficial to have multiple experimental periods greater
than 48 h.

In order to fully understand the implications of sublima-
tion and vapor deposition on the ice core record, it is nec-
essary to quantify the effects of these processes over the
course of a full year. While not in the scope of this paper,
this problem can first be approached through mass and iso-
tope flux measurements throughout the summer field season
(Wahl et al., 2021). Subsequent modeling of these processes
throughout the annual climate cycle will provide insight as
to what magnitude snow–vapor exchange influences surface
snow on longer timescales (i.e., months to years), and how
it may be recorded in the ice core isotope record. This could
inform us to what extent changes in frequency of precipita-
tion events, accumulation rate, and LHF could influence the
isotope signal recorded in ice cores on decadal to millennial
scales. Our findings suggest that these variables contribute
to a combined isotope signal, in which δ18O and d-excess
in ice core records likely incorporate individual precipitation
events (i.e., condensation temperature and moisture source
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region conditions, respectively), surface redistribution (i.e.,
wind drift and erosion), and a post-depositional alteration
signal reflecting atmospheric conditions at the ice core site.
Snow isotope models such as CROCUSiso (Touzeau et al.,
2018), the Community Firn Model (Stevens et al., 2020),
and isotope-enabled climate models would therefore be up-
dated through the incorporation of isotope fractionation dur-
ing sublimation, snow–vapor isotope exchange, and snow
metamorphosis.

5 Conclusions

In this study, we have combined controlled laboratory exper-
iments with field measurements in an effort to constrain the
effects of sublimation on surface snow isotopic composition.
Experiments in a controlled laboratory setting demonstrate
isotopic enrichment due to fractionation occurring during
sublimation. In experimental results, δ18O increases as light
isotopes preferentially sublimate due to fractionation, and d-
excess decreases due to kinetic fractionation. These changes
occur rapidly, substantially changing the isotopic composi-
tion of the top 2–3 cm of snow over a 4–6 d period. Field ex-
periments included continuous measurements of atmospheric
vapor and latent heat flux during periods of high-resolution
surface snow sampling, during which we observed signifi-
cant changes in the top 1–2 cm of snow surface isotopes on
a sub-diurnal timescale. We observed periods of increasing
and decreasing δ18O, indicating that both sublimation and
vapor deposition influence the surface snow on an hourly ba-
sis. This supports our hypothesis that rapid change occurs in
a natural setting and propagates into the snowpack, moder-
ately altering the initial precipitation isotope signal.

Post-depositional effects have implications for the inter-
pretation of ice core data, which traditionally is assumed
to only record isotopic variability from precipitation. Our
results complement previous studies demonstrating spatial
and temporal variability in snow surface isotopes, further
strengthening the idea that the ice core record not only in-
tegrates the climate signal of condensation temperature (i.e.,
δ18O and δD) and moisture source conditions (i.e., d-excess)
during precipitation, but also may integrate the atmospheric
conditions between precipitation events (in both δ18O and
d-excess). These factors should in the future be included
in isotope-enabled climate models, which may include es-
timates of synoptic-scale patterns across annual cycles that
would influence latent heat flux, vapor composition, and the
resulting influence on surface snow isotopes. This will im-
prove future interpretations of ice core data and may be the
missing link in the transfer function between climate and an
uninterrupted isotope record, strengthening our interpreta-
tion of ice core water isotopes as a proxy for a continuous
integrated climate record.

Appendix A: Figures and tables

Figure A1. (a) A photo of the FS sampling location shows the prox-
imity between individual samples and sites. In the foreground is FS
site A being sampled, with sites B and C seen in the background.
The full laboratory experimental setup, with the top of the outer ply-
wood box removed, is shown in (b), with the inside of the plexiglass
chamber shown in (c).

Figure A2. A comparison between measured and true humidity (de-
termined from saturation temperature) yields a quadratic response,
which is used to calibrate the measured humidity.
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Figure A3. An example of a calibration sequence shows each standard (i.e., KBW −14.15 ‰, KAW −30.30 ‰, KPW −45.41 ‰, SPGW
−55.18 ‰ δ18O) measured at multiple humidity levels for 12–20 min. The full calibration sequence (blue) is trimmed (red) such that the
transition periods between humidity intervals and isotopic standards are ignored, and the average value of each trimmed period is calculated.

Figure A4. A compilation of all calibration runs from the 2019 EastGRIP field season demonstrates slight drift in the isotopic values,
particularly at water concentrations less than 5000 ppm. In total, eight calibration runs were completed (indicated by color) for four isotope
standards (standard values can be found in Table A1).
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Figure A5. A double exponential curve is fit to the compiled calibration data for each standard for both δ18O and δD, characterizing the
instrumental humidity-isotope response. This curve, normalized to the isotope value at 20 000 ppm, is used to correct the measured isotope
data for bias at low humidity values.

Figure A6. The true values of standards on the VSMOW-SLAP scale are compared to a compilation of standards measured across the field
season, to yield a linear relationship for (a) δ18O and (b) d-excess. This correction is applied to measured isotope data.

Figure A7. Drift in isotope measurements across the 2019 EGRIP field season (blue). The cubic polynomial curve fit (green) is used to
correct experimental vapor measurements for the associated periods of time.
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Figure A8. Sublimation rate with time for each laboratory exper-
iment (L1–L8). The sublimation rate varies with temperature and
dry air flow rate and is relatively constant with time throughout each
experiment.

Figure A9. Slope of d-excess vs. δ18O (as shown in Fig. 3) in com-
parison to total sublimation (sublimation rate times hours).
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Figure A10. Snow δ18O (orange) and d-excess (blue) vertical profiles from all laboratory experiments (L1–L8, (a–h), respectively). Con-
ditions for each experiment are indicated in each subplot. Day 0 (black) represents the initial homogeneous snow sample, with colors
progressively moving towards orange (δ18O) and blue (d-excess) with each day of sampling. As each experiment progresses from Day 1 to
Day 6, sublimation drives an increase in δ18O and decrease in d-excess, with the greatest change at the snow surface.
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Figure A11. Mean daily (a) δ18O and (b) d-excess with time for laboratory experiments L1–L8. The slope of the line for each experiment
is represented in (c), compared to sublimation rate. There is a slight increase in δ18O slope vs. sublimation rate (R2

= 0.13), with a stronger
relationship observed in the decrease in d-excess vs. sublimation rate (R2

= 0.54).
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Figure A12. All surface samples are shown for field experiments FS1–FS4 (top to bottom, respectively), including δ18O (left column) and
d-excess (right column). Symbols represent sampling locations (diamond, Site A; plus, Site B; asterisk, Site C), and colors indicate sampling
height (yellow, 0–0.5 cm from surface; red, 0–1 cm; purple, 1–2 cm; blue, 2–4 cm). Solid lines are the average of the three sampling locations
(A, B, C).

https://doi.org/10.5194/tc-15-4949-2021 The Cryosphere, 15, 4949–4974, 2021



4968 A. G. Hughes et al.: The role of sublimation as a driver of climate signals in surface snow

Figure A13. Field box samples are shown for (a) FB2, (b) FB3, and (c) FB4, including δ18O (top row) and d-excess (bottom row). Colors
indicate sampling depth from surface; black is the surface sample from 0–0.5 cm, progressing with depth towards light orange (δ18O) and
light blue (d-excess) at 2.5–4.5 cm below the surface.
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Figure A14. Additional atmospheric conditions are shown for all field experiments F1–F4 (a–d, respectively). From top: latent heat flux (red,
positive values; blue, negative values; dashed gray line at 0), temperature (orange), and atmospheric vapor measurements at 10 cm above the
snow surface. Humidity (purple), δ18O (green), and d-excess (teal).
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Figure A15. A comparison between δ18O of vapor and the top (0–0.5 cm) FS sample shows a significant relationship in FS2, FS3, and
FS4, determined by P values≤ 0.05. The sampling time is indicated by a color scale from black (first sample taken) to orange (last sample
taken), and a linear regression (black line) is calculated for each experiment. The linear regression+/− the root-mean-square error is shown
as brown lines.

Table A1. Standards used in field and laboratory experiments.

Standard δ18O (‰) δD (‰)

Boulder (KBW) −14.15 −111.65
Antarctic (KAW) −30.30 −239.13
Polar (KPW) −45.41 −355.18
South Pole Glacial (SPGW) −55.18 −434.47
Bermuda −0.25 2.1
NEEM −33.50 −257.1
−40 −39.93 −310.7
DC02 −54.07 −428.2
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Appendix B: Vapor calibrations

The following four types of calibrations were performed
to calibrate the water vapor isotope measurements of the
CRDS, similar to the calibration protocol described in Steen-
Larsen et al. (2013): (1) humidity, (2) humidity-isotope, (3)
VSMOW-VSLAP, and (4) drift. For all isotope calibrations
in both laboratory and field setups, the liquid standard was
first vaporized using a nebulizer system, which produced va-
por at 20 000–25 000 ppm. This vapor was combined with a
dry air source using an open split, and a mass flow controller
regulated the flow of dry air ranging from 10–21 ccmin−1.
The CRDS inlet constantly pulled a vacuum at 30 ccmin−1;
therefore, the remaining air flow is pulled from the humidi-
fied nebulizer source. This allowed for a constant stream of
vapor at a controlled isotopic value and humidity level.

The calibration runs performed before and after each field
experiment consisted of a 7 h cycle with each of the four stan-
dards (Table A1) measured for 12 min at eight different hu-
midity levels from 500–12000 ppm, as well as a half-hour
measurement at > 20 000 ppm (Fig. A3). This calibration
was performed before and after each field experiment run
(Fig. A4). Vapor measurements have uncertainty of 0.23 ‰
δ18O and 1.4 ‰ δD (Steen-Larsen et al., 2013). Details of
each laboratory and field calibration type are as follows.

1. Humidity calibration. The measured humidity was cor-
rected to the true humidity using a polynomial relation-
ship, which was determined by calibration to a range
of known humidity levels (Fig. A2). This instrument-
specific relationship was not expected to significantly
drift with time.

a. Laboratory. A laboratory humidity calibration was
carried out by drawing humid air through a chilled
ethanol bath, calculating the true humidity based on
the saturation vapor pressure of the bath tempera-
ture (Fig. A2).

b. Field. The humidity calibration required a full lab-
oratory setup, which was not available in the field.
Due to instrument damage during shipping, the cal-
ibration could not be performed after the field sea-
son. Therefore, the humidity measurements were
calibrated to a second Picarro L2130-i CRDS in-
strument which was continuously measuring atmo-
spheric vapor ∼ 30 m away and was calibrated for
humidity. Simultaneous humidity measurements
were matched and used to calibrate the CRDS in-
strument measurements reported here.

2. Humidity-isotope response calibrations. Isotopic bias
occurs at a lower humidity level (i.e., less than
10 000 ppm) and is sensitive to isotope concentration
(Weng et al., 2020). Because experimental vapor mea-
surements are typically below 5000 ppm, it is impor-
tant to perform a rigorous calibration of multiple iso-

topic standards (Table A1) at varying humidity levels
(Figs. A3, A4). A double-exponential curve is fit to the
isotope response with respect to humidity (Fig. A5) and
is used to correct deviations in low-humidity experi-
mental data.

a. Laboratory. The humidity-isotope response was
determined by a full calibration of four isotopic
standards (Table A1) measured for 20–30 min at a
range of humidity levels from ∼ 500–10 000 ppm.
For experiments L1–L5, vapor measurements were
calibrated to KAW, and vapor measurements in ex-
periments L6–L8 were calibrated to NEEM. These
standards were closest to the isotopic values of the
vapor measurements, which differed between ex-
periments due to different starting snow isotopic
composition.

b. Field. All calibration runs performed before and af-
ter each experiment run were compiled for the full
field season. A double-exponential curve was fit to
the compilation of data for each standard to de-
termine the mean instrument response to humidity
(Fig. A5). The vapor measurements were calibrated
using the mean curve for KPW, which has the clos-
est isotope value to average vapor measurements.

3. VSMOW-SLAP scale calibration. The calibration to the
VSMOW-SLAP scale was established using standards
(Table A1) which bracketed the measured water vapor
isotope data (Fig. A6). A linear relationship is calcu-
lated between the “True value”, or the established iso-
topic standard value, and the “Measured value”, which
is calculated from standard measurements.

a. Laboratory. The “Measured values” for the
VSMOW-VSLAP scale were taken from the iso-
topic values at ∼ 6000–8000 ppm measured in the
full calibration used for the humidity-isotope re-
sponse curve.

b. Field. The “Measured values” were derived from
the mean value of each standard measured for >
10 min at 20 000–35 000 ppm over the course of the
field season.

4. Drift calibration. While points (2) and (3) above ac-
count for mean instrument isotope deviations from stan-
dard values, instrument drift with time has also been ob-
served in CRDS. For this reason, we calculated a best
fit with respect to time for the isotope values at higher
humidities from each calibration performed (Fig. A7).
Deviations from the mean are then corrected for within
each experiment period.

a. Laboratory. A short calibration of three to four
standards at three to four humidity levels was com-
pleted before and after each experiment run. Instru-
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ment drift was calculated from the variability in
KAW (L1–L5) and NEEM (L6–L8) at 2000 ppm.

b. Field. The isotope drift with respect to time was cal-
culated from the mean value of measurements at
20 000 ppm for each calibration.

Data availability. Latent heat flux data are available on the PAN-
GAEA data archive at https://doi.org/10.1594/PANGAEA.928827
(Steen-Larsen and Wahl, 2021). Laboratory and field experimen-
tal data are available at https://doi.pangaea.de/10.1594/PANGAEA.
937355 (Hughes, 2021).
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