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Abstract

In the design of offshore wind farms the simulated dynamic response of the wind tur-

bine structure includes loading from turbulent wind. The International Electro-

technical Commission (IEC) standard for wind turbine design recommends both the

Mann spectral tensor model and the Kaimal spectral model combined with an expo-

nential coherence formulation. These models give deviating wind loads. This study

compares these two models to a large eddy simulations model and a model based on

offshore wind measurements. The comparisons are performed for three situations,

covering unstable, neutral and stable atmospheric conditions. The impact of the dif-

ferences in the wind fields on the quasi-static response of a large bottom-fixed wind

turbine is investigated. The findings are supported by an assessment of the impact of

individual wind characteristics on the turbine responses. The wind model based on

measurements causes high tower bottom and blade root flapwise bending moments

due to a high wind load at very low frequencies. Low and negative horizontal coher-

ence is obtained using the Mann spectral tensor model. This causes relatively large

yaw moments as compared to the results using the other wind models. The largest

differences in response are seen in the stable situation. We furthermore show that

the quasi-static wind load has great impact on the total damage equivalent moments

of the structure. From the results, we conclude that in the design of large offshore

wind turbines one should carefully consider the structure of the turbulent wind.

Further, longer simulations than recommended by the standards should be used to

reduce uncertainty in estimated response.
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1 | INTRODUCTION

For the last decades, there has been significant yearly additions to the total installed wind energy capacity world wide.1 In the recent years, the

offshore installations are approaching a significant level, being 10% of total wind energy installations in 2019. The trend of moving offshore is

driven by the available areas and superior wind conditions, but hindered by the additional complexity and costs.
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In the design of offshore wind turbines, a realistic modelling of the incident wind field is important to determine the corresponding response.

The recently published design standards for offshore wind turbines from the International Electrotechnical Commission (IEC)2–4 still recommend

two turbulence models initially developed for onshore small rotors in neutral atmospheric stability conditions. These are the Mann spectral tensor

model, hereafter denoted ‘Mann’,5 and the Kaimal spectral model combined with an exponential coherence formulation, hereafter denoted

‘Kaimal’.6 For design purposes it is common to assume that if the wind field has a given shear profile and turbulence intensity, the response of

the wind turbine is not very dependent upon the spectral and coherence model used. On the contrary, previous studies7–12 have shown that the

structural loads in the response of the wind turbine are sensitive to the model chosen.

Both the research community (e.g., previous works7,11–15) and the industry (e.g., previous works16) look for improved turbulence models. They

should be valid for large rotors (200 m in diameter) and account for variations in atmospheric stability conditions. The importance of a proper

coherence model increases with the rotor diameter. The complexity of models are therefore increased and more site parameters are included.

Several studies7,11,12,14,17 group wind fields by stability and evaluate its impact on response. The improved certainties in the response of the off-

shore wind turbines may still not be worth the additional computational time and/or measurements required. In order to make the right compro-

mise, one needs to evaluate the differences in the response using various input wind fields, and furthermore the origin of these differences.

In Nybø et al,18 the Kaimal and Mann wind fields are compared to large eddy simulations, hereafter denoted ‘LES’, and wind fields based on

offshore measurements, hereafter denoted ‘TIMESR’. The comparisons were made for several wind speeds and atmospheric stability conditions.

The current study aims to evaluate the response of a bottom-fixed wind turbine subject to the four wind spectral formulations; Kaimal, Mann,

LES and TIMESR. The models are fitted to measurement situations covering stable, unstable and neutral atmospheric conditions. None of the

studies mentioned above compare the responses of a wind turbine in the different wind fields presented.

In order to determine the origin of the differences in response in TIMESR, LES, Mann and Kaimal, the wind characteristics are first isolated

and their effect on response evaluated. The response is evaluated in terms of damage equivalent moments, hereafter denoted as ‘DEM’, but more

importantly the response spectra. By comparing spectral characteristics of the wind and response, it is easier to determine the origin of the

response differences.

The wind induced quasi-static response (f < 0.1 Hz) is in focus, in order to exclusively study the wind impact on response. It is seen from

Holtslag et al.14 and Haaskjold et al,7 for example, that the low-frequency region has a large impact on the overall response of bottom-fixed wind

turbines. This work will furthermore show that the spectral formulations of Mann, Kaimal, LES and TIMESR vary significantly in the low-frequency

region below 0.1 Hz. The uncertainty and stochastic variation in this region is furthermore assessed. To the author's knowledge, spectral analysis

of the origin of differences in quasi-static response from various input wind fields has never been done before.

2 | DATA AND METHODS

2.1 | Wind fields

In this study, a number of incident wind fields are used in the analysis of a bottom-fixed wind turbine. These wind fields are introduced in

Section 1 as Kaimal, Mann, TIMESR and LES. Measurements from sonic anemometers at an offshore mast outside Germany (FINO1)19,20 are

used as inputs to the various models according to Figure 1. In a previous study,18 these wind fields are properly described and compared to

each other.

In order to evaluate the wind fields, some definitions of wind characteristics are needed. The turbulence intensity, TI, is defined by the stan-

dard deviation of the wind speed in the mean wind direction, σu, and the mean wind speed, �u , according to Equation (1). In the following, TI is

referred to hub height.

TI =
σu
�u

ð1Þ

According to the IEC wind turbine design standard,2 the variation of mean wind speed with height, the wind shear, is described by the power

law:

�uðzÞ= �uref z
zref

� �α

: ð2Þ

�u is the mean wind speed at height z, and �uref is the wind speed at a reference height, zref. α is the empirical power law exponent. As seen in

Figure 1, the logarithmic law is used for the TIMESR profile. This law takes atmospheric stability into account when describing the variation of

wind speed with height.
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The coherence is used to quantify the correlation between the wind speed at two different locations in frequency space. Frequently, the

root-coherence, or the coherence in its absolute form, is used for this purpose. The root-coherence is given by

jγj= jSxyjffiffiffiffiffiffiffiffiffiffiffiffi
SxxSyy

p , ð3Þ

where Sxx and Syy are one-sided auto-spectra of the wind velocities at two different positions, x and y, and Sxy is the cross spectrum between

these two. The coherence, γ, may be split in a real part, the co-coherence (Re½γ�), and an imaginary part, the quad-coherence (Im½γ�). The coherence

between two positions separated by a horizontal distance, δy, is referred to by γy, and a vertical distance, δz, by γz. The Davenport coherence

model22 is defined by a decay parameter, C, according to the following equation:

γ = exp −C∗
fδ
�um

� �
, ð4Þ

where the frequency is represented by f and the mean wind speed between the two locations by �um . Only the coherence of the along wind com-

ponent, the uu-coherence, is analysed in this work, thus in the following coherence refers to the uu-coherence if not stated otherwise. It is shown

by e.g. Robertson et al.25 that the uu-coherence is more important for the response of a 5-MW wind turbine than the vv- and ww-coherence. We

assume that the u-component is still the most important when considering a larger wind turbine. It should however be noted, that the vv- and

ww-coherence may have larger significance when considering several wind turbines where wake meandering matters.26

F IGURE 1 Scheme of wind field models, describing inputs, simulation software, spectra and coherence models and profile laws. a =21, b=22,
c=6, d=2, e=23, f=5 and g=24
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In Nybø et al,18 a number of wind fields were simulated in various wind speed and stability conditions. In the present study, focus is on a

wind speed just above rated in unstable, neutral and stable stratification. Further characteristics of these situations are listed in Table 1. It should

be noted that the Kaimal and Mann wind fields are intended for neutral situations, so only the TI and shear is adapted when they are referred to

as stable or unstable. A brief analysis of the wind speed impact on the wind turbine response is also performed, where wind fields are fitted to

measurements of 7.5 and 18 m/s in neutral stratification. One hour of continuous simulation has been performed in order to properly resolve the

low-frequency region.

It was a goal to achieve similar main characteristics (mean wind speed and TI at hub and shear) across models in order to easier compare dif-

ferences in response due to varying formulation of wind spectra, turbulent structures and coherence. This was not fully achieved for the 12.5 m/s

neutral situation, which may be observed in the range of TI in Table 1. It was challenging to achieve high enough TI in neutral conditions in LES,

resulting in only 3.6%, while other models are closer to 6%. The resolution and size of the LES domain are finer and larger than given in Table 1,

but interpolations are performed in order to compare at the same grounds. Figure 1 shows that TIMESR is based on measurements to a large

degree. However, measurements are only conducted at a few vertical locations on the mast. The decay parameters are estimated from time series

separated vertically. The decay of coherence is assumed to follow the Davenport model with equal decay parameters for horizontal and vertical

separation distances. Based on the above, this model may be considered the most realistic one, but it has clear limitations and should not be con-

sidered ‘true’.
Figures 2–4 show the wind spectra, co- and quad-coherence of the different simulated wind fields. For details on the spectral procedures,

see Nybø et al.18 All three figures are limited to the very low-frequency region below 0.1 Hz, where the major part of the energy and large co-

and quad-coherence are observed. For the low-frequency fluctuations, only a few oscillations are achieved in the 1-hr simulations. Therefore,

there is significant uncertainty associated to the spectra, co- and quad-coherence. In the calculation of these spectral properties, stationarity is

assumed. TIMESR is based on 1 hr of measurements. Natural wind is not truly a stationary process, but the chosen situations are considered sta-

tionary using the criteria given in Nybø et al.20 These criteria define stationarity based on the linear trends and moving statistics of the time series.

Mann and Kaimal are stationary models, and the generated LES wind fields of this study are also found to be stationary based upon the criteria

described above.18

In Figure 2 one observes that the energy level of the spectra decrease from unstable to stable situations (be aware of the different scales).

Across stability conditions, one observes extreme values at 0.0017 Hz (lowest frequency in spectrum) for most models. Note that these values

are very dependent on the block length used in the Fourier transform. With a longer block length, the extremes are moved to even lower

TABLE 1 Summary of wind field
characteristics of the close to rated wind
speed situation

Parameters Unstable Neutral Stable

Mean wind speed at 119 m 12.6 m/s 12.4 m/s 12.5 m/s

Turbulence intensity 5.6–6.4 % 3.6–6.2 % 2.3–3.1 %

Power law exponent 0.02–0.03 0.05–0.06 0.2

All

Grid size horizontally and vertically 3.5 m

Domain size horizontally and vertically 220.5 m

Simulation time 1 hr

Time step 0.1 s

F IGURE 2 Wind spectra at 119 m for 12.5 m/s (note the different scales). The mean spectra of six 1-hr realisations are shown. PSD = Power
spectral densities. Frequency step, Δf=0.0017 Hz
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frequencies, but the same trends are observed. The difference in TI between LES and other models in the neutral situation is observed in Figure 2

(middle). The power spectral densities of LES are lower than of other models, especially in the region 0.0033–0.04 Hz. The wind spectra of Mann

and Kaimal are very similar, as the Mann inputs are customized to fit the Kaimal spectrum according to the IEC wind turbine design standard.2

Figures 3 and 4 show the co- and quad-coherence at 0.7D separation distance normal to the wind direction of wind turbines with about 180-

and 80-m diameter, respectively. Distances in the order of the diameter of the wind turbine are assumed to be most relevant for tower response.

Figure 3 is therefore most relevant for the analysis of the DTU 10 -MW wind turbine, while Figure 4 is rather relevant for wind turbines common

F IGURE 3 Co- (left) and quad-coherence (right) with 0.7D vertical (top) and horizontal (bottom) separation distances for wind fields of
12.5 m/s and neutral atmospheric conditions. D=178.3 m (DTU 10-MW reference turbine)

F IGURE 4 Co- (left) and quad-coherence (right) with 0.7D vertical (top) and horizontal (bottom) separation distances for wind fields of
12.5 m/s and neutral atmospheric conditions. D=80 m (1–2 MW)
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20 years ago. The two figures show that a wind field hitting a large wind turbine is less coherent than the wind field hitting a smaller turbine. One

observes that the co- and quad-coherence are close to zero over about 0.05 Hz in Figure 3. The comparison of Figures 3 and 4 shows that the

importance of a proper coherence model increases with the rotor diameter, and design standards must be updated accordingly.

The co-coherence is higher in unstable situations than stable, clearly shown by LES in Figures 3 and 4. The stable TIMESR co-coherence is

also decaying fast with frequency, but the neutral and unstable values of co-coherence are rather similar. The chosen unstable and neutral situa-

tions are in general very similar, also shown by Table 1, Figure 2 and Nybø et al.18 Nybø et al.18 found increasing co-coherence with increasing

wind speed. In the literature, it is common to focus on the positive co-coherence for wind turbine purposes.2,27–29 However, significant negative

co-coherence and non-zero quad-coherence are observed in LES and Mann in Figures 3 and 4. The corresponding phase shifts between two time

series separated in space are expected to influence the quasi-static response of a wind turbine. The quad-coherence is typically significant at fre-

quencies where the co-coherence lies between zero and unity.

2.2 | Response

A slightly modified version of the DTU 10-MW reference turbine is used in the present study.30 The modifications on the turbine itself are per-

formed by Bachynski and Ormberg,31 while Sørum et al.32 designed the monopile foundation. The wind turbine, foundation and soil characteris-

tics used in the current study are equal to the base model of Sørum et al,32 with the exception of a slightly larger monopile diameter. The water

depth is 30 m and the monopile extends 43 m below the mud line. The lowest point of the monopile is fixed in all degrees of freedom. The wind

turbine has a hub height of 119 m and a diameter of 178.5 m. The lowest natural frequencies are the 1st tower side-side and fore-aft modes at

about 0.23 Hz. At 12.5 m/s, the first excitation frequency, 1P, is 0.16 Hz. All natural frequencies and excitation frequencies are thus higher than

the low-frequency region (f<0.1 Hz) in focus in the present study. This region shows exclusively the quasi-static response as all natural frequen-

cies are well above the frequency range considered.

During operation, large dynamic loads are expected close to the rated wind speed, 11.4 m/s. To stay above, but close to the rated wind speed,

12.5 m/s is chosen as the mean wind speed. From the simulation results it is observed, with a few exceptions, that the power output is constant

at 10 MW throughout the duration of the simulations. For the TIMESR simulations in neutral atmospheric conditions the power drops below

10 MW in 3%–5% of the simulation time. This can be attributed to the high power density of the wind spectra at very low frequencies. The filter

frequency for the generator speed controller is set to 0.2 Hz; thus, the control system is active in the low-frequency region.

The aero-hydro-servo-elastic tool SIMA33 is used for the wind turbine simulations. The aerodynamic loads are calculated with the blade ele-

ment momentum theory. The simulations are performed with a time step of about 0.01 s and a total length of 3800 s. The last hour of the simula-

tions is used for analysis, reserving the initial 200 seconds for transient effects to die out.

For details on the number of SIMA runs conducted for this study, see Table 2. Simulations with specific wind characteristics, referred to in

Table 2 under ‘Wind characteristics tests’, are run in order to evaluate the effect of shear, turbulence and coherence independently. The simula-

tions referred to under ‘Wind characteristics tests’ are all discussed in Section 3.3. Some of them are run with only one realisation as their char-

acteristics differ distinctly, while others require higher certainty. The wind fields of Kaimal, Mann and TIMESR are run with six different

realisations, further discussed in the statistical analysis of Section 3.2. The mean characteristics of the six TIMESR realisations are used as inputs

to the six Kaimal and Mann realisations. LES is only run with one realisation per stability and wind speed due to the computational efforts

required.

The tower top yaw moment, hereafter denoted Mz, the tower top bending moment fore-aft, MT, y, the tower bottom bending moment fore-

aft, MB, y, and the blade root flapwise bending moment, MF, are considered in the response analysis. Only the dynamic response is considered, thus

any reference to response corresponds to the dynamic response. Mean values have not been assessed. The mentioned responses are impacted

by different characteristics in the wind. MB, y and MF are, for example, expected to be large if the wind turbine is subject to a fully coherent wind

field over the rotor, while Mz andMT, y will be larger if there are large variations in the wind field. Horizontal variations in the wind field is expected

to influence the yaw moment while vertical variations may influence the fore-aft moments. The flapwise bending moment is, on the other hand,

expected to be less dependent on direction. The fore-aft moments are expected to be far larger than the side-side moments, thus the side-side

moments are not considered any further in this study.

The response is evaluated in terms of spectra and DEM. The response spectra are estimated using Welch's algorithm34 with a Hamming win-

dow, six segments, and 50% overlapping. The standard deviation of the response time series, for example, used by Haaskjold et al.7 also indicates

the damage experienced by the wind turbine. However, it only takes into account the amplitudes of the response, without accounting for the

number of oscillations. The DEM, Req, takes into account the amplitudes of the time series, Ri, the number of cycles, ni, and the Wöhler curve

exponent of the material, m, according to Equation (5).35

Req =
Σ iðRm

i niÞ
neq

� �1=m

ð5Þ
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The rainflow algorithm developed by Nieslony36 is used to compute the DEM, where half-cycles are weighted as ni =0:5. This practice is rec-

ommended by the IEC standard.35 It is shown by Stewart et al.37 that there may be large differences in fatigue damage with simulation length,

depending on the way half-cycles are treated. In the same article, it is shown that weighting half-cycles as 0.5 results in less sensitivity to simula-

tion length than ignoring them or counting them as full cycles. neq is the equivalent number of response cycles, in this case for an equivalent fre-

quency of 1 Hz. For the Wöhler curve exponent, 10 (composite material) is used for calculating the blade equivalent moment, and 3 (steel) for

calculating the tower equivalent moments.

In order to evaluate the response from the low-frequency region exclusively, the time series are low-pass filtered at 0.1 Hz. The high-

frequency components of the fast Fourier transform of the original time series are cut. The low-pass filtered time series are thereafter produced

by inverse Fourier transformation. To avoid distortions of the ends of the filtered time series, a leader/trailer corresponding to 10% of the initial

time history is introduced before applying the FFT. The leader/trailer is a mirror of the beginning/end of the time series linearly ramped off to

zero. The low-pass filter is applied in a region of low gradients.

The focus of this study is on the aerodynamic loads, thus no waves or current are present in the simulations. By including aligned waves typi-

cal for the North Sea (Hs=3.2 m and Tp=8.8 s), it was observed that the waves had negligible impact on the DEM of Mz, MT, y and MF. The contribu-

tion to the DEM of the wind alone was about 70% of the total DEM for MB, y. Waves are not considered further as the aim of this work is to

investigate the importance of the low-frequency wind loads.

3 | RESULTS AND DISCUSSION

3.1 | Importance of the low-frequency region

This study focuses on the quasi-static response at frequencies below 0.1 Hz. In the following, we illustrate the importance of this low-frequency

region on the total response.

From the response spectra, one may observe the frequency dependent amplitudes, but it is not straight-forward to interpret the dependence

of the number of oscillations. In Figure 5 (left), one observes the spectrum of the Mz with a Kaimal wind field input. There are high peaks at low

frequencies, but given the few oscillations of these cycles, their impact on DEM is not as high.

In order to evaluate the importance of the low-frequency region on the total damage, a low-pass filter at a number of frequencies on the

original time series is used. This gives the cumulative contribution to DEM, as shown in Figure 5 (middle). This plot converges to the DEM of the

TABLE 2 Summary of simulated wind fields, number of realisations and SIMA runs

Method Number of wind realisations and SIMA runs

Wind characteristics tests

Uniform wind 1

Sheared wind 1

Turbulent sheared wind with γ =1 1

Turbulent sheared wind with γy =1 1

Turbulent sheared wind with γz =1 1

Turbulent sheared wind with Im½γz�≠0 6

Turbulent sheared wind with Im½γz�=0 6

Turbulent sheared wind allowing for Re½γy�<0 6

Turbulent sheared wind replacing Re½γy�<0 by 0 6

Turbulent sheared wind replacing Re½γy�<0 by jRe½γy�j 6

Response analysis

Kaimal 12.5 m/s: 6 per stability

7.5 and 18 m/s: 1

LES 1 per stability and wind speed

Mann 12.5 m/s: 6 per stability

7.5 and 18 m/s: 1

TIMESR 12.5 m/s: 6 per stability

7.5 and 18 m/s: 1
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original time series. The gradient of the cumulative contribution provides the frequency dependent contribution to DEM shown in Figure 5 (right).

This method is further explained by Bergami and Gaunaa.38 The low-pass filter described above is used with intervals of 0.05 Hz. As it is applied

even in regions of high gradients, distortions may appear. Still, expected results are observed, similar to the spectra, but with higher impact from

higher frequencies. The obtained frequency dependent DEM is dependent on the low-pass filter chosen; thus, the results should be considered

qualitatively, not quantitatively.

Figure 6 shows the cumulative contribution to DEM for all considered responses using the same Kaimal input wind field. It shows that low

frequencies are very important for MB, y and MF. Large eddies covering most of the rotor area cause large tower bottom and blade root

moments, for example for MF almost all damage is caused by responses below 0.25 Hz. In contrast to the tower response, the blade response is

strongly influenced by the 1P frequency at about 0.16 Hz. Smaller eddies at higher frequencies covering only a small fraction of the rotor area

have more significant impact on the tower top moments. For Mz and MT, y the responses at the blade passing frequency, 3P as well as the multi-

ples, 6P and 9P, contribute significantly to the damage. However, the quasi-static response at the lowest considered frequency is the largest sin-

gle contributor to the DEM of all the four responses considered when considering frequency intervals of 0.05 Hz shown by the large plots of

Figure 6.

F IGURE 5 Overview of procedure for determining frequency-dependent damage equivalent moment (DEM). f LPF is the cutoff frequency in
the low-pass filter. Contr. = contribution, cum. = cumulative. A Kaimal wind field of about 12.5-m/s mean wind speed is used

F IGURE 6 Cumulative contribution to DEM of a Kaimal wind field with a mean wind speed of about 12.5 m/s. f LPF is the cutoff frequency
in the low-pass filter (0.05 Hz for the large plots and 0.0017 Hz for the smaller boxes), contr. = contribution, cum. = cumulative
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It should be highlighted again, that there are large uncertainties associated with the low-frequency region of the wind spectra, the coherence

and the response spectra. These uncertainties are reduced by using not too short block lengths in the FFT, long time series, and several

realisations of these as discussed in Section 3.2.

3.2 | Statistical reliability of the quasi-static response

The IEC wind turbine standard2 states that the total period of wind data should be long enough to ensure statistical reliability. More specifically,

at least 1 hr of simulation should be run. To investigate whether the IEC recommendation is robust enough for comparison of turbulence models,

specifically in the low-frequency region, the following analysis is performed.

First, it should be mentioned that the wind fields generated in this study are assumed to be stationary, as discussed in Section 2.1. However,

Figure 2 shows that the time duration considered is not much longer than the duration of the large energy containing eddies. Therefore, the wind

fields considered cannot be considered truly stationary. The small boxes of Figure 6 show that frequencies below 0.1 Hz matter significantly to

the total DEM, but also that the very lowest frequencies considered (e.g., below 0.01 Hz) are not at all dominant for the total DEM. Due to limited

contribution from the very low frequencies, the non-stationarity of the wind fields is assumed to have minor effect on the results.

The stochastic variation of the response time series may be evaluated in terms of the relative variance. Bendat and Piersol39 show that the

relative variance is inversely proportional to the bandwidth of the process, B, and the duration of the time series, T. For a boxcar power spectral

density function, the relative variance is given by:

var½ψ̂2�
ψ4

≈
1
BT

, ð6Þ

where ψ̂2 is the estimated variance of each simulated time series, while ψ2 is the variance achieved by an infinite number of simulations. ψ4 is esti-

mated by using the square of the mean variance of the simulated time series. As the spectra are not boxcar shaped in the present case and the

convergence of Equation (6) is slow with respect to the number of realisations needed, the result is used in a qualitatively sense.

A comparison between the relative variance (Equation (6)) of the total response time series and the low-frequency one is performed for 1 hr

simulation split in six 10-min time series. The comparison confirms that the stochastic variation is stronger when considering only the low fre-

quencies (not shown). In this section, the standard recommendation is thus compared towards a six times longer time series, hereby referred to as

follows:

• ‘60MIN’: Six simulations of duration 60 min. Each with different seed number and thus considered statistically independent.

• ‘10MIN’: One of the above 60-min series are split into six 10-min series (IEC standard). These 10-min series are also assumed statistically

independent.

Assuming a bandwidth limited Gaussian process, one should expect the relative variance to be inversely proportional to the simulation time,

Equation (6), i.e the relative variance for the 10MIN should be about six times larger than that of the 60MIN. In Table 3, the relative variance of

10MIN is divided by the relative variance of 60MIN. For all responses and wind fields considered, the uncertainty is significantly reduced by

increasing the total time by a factor 6. For most wind fields, the reduction is higher for MB, y andMF thanMz and MT, y. The values shown represent

the mean of using six different 60-min realisations in the 10MIN relative variance. As mentioned, there is large uncertainty in the relative variance.

This is observed by large variations among the different realisations (not shown). The reduction in uncertainty with duration shown by the relative

variance in Table 3 is reflected in the DEM, as explained below.

TABLE 3

var½ψ̂2 �
ψ4 10MIN

var½ψ̂2 �
ψ4 60MIN

for the

response time series

Mz MT, y MB, y MF

TIMESR 3.9 2.0 45.3 24.4

TIMESRLPF 3.9 1.6 45.8 32.8

Kaimal 35.1 5.9 14.9 33.2

KaimalLPF 27.2 7.8 14.4 17.3

Mann 10.0 2.9 14.9 4.2

MannLPF 6.9 4.3 14.3 20.3

Note: LPF = low-pass filtered at 0.1 Hz.
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Figure 7 shows the various response spectra, using wind fields according to Kaimal, Mann, TIMESR and LES in neutral stability conditions.

The spectra of MB, y andMF are narrower than MT, y andMz. The lower bandwidths cause higher uncertainty in the relative variances. The response

dependent uncertainty may also be observed in Figure 8. This figure shows the low-frequency DEM of the various input wind fields. The ranges

in strong colors represent the stochastic variation (60MIN) from the minimum value to the maximum value of the six realizations. In agreement

with the bandwidths, there are larger ranges at the tower bottom and blade root than at the tower top. Figure 8 also shows the stochastic varia-

tion of 10MIN in black lines. The reduced range going from 10MIN to 60MIN illustrates the reduced stochastic variability when increasing the

total duration of simulation.

From Figure 8 it is observed that the stochastic variations between results from individual realizations (range in dark colors) may be larger

than the differences between turbulence models. This is, for example, the case for Mann and Kaimal at MF in the 12.5-m/s situation. From the

mean values, shown by white lines, one observes that Kaimal leads to significant higher damage than Mann. However, if running only 1 realization

of 3600 s, we could have achieved opposite results. This confirms that we need several 1-hr simulations in order to achieve reliable results for

comparisons of the low-frequency responses.

To sum up, there is a stronger stochastic variation when focusing exclusively on the low-frequency region, which is compensated by more

simulations. This is necessary in order to achieve higher certainty when comparing the DEM of the various input wind fields. It is furthermore seen

that the stochastic variation is higher at the tower bottom and blade root than at the tower top.

3.3 | Expected impact of shear, turbulence and coherence

The individual impact of shear, turbulence level and coherence on the different responses are considered in the following. The impact of coher-

ence of vertical and horizontal separation distances is considered separately, with a special focus on quad-coherence and negative co-coherence.

The different wind fields considered are described in Table 4. All the wind fields have close to rated wind speed at hub height.

No impact from shear on the response for frequencies below 0.1 Hz is expected. Figure 9 shows the spectra of the responses corresponding

to the wind fields W1–W6. Comparing W1 (uniform flow) and W2 (shear flow), it is observed that the sheared wind field enhances responses at

3P for the tower moments and 1P for the blade moment. For other frequencies, no significant differences are observed. When no turbulence is

present, only the rotor frequencies (1P, 3P) and multiplies of these (6P, 9P,…) contribute to the damage of the wind turbine.

Adding turbulence to the wind field, the distinct narrow peaks at e.g. 3P of the W1 and W2 spectra are becoming less distinct. Except for this,

the responses generally increase in the whole frequency range, and in particular in the low-frequency region, below 0.1 Hz.

F IGURE 7 Response spectra of the wind turbine subject to wind fields of 12.5 m/s and neutral atmospheric conditions. The mean spectra of
six 1-hr realisations are shown. PSD = Power spectral densities. Frequency step, Δf = 0.0017 Hz
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F IGURE 8 Damage equivalent moments of the low-pass filtered response time series for three input wind speeds. For 12.5 m/s, the mean
(white lines) and the range (dark colors) of six 1-hr realisations (60MIN) are shown, in addition to the range (black lines) of six 10-min realisations
(10MIN)

TABLE 4 Wind fields used in studying the various contributions to turbine loads. Mid rules separate different generation techniques where
the first block is generated in SIMA, the second is based on a TurbSim Kaimal wind field and the third is generated from a slightly modified
version of Cheynet's generator

Code Wind field α TI
Same TS in
hor. cells

Same TS in ver.
cells + shear Description

W1 Uniform wind 0 0% yes yes

W2 Sheared wind 0.06 0% yes yes

W3 Turbulent sheared wind with

γ =1

0.06 6% yes yes TS from hub height Kaimal wind field (W6).

W4 Turbulent sheared wind with

γy =1

0.06 6% yes no TS from mid Kaimal wind field (W6).

W5 Turbulent sheared wind with

γz =1

0.06 6% no yes TS from mid Kaimal wind field (W6).

W6 Kaimal 0.06 6% no no According to the IEC standard.

W7 Turbulent sheared wind with

Im½γz�≠0

0.06 6% yes no Kaimal spectrum with Davenport Re½γz� (arbitrary C's) and

Im½γz� from Equation (7), with C1 = 5 and C2 = 10.

W8 Turbulent sheared wind with

Im½γz�=0
0.06 6% yes no Same as W7, but C1=0 and C2=0.

W9 Turbulent sheared wind

allowing for Re½γy�<0
0.06 6% no yes Kaimal spectrum with Re½γy� from Equation (8), with

C3 = 4π, C4 = 5 and C5 = 0:035.

W10 Turbulent sheared wind

replacing Re½γy�<0 by 0

0.06 6% no yes Same as W9, but Re½γy�<0 replaced by 0.

W11 Turbulent sheared wind

replacing Re½γy�<0 by

jRe½γy�j

0.06 6% no yes Same as W9, but Re½γy�<0 replaced by positive

equivalent.

Note : Hor. = horizontal and ver. = vertical
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A wind field with high co-coherence over the rotor as compared to a wind field with low co-coherence, causes lower moments at the tower

top and higher moments at the tower bottom and blade root. Low coherence is associated with large variations in the wind velocity over the

blades, causing significant local moments. Figure 9 shows that low horizontal co-coherence (W5) causes significant Mz, while low vertical co-

coherence (W4) causes high MT, y. These observations are in agreement with the findings of Putri et al. and Doubrawa et al.11,12 A simplified illus-

tration showing the impact of the co-coherence on response is given in Figure 10. ‘A’ is a simplified version of W5, ‘B’ of W4 and ‘C’ of W3,

while ‘D’ shows the situation at higher frequencies. Wind fields with low correlation of the wind speed (W4, W5 and W6) over the rotor area,

either vertically or horizontally, cause reduced total loads on the rotor, which again reduce MB, y. On the contrary, a co-coherence approaching

one implies that the forces on the rotor blades act in phase and thus create a large MB, y. Similarly, the MF will be large. Although not shown in

Figure 9, a wind field with very low coherence for all separation distances are expected to cause low local and global moments, as illustrated by

‘D’ in Figure 10.

The impact of quad-coherence is found to be almost negligible from comparisons of W7 and W8. The largest difference is found at the

tower bottom, where MB, y is increased by 3% when accounting for quad-coherence. To include quad-coherence, the Davenport model

(Equation (4)) is supplied by an imaginary part as proposed by Cheynet.40 The quad-coherence for a vertical separation distance, δz, is generated

according to

Im½γz�=C1∗
f∗δz
�u

∗exp −C2
f∗δz
�u

� �
: ð7Þ

F IGURE 9 Response spectra of wind turbine response using wind fields W1-W6 of Table 4. Responses plotted using double logarithmic scale
to the left; to the right the low-frequency response (f<0.1 Hz) is plotted using linear scales. PSD = Power spectral densities. Frequency step,
Δf = 0.0017 Hz

NYBØ ET AL. 1493



With the decay parameters, C1 and C2, given in W7 of Table 4, the quad-coherence obtained is similar to Mann and lower than LES, as shown

in Figure 11. The quad-coherence of the Mann and LES wind fields considered in this study is thus expected to have minor importance for the Mz,

MT, y, MB, y and MF.

Keeping the negative co-coherence causes lower moments at the tower bottom and somewhat increased yaw moments in the low-frequency

range as compared to the moments obtained when replacing the negative co-coherence with the absolute value or zero. The negative co-

coherence for a horizontal separation distance, δy, is generated according to the principles outlined by Cheynet:41

Re½γy�= cos C3∗
f∗δy
�u

� �
∗exp −

δy∗
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðC4∗fÞ2 +C2

5

q
�u

0
@

1
A: ð8Þ

With the decay coefficients, C3− 5, given in W9 of Table 4, the negative co-coherence is similar to Mann. The co-coherence of wind fields

W9-W11 is shown in Figure 12, and its corresponding impact on the response spectra in Figure 13. Keeping the negative co-coherence

(W9) rather than using the absolute value (W11), increases the Mz and MT, y in the same frequency range where the co-coherence of W9 and

W11 differ (considering a separation distance of 0.7D). As may be expected, Mz is stronger influenced by the negative horizontal co-coherence

than the fore-aft moment. Keeping the negative co-coherence (W9) causes increased local moments in the top of the turbine, but reduces the

total horizontal force at the tower top, causing lower moments at the bottom of the tower. Across responses, the differences in co-coherence

F IGURE 10 Illustration of the impact of co-coherence and eddy size on response. Different colors represent uncorrelated eddies. M refers to
the dynamic moments

F IGURE 11 Co- (left) and quad-coherence (right) with 0.7D of DTU 10-MW vertical separation distance of the wind fields W7 & W8 of
Table 4. The mean coherence of six 1-hr simulations are shown
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F IGURE 12 Co-coherence with 0.7D of DTU 10-MW horizontal
separation distance of the wind fields W9-W11 of Table 4. The mean
co-coherence of six 1-hr simulations are shown

F IGURE 13 Response spectra of wind turbine response using wind fields W9–W11 of Table 4. Responses plotted using double logarithmic
scale to the left; to the right the low-frequency response (f<0.1 Hz) is plotted using linear scales. The mean spectra of six 1-hr realizations are
shown. PSD = power spectral densities. Frequency step, Δf = 0.0017 Hz
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influence the spectral densities at frequencies even higher than 0.1 Hz. This indicates that the co-coherence on length scales much smaller than

the rotor diameter influences the responses. By comparing Figures 3 and 4, one observes that as the separation distance is reduced, the coher-

ence persists at higher frequencies. Considering the DEM of the complete response time series, using the absolute value of the co-coherence

(W11), rather than ignoring the negative values of co-coherence (W10) or keeping the negative values (W9), leads to higher DEM values for all

considered responses. The differences are in the order of 10% for Mz, MT, y and MF, while the MB, y is increased by 50% when the negative

co-coherence is replaced by the absolute value. It may be assumed that the negative co-coherence present in Mann, being similar to W9, alters

the wind turbine response as compared to coherence formulations that contain positive co-coherence only.

The coherence of the across wind and vertical wind components may also influence the loads. The effects of these components of the wind

field are not analysed in the present study.

3.4 | Modelling of the low-frequency region

Above, it is shown that the low-frequency region is important for the structural damage. The IEC recommendation on the number of realizations

of the simulations is furthermore considered to be too uncertain for comparing the DEM of using various input wind fields in this region. Further,

the possible influence of shear, turbulence and coherence on the response is analysed. In the following, focus will be upon the response in the

low-frequency region, that is, response at frequencies less than the first natural frequency of the tower and less than 1P. The response using wind

fields generated by TIMESR, LES, Mann and Kaimal are considered.

The computed responses of SIMA simulations with the various wind fields are low-pass filtered and the DEM calculated. The results are pres-

ented in Figure 8 and Figure 14. The variation of the six realizations of 1 hr at 12.5 m/s are shown for all wind fields except for LES.

Figure 8 shows that, as the dynamic thrust force is highest at the rated wind speed, so are the DEM at the blade root and tower bottom. The

local moments at the tower top, on the other hand, keep increasing with increasing wind speed. Only one realization is run for the above and

below rated wind speed, so the results of these situations should thus not be used for comparisons across models where the results are very

similar.

The response spectra, see Figures 7,15 and 16, show the frequency dependent response using the three stability situations at 12.5 m/s. It is

obvious both from the DEM and the spectral response that the stable situation cause less dynamic loads. The responses of the unstable and neu-

tral situations are rather similar, reflecting the similarities of the two chosen situations. None of the wind field models cause consistently the

highest or lowest DEM throughout the responses and stability conditions considered.

F IGURE 14 Damage equivalent moments of the low-pass filtered response time series for three input stability conditions at 12.5 m/s. The
range (dark) and mean (white lines) of six 1-hr realizations are shown
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In agreement with Section 3.3, one sees that the TI has a strong impact on response. The LES wind field has a very low TI in the neutral situa-

tion, which is reflected in all the DEM and spectral responses, especially in the frequency range 0.005–0.03 Hz.

It is also clear that the shape of the wind spectra have great impact on the response. In the unstable situation, a distinct behaviour of LES

across the spectral responses is again obvious. In contrast to the responses of other input wind fields, LES predicts a peak in response at a fre-

quency higher than 0.0017 Hz (lowest frequency in spectrum). The same shift of energy towards higher frequencies is seen in the wind spectra

F IGURE 16 Response spectra of the wind turbine subject to wind fields of 12.5 m/s and stable atmospheric conditions. The mean spectra of six
1-hr realizations are shown. PSD = power spectral densities. Frequency step, Δf =0:0017

F IGURE 15 Response spectra of the wind turbine subject to wind fields of 12.5 m/s and unstable atmospheric conditions. The mean spectra
of six 1-hr realizations are shown. PSD = power spectral densities. Frequency step, Δf = 0:0017 Hz
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(Figure 2, left). For the stable situation (Figure 16), one observes that the responses in the LES wind field are lower than in the other wind fields.

This is a consequence of the lower spectral densities of the wind spectra, see Figure 2. However, the co-coherence of LES in the stable situation

is also very low, being close to zero for most frequencies (Figure 3). As illustrated in Figure 10, low coherence at small separation distances are

associated with small uncorrelated eddies, which will contribute to overall low dynamic moments. The low coherence of TIMESR at frequencies

above 0.0017 Hz in the stable situation (Figure 3), cause corresponding low responses of the TIMESR input wind field. TIMESR and LES take the

atmospheric stability conditions in the wind modelling into account to a larger extent than Kaimal and Mann. In contrast to Kaimal and Mann,

where only the TI and shear are adapted when they are referred to as stable or unstable, TIMESR and LES adapt also the turbulence and coher-

ence to the given stability. This seems to greatly impact the quasi-static response in the stable situation.

Considering all models and stability conditions, the Mann wind fields result in highest DEM of Mz. The spectral amplitudes of Mz in Mann are

significantly higher at frequencies below 0.045 Hz compared to the spectral amplitudes in other wind fields (Figure 7,15 and 16 (all left top)). This

is expected considering its low horizontal co-coherence, see Section 3.3, Putri et al.12 and Doubrawa et al.11 The wind fields W4 and W6 demon-

strate that wind fields with low horizontal co-coherence cause high yaw moments, see Figure 9 (top), which is also illustrated in Figure 10. There

is, however, a very low co-coherence of TIMESR in the stable situation as well, but this does not result in a consistently high Mz. This may indicate

that the negative horizontal co-coherence, present in Mann but not TIMESR, has a strong impact on Mz.

MT, y is expected to be influenced by the vertical co-coherence, which is similar across wind field models (Figure 3). Figures 7,15 and 16

(all right top) show that the corresponding response spectra follow each other closely with the exceptions in LES and TIMESR already mentioned.

The MB, y spectra (Figures 7,15 and 16 (all left bottom)) are heavily influenced by the shape of the wind spectra in unstable and neutral condi-

tions. There are strong similarities, especially at the lowest frequencies. Figure 14 shows that higher frequencies matter for the DEM despite the

high spectral densities at the very low frequencies. One, for example, observes higher spectral densities of Kaimal than Mann at higher frequen-

cies in all stability conditions, which leads to higher total damage. From Figure 3, one observes that Mann has highest co-coherence at very low

frequencies, but Kaimal at higher frequencies. Figure 9 showed that more co-coherence cause more response at the tower bottom, explaining the

differences of Mann and Kaimal. This is in contradiction to the findings of Putri et al.12 and Bachynski and Eliassen,10 who did not see any signifi-

cant effect of co-coherence on the response in Mann versus Kaimal in MB, y. These studies are not directly comparable to the present study, as

they focus on floating wind turbines subject to waves with corresponding platform movements.

The wind spectra in neutral and unstable situations seem to influence MF even stronger (Figures 7,15 and 16 (all right bottom)). One sees clear

similarities between the response spectra of MB, y and MF, but the very low frequencies seems to be dominating for the DEM of MF. When com-

paring the responses at low frequencies, one should keep in mind the relatively large statistical uncertainty.

4 | CONCLUSIONS

In this study, focus is on the low-frequency response of a bottom-fixed offshore wind turbine. The effect of various turbulence models are stud-

ied. First, the wind spectra and coherence of the input wind fields, Kaimal, Mann, TIMESR and LES are compared. The turbulence models are

fitted to an unstable, a neutral and a stable common situation offshore. The wind characteristics of the neutral and unstable situations are found

to be very similar, while the stable situation has larger shear, lower TI and less coherence.

Next, the importance of the low-frequency, quasi-static response for some key response quantities is evaluated. The responses considered

cover the tower top yaw moment, the tower top fore-aft bending moment, the tower bottom fore-aft bending moment and the blade root

flapwise bending moment. The quasi-static response is shown to have a significant contribution to the DEM of these responses. The importance

of the low-frequency region is higher at the tower bottom and blade root than at the tower top.

The stochastic variation of the response is furthermore evaluated with a focus on the quasi-static frequency region. The number of realiza-

tions of simulations recommended by the IEC is considered to be too uncertain for the present analysis. A total of 6 hr wind field simulations are

therefore performed for Kaimal, Mann and TIMESR in order to simulate the response.

In order to identify the reasons for the differences in responses using Kaimal, Mann, TIMESR and LES, the impacts of shear, turbulence and

coherence on response are analysed separately. Shear is found to have negligible impact in the low-frequency region, while increased turbulence

level generally increases the response in the whole frequency range. With increasing co-coherence, the tower top yaw and bending moments are

reduced, while the tower bottom and blade root bending moments are increased. The quad-coherence has negligible impact on the response

parameters considered.

In this study, the wind shear, TI and wind spectra of Kaimal and Mann are alike, yet there are significant differences in response. These are

explained by the differences in turbulence and coherence formulations. The co-coherence of Mann is low compared to Kaimal, even negative at

some frequencies. This explains the lower response in Mann wind compared to Kaimal at the tower bottom and blade root. It is likely that the high

yaw response in Mann is also related to its low and negative co-coherence, specifically between horizontal separation distances.

In agreement with the literature, this study shows that the response of the structure in Kaimal and Mann differ. Compared to the other con-

sidered models, LES and TIMESR, however, Kaimal and Mann give quite similar results. TIMESR, for example, stands out giving high DEM in the
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tower bottom and blade root in the neutral and unstable situations. The shape of the response spectra of the tower bottom and blade root bend-

ing moments are similar to the wind spectra in these situations. Compared to other wind fields, TIMESR has very large spectral amplitudes in the

lowest considered frequencies, which is reflected in the response spectra. In other words, the large variation in wind speed of large eddies

observed in TIMESR cause high DEM at the tower bottom and blade root.

Compared to Mann, Kaimal and TIMESR, the wind characteristics of LES and the corresponding response differ distinctively with stability.

LES has different input parameters, more complex formulations and severely increased computational costs compared to the other models. As the

TI, wind shear and coherence are resulting parameters rather than inputs, it is more difficult to customize the simulations to certain situations. As

an example, obtaining high enough TI in the neutral situation was difficult, which dominated the corresponding response.

The largest differences between models are found in the stable situation. In contrast to Mann and Kaimal, there are clear dependencies of

stability on the response spectra of TIMESR and LES. The low response of LES and TIMESR in stable conditions is expected to be related to few

energetic large eddies and corresponding insignificant forces.

The four wind field models result in large differences in the estimated DEM of the quasi-static response even when all models are fit to the

same offshore situation. Thus, the choice of turbulence model is important to the fatigue life estimates in design of bottom-fixed wind turbines. A

correct modelling of turbulence and coherence becomes more important with increasing rotor diameters. It is not possible to conclude which tur-

bulence model is superior, as no full field measurements are included in the study. This study shows that the horizontal coherence impacts the

response, but measurements of the actual horizontal coherence are rare.

Further work will include fitting the input parameters of the Mann model to measured data. The characteristics of the Mann wind field, such

as the eddy size and lifetime may thus be fitted to given situations. Furthermore, studies will be performed on a floating wind turbine subject to

the wind fields used in this study. With its low natural frequencies of the rigid body motions, even higher significance of the low-frequency region

of the response spectrum is expected. The differences between the response of various wind fields are thus expected to be even clearer.
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