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Abstract
This paper presents new laboratory-scale numerical simulations of density-driven exchange 
flows generated across an idealised, submerged sill obstruction under both non-rotating and 
rotating frames of reference using the Bergen Ocean Model (BOM), a three-dimensional 
general ocean circulation model. Initial non-rotating BOM simulations are compared 
directly with previous laboratory data obtained in a large-scale channel facility incorporat-
ing an idealised trapezoidal sill. These laboratory experiments demonstrate that the saline 
intrusion flux across the sill is initially reduced and then eventually fully blocked under 
increasing net-barotropic flow conditions imposed in the counterflowing upper freshwa-
ter layer, with the saline blockage also more evident for reduced sill submergence depths. 
These parametric dependences are also demonstrated in the equivalent BOM simulations 
of the non-rotating sill exchange flows, although the numerical model results tend to over-
predict both the interfacial velocity and density gradients across the sill (as indicative of 
suppressed interfacial mixing), as well as the fresh-saline source flux ratio at which full 
blockage of the saline intrusion occurs. The BOM simulations are then extended to con-
sider rotating sill exchange flow dynamics. In particular, these additional runs demonstrate 
that Coriolis forces increase the overall blockage of the saline intrusion layer compared 
to equivalent non-rotating exchange flows, especially when the Rossby number associated 
with the saline intrusion flow across the sill is considerably less than unity. This effect 
is largely attributed to the development of Ekman boundary layer dynamics and associ-
ated secondary circulations within the bi-directional exchange flows. These are shown to 
impose strong control on the transverse distribution and extent of the lower saline intrusion 
flow across the sill and, hence, the parametric conditions under which full saline intrusion 
blockage is achieved in rotating sill exchange flows.
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1  Introduction

Restricted density-driven exchange flows are generated in oceans, seas and coastal mar-
gins when adjacent water bodies with different densities are connected by narrow chan-
nels or straits (e.g. Gibraltar, Bosphorus, Baltic Sea), or where natural topographic obstruc-
tions such as submerged sills control the intrusion of saline water into fjordic basins (e.g. 
Norway, Scotland) or oceanic deep-water outflows (e.g. Faroe Bank Channel). As well 
as providing hydraulic control of the internal flow conditions, these topographic features 
exert considerable influence on the lateral distribution of the flowing water masses, the 
internal mixing processes and the secondary circulations generated by uni or bi-directional 
exchange flows that develop as a result of horizontal density differences (i.e. baroclinic 
forcing) and/or pressure gradients (i.e. barotropic forcing) between adjacent water masses.

In the context of fjordic exchange flows, the presence of a submerged sill can generate 
a region of restricted exchange (RRE) whereby the partial blockage of tidal intrusions can 
lead to the suppression of deep water renewal, circulations and mixing in semi-enclosed 
fjordic basin, with contaminant accumulation and the formation of hypoxic bottom waters 
[1, 2]. A recent study by Cuthbertson et  al. [3] showed the flow dynamics of the dense 
saline water intrusion across a submerged sill to be controlled primarily by the relative 
magnitude of the volumetric fluxes within the upper (fresh) and lower (saline) layers, as 
well as the topography of the sill itself (i.e. relative sill submergence depth). This study 
also defined specific parametric conditions under which full blockage of the saline intru-
sion across the sill was observed. It also demonstrated that the primary blockage mecha-
nism was driven by interfacial mixing and mass transfer (i.e. entrainment) from the bottom 
saline intrusion layer under dominant, net-barotropic, flow conditions in the upper fresh-
water layer. The main physical mechanism for this mass transfer was the development of 
shear-layer interfacial instabilities and overturning events that were quantified by calcula-
tion of the shear layer thickness (i.e. isopycnal separation) and the corresponding Thorpe 
overturning length scales [4].

Shear-induced interfacial mixing within stratified flows, resulting in fluid entrainment/
detrainment between counterflowing fluid layers, depends on the buoyancy flux and the rel-
ative strength of the outflowing upper freshwater layer. This can result in significant depth-
wise variations and strong gradients within both the velocity and density fields, leading 
to high gradient Richardson numbers (e.g. [5, 6]) where stable stratification and inhibited 
turbulent mixing are observed at the interface. In some cases, strong vertical entrainment is 
observed in the region of salt-water return flow [i.e. arrested salt-wedge condition, Sargent 
and Jirka [6]]. Under other stratified flow conditions, where gradient Richardson numbers 
are typically less than 1/4, interfacial waves form along the density interface, with evolving 
interfacial instabilities (e.g. Kelvin–Helmholtz or Holmboe instabilities) providing addi-
tional mechanisms for vertical mixing across the density interface. Previous experimental 
studies have investigated the generation of interfacial waves in two-layer stratified exchange 
flows over submerged sills, in order to determine the influence of barotropic forcing [7] 
and boundary roughness [8], as well as to define the specific conditions under which Kel-
vin–Helmholtz instabilities are generated [9].

For submerged channels and sills that are relatively wide in comparison to the inter-
nal Rossby radius of deformation, Earth rotation effects associated with Coriolis accelera-
tions would also be expected to introduce geostrophic adjustment of these internal fluid 
motions [10]. In terms of these geophysical flow applications, a particular area of interest is 
therefore associated with the behaviour of bi-directional exchange flows that develop over 
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submerged sills to determine the effects of both sill geometry (i.e. relative submergence 
depth) and Earth rotation on the lateral distribution of the counter-flowing water masses, 
interfacial mixing processes, and secondary flow generation. Previous studies [11, 12] of 
bottom dense water flows along submerged, converging and upsloping V-shaped channels 
indicated that the confining channel topography and rotation effects have a strong influence 
on both the water mass flow distribution and associated density structure (e.g. isopycnal 
pinching and stretching) of the outflow along and across the channel. Other studies have 
also shown that rotation effects can suppress turbulent mixing generated at the interface 
[13] and lead to the development of Ekman layers that induce secondary, cross-channel 
circulations [14–16], even in straight rectangular channels [17].

Thus, in restricted bi-directional stratified flow problems, the internal flow dynamics are 
expected to be sensitive to (i) the dimensions of the obstruction (e.g. sill length, height and 
submergence depth), (ii) the density (and stratification) differences between the two water 
bodies separated by the sill; (iii) external barotropic forcing conditions due to the saline 
intrusion and freshwater outflows across the sill (e.g. [3, 7, 9]), and (iv) the Coriolis accel-
eration effects due to Earth rotation (e.g. [11–14, 18]).

As yet, however, topographic controls and the effects of rotation on the nature of inter-
facial mixing and secondary circulations generated by bi-directional stratified flows across 
a submerged sill are not fully understood and remain to be investigated thoroughly in a 
parametric manner through combined experiments and numerical modelling. In particu-
lar, the range of parametric conditions under which restricted exchange flows are initiated, 
or indeed blocked, is not yet completely understood. This has significant implications for 
improving our understanding of the intrusion of saline marine waters and the flushing of 
semi-enclosed estuarine impoundments, fjords and regional seas [19, 20]. As such, the cur-
rent study presents new numerical simulations, firstly, of the non-rotating experimental 
data presented in Cuthbertson et al. [3], using the Bergen Ocean Model (BOM) at an equiv-
alent laboratory-scale, before extending these BOM simulations to determine the effect of 
rotation on exchange flow dynamics across the sill. In particular, this study aims to deline-
ate the relative importance of the Earth’s rotation, barotropic forcing in the counterflow-
ing fresh and saline water layers, and the sill submergence depth in defining the range of 
parametric conditions under which partial or complete blockage of saline intrusions across 
submerged sills will occur.

2 � Numerical model and model set‑up

The Bergen Ocean model (BOM) [21] is a terrain-following σ-coordinate numerical simu-
lation tool for ocean modelling, discretized on a staggered C-grid. A fully non-hydrostatic 
version of BOM is applied in the present laboratory scale studies, while previous investi-
gations of large-scale dense water flows (e.g. [22–24]) have utilised a hydrostatic version 
of the model. The non-hydrostatic capabilities of the model have also been demonstrated 
extensively [25–27], while Berntsen et al. [14] compared numerical model outputs directly 
to measurements of dense water flow down a canyon within a laboratory-scale rotating 
tank. The BOM has also been applied to investigate tidal mixing and exchange flow pro-
cesses across submerged sills and through sea straits (e.g. [27–29]). For the advection of 
density and momentum, a Total Variance Diminishing (TVD) scheme with a superbee lim-
iter [30] is applied.
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In the current study, the channel and sill geometry under investigation in the BOM sim-
ulations is the same configuration as considered previously within the experimental study 
by Cuthbertson et  al. [3] (see Figs. 1 and 2 in this previous paper), where a submerged 
trapezoidal sill in a rectangular channel restricts the bi-directional exchange flow generated 
between freshwater I and saline water M basins. The key dimensions of this sill-channel 
arrangement in the equivalent BOM model domain are: sill crest height hs = 0.5  m; sill 
crest length L = 2.0 m; sill approach slopes αs = 26.57°; overall channel length LT = 9.0 m; 
and channel-sill width B = 1.5 m. [Note: full details of the physical system under investiga-
tion, as well as the experimental set-up and parametric conditions considered in the Corio-
lis Rotating Platform facility at Laboratoire des Écoulements Géophysiques et Industriels 
(LEGI) in Grenoble, are given in Cuthbertson et al. [3]].

Within the BOM model domain representation of this channel-sill arrangement (Fig. 1), 
the horizontal grid size is 0.1 m both along and across the channel, while 161 equidistant 
σ-layers are used vertically. The grid resolution is much higher vertically than horizontally 
in order to represent the sharp interface between the dense and fresh water layers. Prelimi-
nary tests on grid size dependence by Asplin [31] indicated that the results produced with 
161 and 321 vertical layers were almost identical and, as such, the simulations reported 
in this paper are performed with the former vertical resolution. In addition, as a key focus 
of the numerical study is on the overall effects of rotation on the exchange flow dynam-
ics across the sill, the selected horizontal grid size of 0.1 m (i.e. 15 grid cells across the 
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Fig. 1   Schematic representation of the BOM channel-sill model domain

Fig. 2   Ramp up of volume flux 
ratio Q* (= Q1/Q2) values over 
duration of numerical experi-
ments [blue values are for experi-
ments (Run 2, Table 1) + equiva-
lent BOM simulations; green 
values are for BOM simulations 
only]
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channel) was deemed sufficient to facilitate accurate representation of both the tilting inter-
faces and secondary circulations generated across the top of the sill.

As with the initial configuration in the experimental channel-sill set-up (see [3], the 
BOM model domain is initially filled with freshwater of density ρ1 = 1000 kg m−3 and there 
is no residual flow in the domain. Within the non-rotating BOM simulations, the model 
parameters are set equivalent to experimental Run 2 conditions [see Table 1 and Cuthbert-
son et al. [3]]. The volume flux ratio Q* of the freshwater Q1 and saline water Q2 inflows 
into the model domain is kept constant at Q* = 0.0 (i.e. Q1 = 0.0 l s−1; Q2 = 6.94 l s−1) over 
the first 600  s of each BOM simulation before being gradually ramped up (i.e. through 
incremental increases in Q1 values) to a maximum value of Q* = 9.0 over total run dura-
tion of 7200 s. This stepped increase in Q* values is shown in Fig. 2 and extends beyond 
the range of Q* values (i.e. Q* = 0–4.32) tested in experimental Run 2 (Table  1). Addi-
tional non-rotating BOM simulations are then conducted over a range of different hb values 
(i.e. hb = 0.07–0.59 m) to investigate how sill exchange flow dynamics and saline intrusion 
blocking effects are influenced by the sill submergence depth (while maintaining the same 
number of σ-layers in the vertical direction). BOM comparisons with other non-rotating 
experimental measurements reported in Cuthbertson et al. [3], particularly associated with 
saline intrusion blockage mechanisms at high Q* values, are also considered through simu-
lation of the Run 7 parameters (see Table 1).

Within all BOM simulations, the time step is set to 0.025 s to ensure model stability. At 
both ends of the channel domain, flow relaxation zones (FRS) are added (Fig. 1) to allow 
smooth inflows and outflows to/from the channel [32]. In the FRS-zone, the velocity and 
density fields are updated in each time step according to:

where ϕ is one of the velocity components or the density, ϕM is the model value before 
the relaxation and ϕFRS is the enforced value of the field that is set to ensure the volume 
fluxes into the interior model domain and/or the density of the inflowing water masses are 
consistent with the values of the corresponding laboratory experiments (see Table 1). As 
such, the outflow volume flux near the bottom right hand side of the domain (in basin I, see 
Fig. 1) is set equal to the prescribed lower layer inflow flux of dense water Q2 at the bot-
tom left hand side (in basin M). Similarly, the outflow volume flux near the surface at the 
left hand side of the domain (in basin M) is set equal to the prescribed upper layer inflow 
flux of fresh water Q1 at the top right hand side (in basin I). The density of the outflowing 
water, at both sides of the domain, is equal to the density in the ambient water ρa near these 
outflow regions. It may be noted that within the laboratory experiments a recirculation sys-
tem was set up in basins M and I that is difficult to mimic in the numerical simulations of 
the experiments. Consequently, the outflow fluxes are more strongly enforced in the present 
numerical experiments, and some of the differences between the laboratory measurements 
and the numerical outputs will, in the discussion, be related to differences in the outflow 
conditions. The value of the relaxation parameter α (Eq. 1) is set at unity at the outer ends 
of the FRS zones, and decreases smoothly towards 0 into the interior model domain.

In preliminary numerical experiments, many vertical turbulence schemes, including 
variants of the Mellor-Yamada scheme [33], have been tested, with the results depend-
ing to some extent on the choice of turbulence scheme. However, the vertical profiles of 
velocity and density were similar in each case and no turbulence model choice allowed 
the representation of interfacial shear instabilities. It could not be concluded which model 
choice gave results in better agreement with experimental measurements and therefore it 

(1)� = (1 − �)�M + ��FRS
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was decided to use the standard Mellor-Yamada scheme (a typical choice for σ-models) to 
compute the values of vertical diffusivity and viscosity, which are essentially determined 
by the gradient Richardson number.

Horizontal viscosity ν and horizontal diffusivity κ must, on the one hand, be large 
enough to avoid artificial instabilities, while, at the same time, be small enough to allow 
the representation of small scale flow features as well as possible on the spatial grid. With 
constant values of ν and κ the solutions became generally too smooth and it was decided to 
compute the horizontal viscosity ν using a Smagorinsky formulation [34]:

The horizontal diffusivity κ is computed by the same equation after replacing coefficient 
CM with CH. In this equation, u and v are the horizontal velocity components and Δx and 
Δy are the grid sizes in the x- and y-directions (see above), respectively. Initial tests showed 
that with CM = 0.2 and CH = 0.05 the balance discussed above was achieved. These values 
are in the range recommended by Blumberg and Mellor [35] and Haidvogel and Beckmann 
[36] and are therefore used in the present set of numerical experiments.

The bottom boundary stress is specified by

where the drag coefficient CD is given by the logarithmic relationship:

In Eq. (3), ���⃗ub is the velocity vector in the lowermost grid cell, which is a half-cell above 
the bottom in a staggered C-grid model. In Eq. (4), the von Karman constant κ = 0.4, zb is 
the distance from the lowermost velocity point to the bottom, and z0 is the bottom rough-
ness parameter. To ensure a no-slip condition that gives a logarithmic velocity profile near 
the bottom boundary, the fraction zb/z0 is set to 1.01. For the BOM simulations where Earth 
rotation effects are included, this bottom boundary condition also gives velocity profiles 
near the bottom that are in agreement with Ekman theory [14, 37].

The effects of rotation on the stratified exchange flows generated across the sill have also 
been investigated through new, additional BOM simulations [following the initial work of 
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Table 1   Summary of main experimental runs and derived parameters [from Cuthbertson et  al. [3]] on 
which BOM simulations were performed

* Test runs for non-rotating (f = 0) BOM simulations
a Test conditions on which rotating (f > 0) BOM simulations was based
b Values extended up to Q* = 9.0 for BOM simulations (by increasing Q1 up to 62.46 l s−1)
c Sill submergence depth hb varied systematically (through H) in BOM simulations (i.e. hb = 0.07−0.59 m)

Run no. ρ1 
(kg m−3)

ρ2 
(kg m−3)

Δρ 
(kg m−3)

(g′)0 
(m s−2)

Q1 
(l s−1)

Q2 
(l s−1)

hb (m) H (m) hb/H Q* 
(= Q1/Q2)

2*a 1000.0 1005.1 5.1 0.050 0.0–30.0 6.94 0.43c 0.93c 0.462 0.0–4.32b

7* 1000.0 1004.7 4.7 0.046 0.0–30.0 6.94 0.349 0.849 0.411 0.0–4.32b
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Asplin [31]]. Here, the Rossby number based on the lower saline intrusion flow across the 
sill is estimated by:

where ū2,sill is the average velocity in the lower saline intrusion layer, f (= 2Ω) is the Corio-
lis parameter (where Ω is the angular velocity of rotation) and B (= 1.5 m) is the sill/chan-
nel width. It is found that, with the other parametric conditions set as for the non-rotating 
experimental Run 2 (see Table 1), Ro is approximately unity for f = 0.0267 rad s−1. This 
initial f = 0 rad s−1 BOM simulation is therefore repeated with f = 0.0267 rad s−1 (Ro ≈ 1), 
f = 0.534 rad s−1 (Ro ≈ 0.5), f = 0.1068 rad s−1 (Ro ≈ 0.25) and f = 0.2136 rad s−1 (Ro ≈ 
0.125). In terms of the required CPU time, each non-rotational and rotational numerical 
simulation, with an overall run duration of 7200 s (Fig. 2), takes approximately 3 days to 
complete on a computer server with 32 Intel Xenon cores/processors running at 2.76 GHz.

3 � Results and analysis

3.1 � Non‑rotating exchange flows—experimental & numerical comparisons

Previous experimental studies were conducted to measure the bi-directional stratified flow 
dynamics generated across the submerged sill for a range of parametric conditions in where 
Earth rotation effects were not considered [see Cuthbertson et al. [3] for full details]. As 
such, the initial BOM simulations also considered exchange flow conditions generated in 
the absence of Coriolis effects (i.e. with f = 0) to permit direct comparison to these exper-
imental measurements. The development of bi-directional stratified flows across the sill 
obstruction were modelled, in both cases, for a range of boundary conditions with net-
barotropic forcing either in the upper freshwater layer (i.e. Q* = Q1/Q2 > 1) or in the lower 
saline layer (i.e. Q* < 1). The corresponding fresh-to-saline flux ratio Q*

sill = Q1,sill/Q2,sill 
was obtained at different x/L locations across the sill crest through integration of the meas-
ured and computed velocity profiles, such that:

where h2 is defined by the elevation of the u = 0 interface. Figure 3 shows the variation in 
Q*

sill over a range of imposed Q* values for Run 2 (Table 1) and the results from equiva-
lent BOM simulations. The experimental measurements (i.e. blue data sets) suggest that 
Q*

sill ≤ Q* for Q* ≤  ~ 3.5, indicating that at lower Q* values, the saline intrusion flux Q2 
across the sill is dominant and, in some sense, restricts the counterflowing freshwater 
layer, potentially as a result of freshwater entrainment into the saline intrusion layer. At 
Q* >  ~ 3.5, however, the sill flux ratio Q*

sill becomes increasingly divergent from Q* such 
that Q*

sill > Q*. This indicates that the magnitude of the upper freshwater flow becomes 
the dominant entrainment and turbulent mixing mechanism, with the saline intrusion 
waters increasingly entrained into the counterflowing, upper freshwater layer. Note: in 

(5)Ro =
u2,sill

fB

(6)Q1,sill =
hb

∫
z=h2

Budz ≈ Bu1
(
hb − h2

)

(7)Q2,sill =
h2

∫
z=0

Budz ≈ Bu2h2
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experimental runs where the saline intrusion layer is completed blocked at higher Q* val-
ues (i.e. Q2,sill → 0; Run 7, Table 1), the sill flux ratio Q*

sill → ∞, by definition. It is also 
interesting to note that the experimental measurements indicate no obvious influence of 
x/L position across the sill on the magnitude of Q*

sill. Equivalent BOM simulations (i.e. 
red data sets) indicate qualitatively similar trends in Q*

sill to the experimental data, with 
Q*

sill ≤ Q* at lower Q* values (i.e. Q* ≤  ~ 4), with Q*
sill values diverging from Q* values (i.e. 

Q*
sill > Q*) for Q* >  ~ 4. In general, however, the BOM simulations show considerably less 

variation in Q*
sill values across the sill compared to the experimental data, suggesting more 

spatially-uniform mixing and entrainment between the counterflowing layers, especially at 
higher Q* values, due to the diffusive treatment of vertical mixing processes within BOM.

Synoptic u-component velocity fields across the sill crest are plotted from analysis of 
PIV images in Fig.  4(a) for Run 2 (Table  1) with the range of Q* values shown (note: 
the blank white areas in these plots represent flow regions where poor quality PIV data 
was obtained due, for example, to shadows or reflections). These plots indicate that as the 
imposed freshwater flux Q1 increases, and corresponding velocity of the upper fresh layer 
increases (i.e. u1 = 0.0 →  ~ 6.0 cm s−1), the thickness h2 of the lower saline intrusion layer 
(defined by the u = 0 velocity contour) tends to be suppressed, as expected for increasing 
net-barotropic forcing in the upper layer. The corresponding saline intrusion velocity u2 
is not shown to diminish significantly (u2 ≈ 4  cm  s−1) under the increasingly-dominant 
upper fresh water flow and, although the saline volume flux across the sill is expected to 
reduce (i.e. Q2,sill < Q2), bi-directional stratified flow conditions persist for all Q* values 
tested (Q* = 0.0 → 4.32, Table  1). Corresponding synoptic u-component velocity fields 
obtained from BOM simulations of Run 2 parametric conditions [Fig. 4(b)] indicate quali-
tatively similar bi-directional exchange flows generated across the sill over the same range 
of Q* values. However, the predicted saline intrusion fluxes Q2,sill [calculated from Eq. (2)] 
are typically higher than in the equivalent experimental measurements (due to larger h2 
and u2 values at equivalent Q* values), while upper fresh layer velocities are also higher 
(u1 → 7 cm s−1) at larger Q* values [Fig. 4(b) (iii-iv)]. This is potentially indicative of the 
effects of required assumptions and approximations in the BOM model, namely: (i) the 
boundary conditions in the model domain to generate fresh and saline water forcing the 
exchange flow across the sill, and (ii) the interfacial mixing and entrainment processes 
between the counter-flowing fresh and saline layers across the sill. In terms of the former, 
the specification of fixed input and output regions for the freshwater inflow/outflow and 
saline intrusion/removal from the model domain, through the FRS zones at the domain 

Fig. 3   Comparison of meas-
ured (EXP) and simulated 
(BOM) volume flux ratios Q*

sill 
(= Q1,sill/Q2,sill) obtained in Run 
2 (Table 1) at different x/L loca-
tions across sill plotted versus 
imposed volume flux ratio Q* 
(= Q1/Q2) at channel and compu-
tational domain boundaries
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boundary, may have a significant effect on the exchange flow dynamics generated across 
the sill. In addition, the vertical grid resolution in the model domain is not sufficient to 
resolve the turbulent structure of the interfacial mixing instabilities (i.e. Kelvin-Helmholz 
billows or Holmboe waves) and entrainment/detrainment processes occurring at the fresh-
saline water interface, nor the additional mixing effects associated with sill boundary 
friction.

Density profiles for the stratified flow conditions generated across the sill were also 
measured by micro-conductivity probes located at x/L = 0.0, −0.25 and −0.50. Fig-
ure 5(a) shows the measured density excess [Δρ = ρ(z)−ρ1] profiles obtained in Run 2 at 
the mid-point across the sill (i.e. x/L = −0.5) under different values of the imposed flux 
ratio Q*. These profiles suggest a largely two-layer density structure is generated across 
the sill (especially at higher Q* values) with turbulent mixing confined to the interfacial 
shear region between the counter-flowing fresh and saline layers, and with evidence of 
dense water entrainment into the upper freshwater layer at Q* = 3.75 and 4.32. It is noted 
here that the lower layer density excess increases as Q* = 0.0 → 3.75, indicating that the 
full density excess (i.e. Δρ = 5.1 kg m−3) is not established until later in the experimental 
run. This is a result of initial mixing and dilution of the inflowing saline water source flux 

Fig. 4   Comparison of synoptic velocity fields (u-component) generated across the sill from (a) experimen-
tal measurements (Run 2, Table 1) and b BOM simulations with no rotation (f = 0) for Q* = Q1/Q2 values 
of (i) 0.0; (ii) 0.43; (iii) 3.75; and (iv) 4.32. Blank white areas in experimental plots represent flow regions 
with poor quality PIV data (e.g. due to shadows or reflections)
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Q2 during the initial infilling of basin M prior to spill across the sill (Fig. 1). This effect 
is successfully simulated in the equivalent BOM simulations of Run 2 density profiles at 
x/L = −0.5 [Fig. 5(b)] by specifying the initial measured density structure in basin M as a 
model boundary condition. Overall, the predicted density profiles at the mid-point in the 
sill (x/L = −0.5) show good qualitative agreement with the experimental measurements, 
again indicating a largely two-layer flow structure. As indicated previously, the grid resolu-
tion in the BOM model domain is not sufficient to resolve the detailed turbulent structure 
of shear-driven mixing at the saline-fresh water interface. However, the degree of mixing 
between the counter-flowing fresh and saline water layers at higher Q* values [Q* = 3.75 
and 4.32, Fig. 5(b)] is indicated by the approximately linearly stratified water formed in the 
interfacial region.

Divergence between the experimental measurements and BOM simulations arises 
when assessing the specific parametric conditions under which complete blockage of 
the saline intrusion layer occurs across the sill. Figure 6(a) shows synoptic u-component 
velocity fields from Run 7(e) and (f) immediately prior to and following blockage (i.e. at 
Q* = 3.03 and 3.75, respectively). It is noted here that the only significant parametric dif-
ference between Run 2 [where no significant saline intrusion blockage was observed up 
to [Q* = 4.32—see Fig. 4(a)] and Run 7 [where complete blockage occurs at [Q* = 3.75—
see Fig.  6(a)] is the total flow depth H and, hence, the sill submergence depth hb (i.e. 
hb = 0.43  m and 0.35  m, respectively). The corresponding BOM simulation for Run 7 
parametric conditions is required to reach Q* = 7.0 before similar complete blockage of 
the saline intrusion layer occurs [Fig. 6(b)]. This suggests that the saline blockage mecha-
nism predicted by BOM, which has the appearance of an arrested salt-wedge on the sill 
crest (e.g. [6], with the dominant upper fresh water flow (u1 ≈ −7.0 m.s−1) preventing the 
intruding saline water from spilling into impoundment basin I, is markedly different from 
the observed saline blockage mechanism in Run 7. Specifically, the experimental results 
[Fig. 6(a)] suggest that the lower saline intruding layer is eroded completely by the coun-
ter-flowing upper fresh layer at significantly lower Q* values, while the measured velocity 
field has no well-defined wedge structure as observed in the BOM simulations. These dif-
ferences may again reflect a discrepancy between the treatment of interfacial mixing and 
outflow boundary conditions in the BOM simulations, compared to the experimental result.

Figure 7(a) presents the measured density excess Δρ profiles at three locations along 
the sill (x/L = 0.0, −0.25 and −0.5) under the specific conditions (i.e. Run 7(f): Q* = 3.75, 
Table 1) that resulted in blockage of the saline intrusion layer. This plot shows significant 
instabilities generated by mixing and entrainment of the remaining saline intrusion layer 

Fig. 5   Comparison of a experimental measurements b BOM simulations of density excess profiles across 
the sill at mid-point (i.e. x/L = −0.5) from Run 2 (Table 1) and for Q* = Q1/Q2 values shown
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into the upper fresh water at mid-sill locations x/L = −0.50 and −0.25, with corresponding 
reductions in the maximum excess density Δρ observed in the lower saline water layer. By 
contrast, at the end of the sill adjacent to impoundment basin I (i.e. x/L = 0.0), the density 
excess Δρ diminishes almost completely, thus representative of the saline layer blockage 
condition. Again, direct comparison of these experimental measurements with equivalent 
BOM simulations (at the higher Q* = 7.0 value required for blockage of the saline intru-
sion) [Fig. 7(b)], indicates that the level of mixing observed in the measured profiles is not 
replicated in the BOM simulations. However, spatial variability in the predicted density 
excess profiles between the three x/L positions across the sill (and particularly of the saline 
blockage at x/L = 0.0) shows good qualitative agreement with the experimental measure-
ments [Fig. 7(a)].

Figure 8(a) shows the influence of relative sill depth hb/H on the fraction of the saline 
inflow flux Q2 that is transported across the sill (i.e. Q2,sill/Q2) for a range of inflow 
flux ratios Q* = Q1/Q2 tested in the experimental runs (Table  1). This plot also presents 
the BOM simulations conducted over a wide range of hb/H (= 0.075−0.634) and Q* 
(= 0.0−9.0) values. The overall trend from these simulations is that Q2,sill/Q2 reduces 
monotonically as Q* increases (i.e. as the freshwater inflow flux Q1 increases), with total 
saline intrusion blockage (i.e. Q2,sill/Q2 = 0) achieved at lower Q* values as the relative sill 
submergence depth hb/H reduces (e.g. Q2,sill/Q2 = 0 at Q* = 1.15 when hb/H = 0.075 and 
Q* = 9.0 when hb/H = 0.441, see Fig.  8). Overall, the experimental data for Runs 2, 3, 4 
and 7 (see Table 1 in [3]), also plotted in Fig. 8(a), show a similar monotonic reduction in 
Q2,sill/Q2 as Q* values increase, with a qualitatively similar parametric influence of hb/H, as 
shown in the BOM simulations. However, it is clear that the reduction in saline intrusion 
flux across the sill is far more pronounced in the experiments than in equivalent numeri-
cal simulations (i.e. at similar values of hb/H). This is due to the increased mixing and 
saline water entrainment observed between the counter-flowing fresh and saline water lay-
ers across the sill than is predicted in the BOM simulations. This is also indicated by the 

Fig. 6   Comparison of synoptic velocity fields (u-component) prior to and after saline blockage across the 
sill for (a) experimental measurements [Run 7(e) and (f): Q* = 3.03 and 3.75; Table 1] and (b) equivalent 
BOM simulations at the higher Q* values (i.e. Q* = 6.0 and 7.0) required for blockage
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lower Q* values at which saline blockage occurs in the experiments [i.e. Q2,sill/Q2 = 0 at 
Q* = 3.75 for hb/H = 0.411] compared to the BOM simulations [i.e. Q2,sill/Q2 = 0 at Q* = 8.0 
for hb/H = 0.419].

It is possibly more intuitive to plot the saline flux fraction Q2,sill/Q2 across the sill ver-
sus the relative sill submergence depth hb/H for different values of the inflow volume flux 
ratio Q* (i.e. imposed net-barotropic flow boundary condition) [see Fig. 8(b)]. Within this 
plot, all Q2,sill/Q2 values greater than unity indicate a net-detrainment from the upper fresh-
water layer into the lower intruding saline water layer, thus increasing flux Q2,sill relative 
to the inflow flux Q2. Overall, the plot indicates that the Q2,sill/Q2 is typically reduced as 
hb/H reduces [i.e. becoming an increasingly restricted region of exchange (RRE)] or as 
Q* increases (i.e. increasingly dominant net-barotropic flow in the upper freshwater layer). 
Comparison with experimental data from Runs 2, 3, 4 and 7 (see Table  1 in [3])  again 
shows qualitative agreement with these trends, but demonstrates significantly greater 
restriction in the saline intrusion flow Q2,sill across the sill at relatively higher sill sub-
mergence depths hb/H and lower inflow volume flux ratios Q* than predicted in the BOM 
simulations.

In general, the findings from the experimental studies and numerical simulations con-
firm that the relative sill submergence depth hb/H, along with the net-barotropic flow con-
dition (defined by Q*) have primary control on the magnitude of the saline water intrusion 
flux Q2,sill entering into impoundment basin I. In the context of stratified exchange flow 
conditions generated across submerged fjordic sills, these findings have considerable impli-
cations for potential flushing and deep-water renewal within semi-enclosed fjordic basins 
(see discussion below).

3.2 � Rotating exchange flows—computational simulations

In order to explore the effect of rotation on the exchange flows generated across the 
sill, a series of BOM simulations were conducted at the laboratory scale set-up with H: 
hb = 0.93: 0.43 m (i.e. Run 2 conditions, Table 1). Here, however, the Coriolis parameter 
f = 2Ω was initially set at f = 0.0267  rad  s−1 (corresponding to Ro ≈ 1), then doubled to 
f = 0.0534 rad s−1 (Ro ≈ 0.5), 0.1068 rad s−1 (Ro ≈ 0.25) and 0.2136 rad s−1 (Ro ≈ 0.125). 
Within each different f-value run, Q* = Q1/Q2 was ramped up from 0.0 → 9.0 through a 
series of 600 s increments (run duration: 7200 s, Fig. 2).

Fig. 7   Comparison of density excess profiles across the sill at the saline blockage condition (i.e. Q2,sill → 0) 
from (a) experimental measurements [Run 7(f): Q* = 3.75; Table 1] and (b) equivalent BOM simulations (at 
higher Q* = 7.0) at the x/L sill locations shown
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The main characteristics of the geostrophic adjustment in dense water overflows across 
the sill are shown in Fig. 9 for the f = 0.0267 s−1 run, in which the cross-channel density 
contour fields [Fig. 9(a)] and corresponding (U, V, W) velocity fields [Fig. 9(b)] are plot-
ted at the mid-sill location (i.e. x/L = −0.5) for a range of different Q* values. Under the 
initial Q* = 0 condition [Fig. 9(a)(i)], the density field shows that the isopycnals (plotted at 
Δρ′ = 0.5 kg m−3 intervals) are increasingly well-separated as y → 0.0 m, whilst converg-
ing as y → 1.5 m. It is also noted that, as with the equivalent non-rotating BOM simulation 

Fig. 8   Predicted fractional reduction in saline intrusion flux across sill Q2,sill/Q2 versus (a) inflow flux ratio 
Q* = Q1/Q2 (for hb/H values shown) and (b) relative sill submergence depth hb/H (for Q* values shown). 
Corresponding experimental data from Runs 2, 3, 4 and 7 (see Table 1  in [3]) plotted for comparison pur-
poses in both cases
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[Fig. 5(b)], the full lower layer density excess (Δρ = 5.1 kg m−3) is not established imme-
diately in the saline water overflow across the sill as the numerical simulations were set-
up to mimic the initial mixing and dilution observed within the equivalent non-rotating 
experimental density profiles [Fig.  5(a)]. The cross-channel density structure of diver-
gent and convergent isopycnals for y → 0  m and y → 1.5  m, respectively, is observed to 
a lesser or greater extent at all Q* values, while the cross-channel slope and elevation of 
the ρ′ = 2.5 kg m−3 isopycnal [shown as black dashed lines in Fig. 9(a)] increases as Q* 
increases, until the dense water overflow becomes almost completely blocked at Q* = 8.0 
[Fig. 9(a)(v)].

The corresponding velocity structure of the exchange flow is also shown in Fig.  9(b) 
as a contour plot for the along-channel velocity component U and a velocity vector field 
for cross-channel and vertical velocity components V and W, respectively. At Q* = 0.0 
[Fig.  9(b)(i)], the core of high along-channel velocity U in the saline intrusion layer 
occurs in the region where isopycnals are most converged (i.e. Umax = 5.65  cm  s−1 at 
y = 1.35 m, z = 0.058 m), while reducing in magnitude across the channel as the isopyc-
nals become more divergent (i.e. as y → 0.0  m). A similar along-channel velocity struc-
ture is observed for Q* = 0.43 [Fig.  9(b)(ii)], with a larger Umax = 6.55  cm  s−1 occurring 
at y = 1.45  m and z = 0.069  m due to the full density excess (Δρ = 5.1  kg  m−3) of the 
saline intrusion having become established across the sill [Fig. 9(a)(ii)]. However, as Q* 
increases to 3.75 [Fig.  9(b)(iii)], the maximum U velocity in the saline layer begins to 
reduce (Umax = 5.45 cm s−1 at y = 1.35 m, z = 0.071 m), with the high velocity region tend-
ing to migrate more towards the centre of the sill. These trends are repeated at Q* = 6.0 
[Fig. 9(b)(iv)] (where Umax = 3.95 cm s−1 at y = 0.95 m and z = 0.055 m), indicating that the 
lower layer volume flux reduces as the saline intrusion layer across the sill is increasingly 
blocked by the stronger freshwater flow. Finally, at Q* = 8.0, the maximum saline intrusion 
velocity has diminished significantly (i.e. Umax = 2.62 cm s−1 at y = 0.05 m, z = 0.028 m) for 
net-barotropic exchange flow conditions in which the saline intrusion is almost completely 
blocked by the strong freshwater flow. This increasing dominance of the upper freshwater 
flow is also demonstrated by the reduction in elevation of the U = 0.0 m s−1 interface level 
[red dashed lines, Fig. 9(b)] as Q* values increase. In addition, the velocity contours around 
this U = 0.0 m s−1 interface level are shown to become more tightly-packed as Q* increases 
[Fig. 9(b)(iv-v)], thus indicative of the stronger shear layer that is generated between the 
counterflowing saline intrusion and strengthening upper freshwater flows.

In terms of secondary cross-channel motions, at Q* = 0.0, the cross-channel velocity V 
is typically negative in both the lower saline intrusion and upper ambient freshwater lay-
ers, except for a thin boundary layer at the sill where the V values are positive [Fig. 9(b)
(i)]. These features of the cross-channel flow velocity are clearly driven by Coriolis forc-
ing that deflects the saline intrusion flow to the right (looking in the flow direction), while 
the near sill boundary flow reversal is representative of the development of an Ekman 
boundary layer (thickness δz = 0.031  m; vE = 3.1  mm  s−1 max.). At Q* = 0.43, the cross-
channel velocity V within the upper layer becomes positive due to deflection of the along-
channel freshwater current to the right [Fig. 9(b)(ii)]. The bottom Ekman boundary layer 
also increases slightly in thickness and velocity (i.e. δz = 0.034 m; vE = 3.4 mm s−1 max.) 
due to larger along-channel velocities U generated in the saline intrusion layer. At larger 
Q* values (i.e. Q* = 3.75 and 6.0), the Ekman boundary layer remains well-defined (with 
δz = 0.039 m and vE = 3.3–3.8 mm s−1 max.), while a large clockwise circulation is gener-
ated in the upper freshwater layer [Figs. 9(b)(iii-iv)]. Finally, at Q* = 8.0, the deflection to 
the right of the remaining portion of the saline intrusion flux across the sill has diminished 
with the largely positive V values in the lower layer generated by the dominant clockwise 
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circulation in the upper freshwater layer that erodes the leading edge of the saline wedge 
layer at y ≈ 1.1 m [Fig. 9(b)(v)].

Figures 10(i), (ii) and (iii) show the cross-channel density contour and (U,V,W) veloc-
ity contour and vector fields for the respective exchange flow conditions generated under 

Fig. 9   Cross-channel contour plots at mid-sill of (a) density field (isopycnal contours at Δρ′ = 0.5 kg m−3 
intervals, Δρ′ = 2.5  kg  m−3 contour shown in black) and (b) along-channel U velocity field (contours at 
ΔU = 1  cm  s−1, U = 0  cm  s−1 contour shown as ) with cross-channel V and vertical W velocity vec-
tor field, for BOM simulations with Q*: f values of (i) 0.0: 0.0267  s−1; (ii) 0.43: 0.0267  s−1; (iii) 3.75: 
0.0267 s−1; (iv) 6.0: 0.0267 s−1; (v) 8.0: 0.0267 s−1
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higher rotation rates (i.e. f = 0.0534, 0.1068 and 0.2136 rad s−1) where the saline intrusion 
is almost completely blocked by the dominant upper freshwater flow. [Note: direct com-
parison can also be made with Fig. 9(v) where f = 0.0267  rad s−1]. It is noted that com-
plete blockage of the saline intrusion across the sill occurs at the subsequent Q* incre-
ment from the values shown in Fig. 10 and [Fig. 9(v)], and it is clear that, as the Coriolis 
parameter f increases, this full blockage occurs at lower values of Q* (i.e. Q* = 9.0, 8.0, 7.0 
and 5.0 for f = 0.0267, 0.0534, 0.1068 and 0.2136 rad s−1, respectively). It is also interest-
ing to note that the full saline intrusion blockage condition for the equivalent non-rotating 
BOM simulation occurs at Q* = 9.0 [i.e. f = 0.0 rad s−1; hb/H = 0.462, Fig. 8(a)]. In terms of 
the cross-sill density structure, the isopycnals become steeper and the leading edge of the 
saline wedge layer recedes as the rotation effects are increased [i.e. y ≈ 1.0 → 0.6 → 0.2 m 
as f = 0.0534 → 0.1068 → 0.2136  rad  s−1, Fig.  10(a)(i)-(iii)]. In all cases, the maximum 
along-channel velocities within the remaining portions of the saline intrusion layers occur 
at y = 0.0 m [Fig. 10(b)(i)-(iii)], with remaining evidence of the Ekman layer generated at 
the bottom of the saline layer still observed. Large negative cross-channel velocities gener-
ated in the counter-flowing freshwater layer above the sill are also associated with Ekman 
dynamics. These appear to detach from the near-sill boundary flow region at the leading 
edge of the saline intrusion wedge, forming part of the complex secondary circulations that 
are generated in the dominant freshwater layer.

Figure  11 shows the variation in the fraction of saline intrusion flux Q2,sill/Q2 flow-
ing across the sill versus the fresh-to-saline water volume flux ratio Q* = Q1/Q2 imposed 
at the boundaries of the BOM computational domain for varying values of the Coriolis 
parameter f. This plot clearly indicates how the effect of increasing rotation (i.e. increased 
f values) reduces significantly the overall fraction of saline water flux entering the domain 
that is transported across the sill. For example, at Q* = 4.0, for non-rotating conditions (i.e. 
f = 0.0 rad s−1), the fraction Q2,sill/Q2 ≈ 1.0 meaning that virtually all saline water entering 
the system is transported across the sill. However, as the rotation increases from f = 0.02
67 → 0.0534 → 0.1068 → 0.2136 rad s−1, the resulting intrusion fraction Q2,sill/Q2 reduces 
from ~ 0.89 →  ~ 0.73 →  ~ 0.40 →  ~ 0.11, suggesting that between 11 and 89% of the total 
saline water input is blocked under increasing rotation effects. From direct comparison 
with Fig. 8(a), the effect of increasing rotation from f = 0.0−0.2136 rad s−1 appears to have 
a comparable blocking effect (i.e. in terms of the fractional reduction in the saline intru-
sion flux transported across the sill) to a decrease in the relative sill submergence depth 
(i.e. under non-rotating flow conditions, f = 0.0  rad  s−1). Again, at Q* = 4.0 in Fig.  8(a), 
Q2,sill/Q2 ≈ 1.0 when hb/H = 0.462 (i.e. hb = 0.43 m), but reduces to ~ 0.91 →  ~ 0.65 →  ~ 0.
40 →  ~ 0.20 as hb/H reduces from 0.419 → 0.376 → 0.333 → 0.290 (i.e. hb = 0.39 → 0.35 → 
0.31 → 0.27 m).

4 � Discussion

4.1 � Non‑rotating sill exchange flows

Previous experimental studies [3] had attempted to define the parametric conditions under 
which saline intrusion blockage occurred for non-rotating conditions only (i.e. f = 0). This 
preliminary analysis demonstrated that, for the range of conditions tested, saline blockage 
occurred at a specific value of the densimetric Froude number F1

2 = q1
2/(g′0hb

3) >  ~ 0.125 
for the freshwater flow across the sill (i.e. where layer thickness h1 = submergence depth 
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hb), irrespective of the relative magnitude of the source fresh and saline volume fluxes (i.e. 
Q* = Q1/Q2 = q1/q2). This suggested that saline intrusion blockage requires a specific com-
bination of a large freshwater volume flux q1 (= Q1/B) and/or lower submergence depth hb 
and reduced gravity g′0. Specifically, the two experimental runs from Cuthbertson et al. [3] 
in which full saline blockage occurred (i.e. Runs 6 and 7, see Table 1 in [3]) were initiated 
at Q* = 8.90 and 3.75, respectively, for otherwise identical conditions (i.e. g′0 = 0.046 m.
s−2,hb = 0.35 m). It is interesting to note here that a similar freshwater densimetric Froude 
number F0 was defined by Sargent and Jirka [6] in their analysis of saline wedge formation 
(i.e. an arrested saline intrusion) generated by counterflowing fresh and saline water masses 
along a horizontal, rectangular channel. Overall, they found that the flow dynamics in the 
saline wedge were controlled primarily by the freshwater overflow, with a narrow range of 
Froude numbers (F0 = 0.389−0.491) at which the stationary salt wedges formed. Within 
the current study, full blockage of the saline intrusion layer across the sill was measured at 
F1 = 0.383 and 0.392 (for Runs 6 and 7, respectively, see Table 1 in [3]), where there was 
also clear evidence from the density profiles [i.e. Figure 7(a) for Run7(f)] that an arrested 
saline wedge developed on the sill between x/L = 0.0 and −0.5.

For the equivalent non-rotating BOM simulations, the formation of an arrested saline 
wedge along the horizontal sill crest was demonstrated clearly both from velocity fields 
[e.g. Figure  6(b)] and density profiles [Fig.  7(b)]. However, a primary motivation of 
conducting these numerical simulations was to investigate in greater detail the sensitiv-
ity of the saline blockage condition to the relative sill submergence depth hb/H over a 

Fig. 10   Caption as for Fig. 9, for BOM simulations with Q*: f values of (i) 7.0: 0.0534; (ii) 6.0: 0.1068; (iii) 
5.0: 0.2136. [Also compare Fig. 9(v): Q*: f = 8.0: 0.0267]
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wider range (i.e. hb/H = 0.075−0.634) than considered in the experimental study (i.e. 
hb/H = 0.411−0.474, Table 1). In this context, the numerical results shown in Fig. 8(a) indi-
cated that full saline blockage (i.e. an arrested saline intrusion with Q2,sill/Q2 = 0) occurred 
when Q* = 1.15 → 9.0 for hb/H = 0.075 → 0.462 (i.e. hb = 0.07−0.43 m for H = 0.93 m). The 
corresponding upper freshwater Froude numbers F1 for these blockage conditions ranged 
from F1 = 1.29 → 0.66 (i.e. Q1 = 8.0 → 62.6  l.s−1; g′0 = 0.05  m.s−2), which are considera-
bly higher than observed in the experiments. It is considered likely that these differences 
arise largely from BOM treatment of interfacial mixing and entrainment fluxes generated 
between the counterflowing water masses across the sill, as well as its representation of the 
inflowing and outflowing boundary conditions specified in basins M and I. These points are 
discussed further below.

When we consider the measured local flux ratios Q*
sill = Q1,sill/Q2,sill generated across 

the sill in Run 2 (blue data in Fig. 3), it is interesting to note that, at both Q* = 0.0 and 
0.43, the experimental data typically lies above the straight line suggesting Q*

sill > Q*. 
Thus, under net-barotropic conditions generated in the lower saline intrusion layer (Q* < 1), 
a counterflowing motion must be induced in the upper layer that enhances the freshwater 
outflow across the sill [as shown in Fig. 4(a)(i) and (ii)]. By contrast, at Q* = 1.15, 1.73 
and 3.03, the local flux ratio Q*

sill < Q* suggesting that the fresh and saline fluxes across 
the sill are reduced and increased, respectively, in comparison to the source volume fluxes 
entering the channel. Such conditions may result from a number of scenarios or combina-
tion of internal flow mechanisms, including: (i) internal energy losses due to bottom fric-
tion and interfacial shear between the counterflowing layers (e.g. [38, 39]), resulting in net 
entrainment of freshwater from the upper layer into the bottom intruding saline layer [5], 
(ii) the formation of an internal hydraulic control across the sill limiting the freshwater 
outflow and thus promoting recirculation within basin I [5], and (iii) the saline intrusion 
spill into impoundment basin I generating sufficient mixing (e.g. via the internal hydraulic 
jump forming at the bottom of the sill incline) to initiate freshwater entrainment and recir-
culation in basin I, thus limiting the freshwater outflow flux across the sill. Furthermore, 
when we consider the fractional reduction in the intruding saline volume flux across the 
sill, Q2,sill/Q2, as presented in Fig. 8(a), we observe that Q2,sill/Q2 typically decreases mono-
tonically with increasing Q* values. This clearly indicates that the saline intrusion across 
the sill is also lower than the salt water volume flux into basin M, again most probably 

Fig. 11   Predicted fractional 
reduction in saline intrusion flux 
across sill Q2,sill/Q2 versus inflow 
flux ratio Q* = Q1/Q2 showing 
effect of increasing rotation 
effects (i.e. Coriolis f values)
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associated with internal friction losses across the sill obstruction, the potential formation 
of a hydraulic control at the sill, thus limiting salt water intrusion, and consequently the 
development of salt water recirculations in basin M. Referring back to Fig.  3, at higher 
Q* values of 3.75 and 4.32, the sill flux ratio is now Q*

sill > Q*, indicating that the fresh-
water outflow becomes dominant (i.e. strong net-barotropic flow in the upper layer that 
controls the bidirectional exchange flow across the sill). This local sill flux condition again 
may again develop from a number of possible scenarios, including: (i) a net entrainment 
of saline water from the lower intruding layer into the upper freshwater layer due to strong 
interfacial mixing, and (ii) partial blockage and recirculation of the inflowing saline water 
flux in basin M due to the strength of the freshwater outflow across the sill. This saline 
water blockage and circulation in basin M may also be promoted by the pumped abstrac-
tion (i.e. outflow) of the upper freshwater layer at the end of the channel, directly above the 
salt water inflow into basin M (Fig. 1). The effect of interfacial mixing and the entrainment 
of saline water by the dominant upper freshwater outflow can be shown by comparing Q*

sill 
values at different x/L locations along the sill (different symbols in Fig. 3). While this effect 
is not entirely clear in Run 2, it was demonstrated in other runs that Q*

sill values typically 
increase along the sill length (from basin M → basin I) under higher Q* conditions [see 
Fig. 8 in Cuthbertson et al. [3]].

Comparing again the experimental data with equivalent data obtained from BOM 
simulations for Run 2 (red data in Fig.  3), we see that, fundamentally, the same trends 
in local sill flux ratio Q*

sill versus source flux ratio Q* are observed to those described 
above (i.e. Q*

sill > Q* at Q* = 0.0, 0.43 and > 3.75; and Q*
sill < Q* at Q* = 1.15 and 1.73), 

albeit these trends are more subtle in the BOM results. The disparity between laboratory 
measurements and numerical simulations is also demonstrated clearly when comparing 
equivalent runs from Fig. 8(a) [e.g. grey circles (hb/H = 0.462–Run 2) and red dashed line 
(hb/H = 0.462–BOM)]. Here, the measured local saline flux across the sill with respect to 
the saline water inflow is shown to reduce by approximately 30% (to Q2,sill/Q2 ≈ 0.7) at 
a relatively low Q* = 1.73, before stabilising as Q* increases up to its maximum value of 
4.32. By contrast, the equivalent BOM experiment reveals that Q2,sill/Q2 remains above 
unity until Q* ≈ 4, before decreasing steadily to Q2,sill/Q2 = 0 (i.e. full saline blockage) 
at Q* = 9. These variations between the laboratory and numerical model results are most 
likely to arise from differences in the BOM treatment of internal friction (i.e. interfacial 
mixing and bottom boundary roughness) across the sill and the imposed inflow/outflow 
boundary conditions at the edges of the model domain within basins M and I (see Sect. 2.1) 
that are clearly different from the laboratory set-up (see Sect. 2.2). In a sense, the semi-
enclosed laboratory configuration of basin M and the open boundary of basin I is the oppo-
site of what might typically be expected in a real fjordic setting (where a submerged sill 
separates a semi-enclosed fjordic basin from the open sea boundary.

In summary, within both the non-rotating laboratory and numerical experiments, the 
saline intrusion across the sill is first restricted and then fully blocked with increasing Q* 
values (i.e. increasing freshwater flow Q1), while the key topographic controlling param-
eter is the sill submergence depth hb. Within Fig. 8, where the effect of hb on saline intru-
sion blockage is clearly demonstrated, this topographic sill parameter has been normal-
ised by the total basin depth H. However, it could be argued that the sill length L would 
be expected to have more influence on the exchange flow dynamics [e.g. through bound-
ary friction effects [1, 40]] than the overall basin depth H. In the current laboratory and 
numerical experiments, the sill length L was kept constant at 2 m and thus the variability 
in L/hb (= 4.44−5.71 and 3.39−28.6, respectively) was associated solely with changes to 



424	 Environmental Fluid Mechanics (2021) 21:405–432

1 3

submergence depth hb. This compares with L/H = 4.68 for the dimensions of the rectangu-
lar channel used in the arrested salt wedge experiments by Sargent and Jirka [6].

It is also interesting to compare these experimental L/hb values with equivalent values 
for topographic sills within Norwegian and Scottish fjords. In Scotland, Loch Etive has 
a total of six sills along the length of the loch, averaging 15 m in depth. The largest of 
these sills, separating the deep inner basin (maximum depth 145 m) from the shallower 
outer basins (maximum depth ~ 65 m), has a maximum sill depth hb = 13 m and crest length 
L = 210 m (i.e. L/hb = 16.2) [1, 2]. The exchange across this relatively shallow sill is con-
trolled by tidal barotropic forcing and results in a dominant mode-I baroclinic response 
within the stratified upper basin [1]. High freshwater runoff into the upper basin also con-
tributes to the strong basin stratification, contributing to periods of restricted basin cir-
culation and reduced tidal intrusion across the sill, which limits deep water renewal and 
increases the likelihood of hypoxic/anoxic conditions in bottom basin waters. Similar 
hypoxic/anoxic basin waters are also commonly experienced in Norwegian fjords, includ-
ing, for example, Iddefjorden at the border of Norway and Sweden [41]. Here, the mouth of 
the Iddefjord basin has two narrow sills (L ~ 70 m) with submergence depths hb ~ 7 m (i.e. 
L/hb ≈ 10), separated by a wider and deeper small basin [40]. Again, tidal exchange flow 
dynamics across the sills are controlled by a combination of bottom friction effects, baro-
tropic form drag and the baroclinic response in the basin. Recent simulations in Masfjorden 
(Norway) by Aksnes et  al. [42] have also indicated a decrease in the rate of deep water 
renewal events (i.e. ventilation of basin waters) associated with reduced tidal intrusion 
across the submerged sill (hb = 70 m; L ~ 500 m; L/hb ≈ 7) at the entrance to the deep Mas-
fjorden basin (maximum depth ~ 494 m). The simulations suggest this reduction is associ-
ated with the ongoing warming of North Atlantic Waters (NAW) leading to a reduction in 
the density of the seawater intrusion, which is expected to result in prolonged anoxic con-
ditions in Masfjorden basin within 7–12 years [42]. In all these cases, the exchange flow 
dynamics (and seawater intrusion, in particular), along with the resulting impacts on basin 
stratification, circulation and water quality, are thus strongly controlled by the sill topogra-
phy, with the aspect ratios L/hb of the fjordic sills found to coincide with the range of L/hb 
values tested in the current laboratory and numerical simulations.

4.2 � Rotating sill exchange flows

Within most fjordic scenarios, the overall exchange flow dynamics are unlikely to be 
affected to any significant extent by Earth rotation effects (i.e. Coriolis forces), as this 
requires the width of fjordic basin (and sill region) to be larger than the Rossby radius 
of deformation [10]. In the context of larger scale oceanographic flows, however, Corio-
lis forces are known to deflect counterflowing water masses passing through sea channels 
and ocean straits [e.g. Gibraltar Strait [43], Baltic Sea Channel [44]] or deep water density 
currents flowing down the continental margins of oceans [e.g. Faroe Bank Channel [45], 
Darelius and Fer [46]]. Many experimental and analytical studies have been conducted into 
the fundamental effects of rotation on salinity-driven gravity currents, making important 
contributions in defining the geostrophic adjustment of topographically-constrained cur-
rents (e.g. [11, 12, 18, 47, 48],the flow velocity structure and turbulence intensities (e.g. 
[17, 49, 50],and the role of Ekman boundary layers in the development of secondary flow 
circulations (e.g. [14, 15, 51, 52]. Nonetheless, there remains open questions regarding the 
effects of rotation on the dynamics of bi-directional exchange flows within topographically-
constrained settings (e.g. across submerged sills), particularly in relation to (i the transverse 
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distribution of counter-flowing water masses across the sill; (ii geostrophic adjustment in 
bi-directional exchange flow layers; (iii secondary circulations and boundary (Ekman layer 
development; and (iv the saline blockage conditions under strong net-barotropic flows in 
the upper freshwater layer. For this purpose, the numerical experiments within the cur-
rent study were extended to consider the effect of Coriolis forces on all these aspects of 
exchange flow dynamics in the same idealised sill-basin configuration as tested in the non-
rotating experiments.

The main effects of rotation on the transverse density structure of the exchange flows 
[Figs. 9(a) and 10(a)] are demonstrated by the inclination of the density interface [repre-
sented by the Δρ′ = 2.5 kg m−3 (ρ′ = 0.5) isopycnal] and convergence of isopycnals in the 
positive y direction across the sill. Both of these effects are indicative of the geostrophic 
adjustment within the sill exchange flows. This is confirmed by comparing the transverse 
density interface inclination angle αρ′=0.5 (i.e. inclination of the ρ′ = Δρ′/(ρ2 − ρ1) = 0.5 
isopycnal) with the expected transverse slope αg at which the exchange flow is geostrophi-
cally balanced, αg ≈ f.(ū2–ū1)/(g′)0 (where ū1 and ū2 are representative average velocities 
in the upper and lower layers) (Fig. 12). It should be noted that although αρ′=0.5 ≈ αg in the 
majority of the runs, at higher f values (corresponding to lower Ro values) the agreement 
between αg and αρ′=0.5 values reduces, especially at higher Q* values. This is at least partly 
due to the average velocity ū1 calculated for the upper fresh layer including a flow region 
[where u1 ≈ 0, e.g. see Fig.  10(b)(iii)] that appears to have little or no influence on the 
geostrophic adjustment in the lower saline intrusion layer. For such runs, better agreement 
is gained with αg ≈ f.(u2–u1)max/(g′)0 (as plotted for these runs in Fig. 12). The observed 
isopycnal convergence or “pinching” in the positive y direction has been described in pre-
vious experimental studies of dense water outflows through topographically-constrained 
channels (e.g. [11, 12, 18] and in field survey measurements (e.g. [45, 53–55], of dense 
water overflows at the sill constriction in the Faroe Bank Channel. Johnson and Sanford 
[56] suggested that this wedged-shaped density field (and isopycnal pinching) was induced 
by secondary cross-channel circulations and mixing driven by the development of bottom 
and interfacial Ekman layers.

Evidence of these bottom Ekman layers is detected in all modelled rotating sill exchange 
flows in the current study [e.g. Figs. 9(b) and 10(b)], with a thin cross-channel sill bound-
ary flow directed in the positive y direction (i.e. to the left, looking downstream). By con-
trast, the presence of the interfacial Ekman layer in the same cross-channel direction is 
only detected in certain runs [e.g. Fig. 9(b)(iv) and (v)]. Furthermore, the interior of the 
lower saline intrusion layer is shown to flow in the negative cross-channel y direction (i.e. 
y → 0), representative of the main sill intrusion flow being directed to the right (looking 
downstream) (as expected for rotating sill overflows in the Northern Hemisphere), which 
acts as a volume balance to the boundary Ekman layers. Qualitatively similar secondary 
circulations, as described in detail in Cossu et al. [17], have been observed in several labo-
ratory experiments considering density current flows along rotating channels and canyons 
(e.g. [14, 15, 49, 52] and reported in field studies of ocean gravity currents (e.g. [56–58]. 
In the bi-directional exchange flows considered in the current study, the outflowing upper 
freshwater layer is also directed to the right (looking downstream) at lower Q* values [e.g. 
Fig. 9(b)(ii) and (iii)], while as Q1 increases, large scale secondary circulation cells develop 
[e.g. Fig. 9(b)(iv) and (v)] with the freshwater sill outflow following spiral motions. This 
finding is again consistent with the previous experimental study of Johnson and Ohlsen 
[16], who found that the secondary helical circulations generated by friction and rotation 
effects (i.e. interfacial and solid-boundary Ekman layers) led to a reduction in the two-
layer exchange through a semi-circular channel, compared to the equivalent non-rotating, 
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two-layer exchange flow case. Similar measurements of the transverse velocity structure 
have been made for density currents flowing along a rotating straight rectangular channel 
[17] and within rotating V-shaped laboratory-scale ridges and canyons [14, 49]. The stud-
ies also showed that the secondary circulations generated in the density currents, due to 
rotation and friction effects, resulted in the flow being substantially slower than in equiva-
lent non-rotating currents due to the helical motions of dense water parcels (i.e. longer flow 
paths taken) as they travel along the channel/canyons.

In the current rotating sill exchange flow experiments, a significant reduction in the 
saline intrusion flux ratio across the sill Q2,sill/Q2 was also observed (Fig. 11) as both the 
source flux ratio Q* and the Coriolis parameter f increased (i.e. the latter correspond-
ing to a reduction in Ro). It is interesting to note that when Ro ≈ 1 (corresponding to the 
f = 0.0267 s−1 run in Fig. 11), the effect of rotation results in only a relatively small reduc-
tion in the saline intrusion flux ratio Q2,sill/Q2 compared to the equivalent non-rotating run 
(i.e. f = 0.0 s−1, Fig. 11), with full intrusion blockage (i.e. Q2,sill/Q2 → 0) occurring at the 
same source flux ratio Q*. This clearly suggests that for Ro > 1, the geostrophic adjust-
ment in the sill exchange flow will have only marginal effects on the resulting flow prop-
erties (e.g. saline intrusion fluxes), which is broadly in agreement with the flow regime 
transition, defined by Cossu et  al. [17], where Ekman boundary layer dynamics become 
less important. It is also important to note that this Ro = O(1) condition is representative 
of the geostrophically-controlled Mediterranean dense water outflows through the Strait of 
Gibraltar (e.g. [59] and through the Bosporus Channel into the Black Sea [60], as well as in 
the Faroe Bank channel overflow at the threshold sill (e.g. [15, 45].

In the current experiments, the relative influence of increasing the Coriolis forces (i.e. 
through increasing f) and, hence, reducing the Rossby number to Ro <  < 1, is shown to have 
a clear impact on the magnitude of the saline intrusion flux ratio Q2,sill/Q2 across the sill. In 
particular, this can be demonstrated in Fig. 11 where the same overall reduction in Q2,sill/Q2 
occurs at significantly lower Q* values when the Coriolis parameter f is increased (i.e. Ro 
is reduced). This Rossby-number-induced blocking effect is shown clearer in Fig. 13(a–d), 
where the cross-channel flow structure of the bi-directional sill exchange flows at Q* = 3.75 
are plotted with Ro values decreasing from ~ 1 →  ~ 0.5 →  ~ 0.25 →  ~ 0.125. [Note: the 
corresponding Q2,sill/Q2 values reduce from 0.92 → 0.77 → 0.45 → 0.13, respectively (see 

Fig. 12   Geostrophic adjust-
ment in rotating sill exchange 
flow characterised by predicted 
cross-channel density inter-
face slope αρ′=0.5 [i.e. slope of 
ρ′ = Δρ′/(ρ2 − ρ1) = 0.5 isopyc-
nal;—-—contours in Figs. 9(a) 
and 10(a)] and calculated geos-
trophic slope αg ≈ f (u2 – u1)/(g′)0
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Fig. 11), with Q2,sill/Q2 ≈ 1 for the equivalent non-rotating exchange flow condition]. This 
finding again appears to be general accord with Cossu et al. [17] and others who suggest 
that, when Ro <  < 1, rotating gravity current flows are “substantially slower” than their 
non-rotating counterparts, and that Ekman boundary layer dynamics should be included in 
models to describe rotating flow properties when Ro < 2.

It is also apparent from Fig. 13, however, that, although the saline intrusion flux across 
the sill clearly diminishes as Ro decreases (as described above), both the maximum and 
cross-section average velocities u2,max and ū2 within the saline intrusion layers remain rela-
tively consistent over the majority of Ro conditions tested. Indeed, the mean and maximum 
saline intrusion layer velocities ū2 and u2,max are shown to only reduce by ~ 1.1 and ~ 1.5%, 
respectively, as Ro reduces from ~ 1 to ~ 0.25 [Fig.13(a–c)], while ū2 only shows a more 
significant reduction (~ 66%) at Ro =  ~ 0.125 (i.e. close to the full saline intrusion blockage 
condition). It is also interesting to observe that the equivalent ū2 and u2,max values calcu-
lated at the mid-sill location within the equivalent non-rotating sill exchange flow experi-
ment [i.e. Q* = 3.75, Fig.  4(b)(iii)] are ~ 2% and ~ 15% lower than within the rotating sill 
exchange run with Ro =  ~ 1. This suggests that, although the overall saline intrusion flux is 
larger in the non-rotating sill exchange flow (i.e. Q2,sill/Q2 ≈ 1), ū2 and u2,max are reduced 
due to the larger cross-channel flow area of the saline intrusion across the sill. This finding 
appears to be consistent at all Q* values tested and suggests a deviation from the hindered 
flow behaviour of rotating gravity currents described by Cossu et al. [17] and others. This 
potentially indicates that additional dynamical effects associated with the bi-directional, sill 
exchange flows considered here result in an increase in the intruding saline layer velocities 
between the non-rotating and rotating runs, whilst constraining the overall exchange in the 
latter case (e.g. Johnson and Olsen [16]). It can be hypothesised that the upper fresh layer 
flow structure and secondary circulations generated, in particular, must impose a strong 
influence on both the transverse distribution and extent of the saline intrusion flow region 
across the sill. This effect appears most noticeable at lower Ro values [i.e. Ro =  ~ 0.25 
and ~ 0.125, Fig. 13(c) and (d)], where the maximum outflowing upper layer velocities u1 
occur in the confined flow region directly above the counter-flowing saline intrusion layer. 
By contrast, upper layer velocities diminish u1 → 0 in the positive y direction and can even 
reverse in direction at the opposite side of the sill [i.e. y > 1.2 m, Fig. 13(d)].

5 � Concluding remarks

The study has investigated the development of stratified exchange flows across a submerged 
sill obstruction, comparing experimental results from a large-scale laboratory study with 
equivalent scaled numerical simulations using a non-hydrostatic, σ-coordinate numerical 
model [Bergen Ocean Model (BOM)]. These model-scale numerical simulations have then 
been extended to consider the relative influence of both the sill submergence depth and 
the Coriolis forces on the dynamics of net-barotropic exchange flows generated across the 
sill and the parametric conditions under which full blockage of the saline intrusion layer 
occurs.

Comparison of the laboratory experiments and numerical simulations indicate that 
the non-rotating sill exchange flow ratio Q*

sill (= Q1,sill/Q2,sill) diverges significantly from 
the source flux ratio Q* (= Q1/Q2) imposed at the model boundaries, especially when the 
net-barotropic flow conditions in the upper freshwater layer become more dominant and 
increasingly block the lower saline intrusion layer across the sill (i.e. with Q2,sill/Q2 → 0). 
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The numerical model simulations also extend the parametric conditions considered in the 
laboratory experiments to investigate a larger range of sill submergence depths hb. This 
parametric study indicates that the topographic sill geometry, and the aspect ratio L/hb in 
particular, appears to have the dominant control, along with the net-barotropic forcing con-
ditions imposed by Q*, on the sill exchange flow and, importantly, the parametric condi-
tions under which full saline intrusion blockage is observed. Variations in the observed 
sill flux ratios and the parametric conditions required for full saline layer blockage within 
the laboratory experiments and numerical model runs can be attributed primarily to differ-
ences in the outflow boundary conditions and the representation of interfacial mixing and 
entrainment processes between the counter-flowing fresh and saline water layers across the 
sill.

The effect of Coriolis forces on the sill exchange flow is shown to lead to increased 
blockage of the saline intrusion in comparison to the equivalent non-rotating sill exchange 
flow generated under the same sill submergence depth hb and source flux ratio Q* con-
dition. These numerical simulations suggest that the development of Ekman boundary 
layers at the sill boundary, as well as strong secondary circulations both within the lower 
saline intrusion and upper outflowing freshwater layer, act to restrict the saline intrusion 
flux across the sill. These rotation effects become increasingly important when the Rossby 
number for the saline intrusion flow Ro <  < 1, while conditions where Ro > 1 would appear 
to have limited effect of the sill exchange flow dynamics when compared to equivalent 
non-rotating conditions. It is especially interesting to note that while saline intrusion fluxes 
Q2,sill are reduced by increased rotation effects, the average and maximum velocities within 
the saline intrusion layer are higher than for equivalent non-rotating exchange flows. This 
suggests that Coriolis forcing in the upper freshwater layer imposes a strong control on 
the transverse distribution and extent of the lower saline intrusion flow region, resulting in 
localised acceleration within this lower layer.

Fig. 13   Comparison of secondary circulations and increasing intrusion blockage for rotating sill 
exchange flows obtained for a source flux ratio Q* = 3.75 showing influence of f (rad s−1): Ro values of (a) 
0.0267: ~ 1.0; (b) 0.0534: ~ 0.5; (c) 0.1068: ~ 0.25; and (d) 0.2136: ~ 0.125
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Finally, it is acknowledged that these discussions on rotating sill exchange flows are 
based purely on numerical simulations of the idealised sill configuration tested in the 
laboratory experiments conducted under non-rotating conditions only. While many of the 
key features of the rotating sill exchange flow dynamics are in general qualitative agree-
ment with both previous experimental and field studies of dense gravity flows along rotat-
ing channels and/or down submarine canyons, full validation of the current model outputs 
requires additional laboratory or field data to fully demonstrate, and understand dynami-
cally, the implications of imposed Coriolis forcing on the net-barotropic exchange flows 
generated within topographic regions of restricted exchange. For this purpose, a future 
study will utilise the BOM to simulate new experimental data sets obtained at the LEGI 
Coriolis Rotating Platform facility of rotating bi-directional exchange flows generated in a 
trapezoidal channel configuration [61, 62].
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