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Preface

This dissertation presents the research carried out as a doctoral student at the Institute of
Physics and Technology at the University of Bergen and as a researcher at the Equinor ASA re-
search centre, within the industrial PhD scheme; the research was conducted between Septem-
ber 2018 and November 2021.

This thesis follows an article-based format in conformity with most Norwegian doctoral dis-
sertations in natural sciences. It consists of three main parts.

The first part includes acknowledgements, a general overview of the research environment,
a list of resulting publications, and their corresponding authorship statements (in which my
contribution and amount of involvement as a candidate are specified), and the thesis summary.

The second part is the research synopsis: It consists of several chapters that include an intro-
duction, methods, a synthesis of key results, conclusions, and a reflexion for further work.

The third part comprises two appendices. The first appendix includes the main scientific con-
tributions of this doctoral thesis: three scientific articles published in peer-reviewed journals
and a poster. The final appendix consists of supporting information on the methods used in
this research.
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Summary

In nature, gas hydrates exist in areas of permafrost and in shallow subsurface sediments at
ocean depths of more than 300-500 metres. In terms of the Sustainable Development Goals
(SDG) of the United Nations, better understanding of hydrates in nature can play a role in
achieving energy security (SDG7), tackling climate change (SDG13) and increasing sustain-
ability in the use of oceans (SDG14).

Hydrates represent a potential energy resource as one litre of methane hydrate contains 180
litres of methane. However, if heat stress is induced by either artificial or natural causes, its
destabilisation can result in the addition of more methane to the ocean-atmosphere system. At
the same time, they can trigger geohazards in their natural environments.

The knowledge of the gas hydrate dynamics when changes are imposed either naturally or
artificially by drilling and gas exploitation is not sufficiently understood. To contribute to the
understanding of gas hydrate dynamics in nature, we used a numerical simulator of hydrates
in porous media to reproduce and study hydrate-related processes at different scales.

The TOUGH+HYDRATE (T+H) code was the main tool used in this study. It simulates the
behaviour of methane hydrate in sediments and handles both multiphase and multicomponent
flow and couples heat and mass flow through porous and fractured media. To streamline the
use of T+H, it was necessary to build versatile pre- and post-processing tools. These tools
were written in Python and mainly process the input and output data so that the candidate
could streamline access to the data, perform analysis, and prepare visualisations. The use of
these tools was essential to produce the bulk of the results and accompanying figures presented
in this thesis.

The scientific output of this thesis consists of three scientific papers that present numerical
modelling of hydrates in porous media in different scenarios. Paper 1 and paper 2 focus
on modelling laboratory experiments of hydrate-bearing porous media. Paper 1 focusses on
modelling previously acquired measurements of methane relative permeability in hydrate bear-
ing sandstone. Simulations show that the experimental values are difficult to predict by using
a homogeneous distribution of hydrates throughout the sample. The experimental magnetic
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resonance imaging data also showed that the hydrate distribution can be heterogeneous, mean-
ing that the hydrates create patches. Initialising the model with a heterogeneous distribution
yielded better results. These results show the impact of heterogeneity on the distribution of
hydrate saturation and suggest that small amounts of hydrate can have a disproportionately
large effect on the permeability. Therefore, in those cases, the use of simple models will give
erroneous results because of the too high permeability.

Paper 2 studies the effect of kaolin clay on the growth of hydrates. Clay minerals are common
in subsurface sediments. This study presents both experimental and modelled results. The ex-
periments consist of the growth of methane hydrate in sand mixtures with different amounts
of kaolin clay. Experimental results suggest that both clay content and initial fluid phase satu-
ration have a large impact on the hydrate growth rate and final hydrate saturation, respectively.
The experiments are simulated using particle size as a proxy for the clay content. The simula-
tions confirm the main two effects inferred from the experiments. However, the discrepancies
between the two suggest that additional mechanisms are hindering fluid flow.

Paper 3 switches to mechanisms that occur on a larger temporal and spatial scale. The dy-
namics of gas hydrates over longer time scales (between 100 and 600 thousand years) were
simulated during different sedimentation rates and permeabilities. The results clearly show the
connections between all of the detailed physical mechanisms that work during the melting and
reforming of the hydrates. Hydrate melting and reformation occur in a stepwise manner, fol-
lowing the continuous sedimentation. The pattern of change is the result of a combination of
factors, including the sedimentation rate (heating) and the intrinsic transport properties of the
sediments.

The work has been fully theoretical and consisted of careful planning of simulations and the
collection of experimental data from both laboratory and field. Cooperation with other research
fellows and staff at the Institute for Physics and Technology at the University of Bergen has
been important.

The results of this work are relevant for the understanding of natural gas hydrates in the sub-
surface. They are applicable to the role of hydrates as energy resources and geohazards. They
may also be applicable to the ongoing research on the role of hydrates in climate. Real data
from nature are hard to collect, and observations other than seismic are also difficult to obtain.
There is no evidence that methane in the atmosphere originates from hydrates, but we cannot
confirm its fate if the heating of permafrost and oceans continues. What we can tell is that
the melting and freezing of the hydrates will probably be very slow processes. This work may
provide a tool to calculate the time it will take for melting hydrates to reach the atmosphere.
Then, hydrates can be entered into the climate gas budget of the planet.
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Chapter 1

Introduction

As part of its 2030 Agenda for Sustainable Development, the member states of the United Na-
tions (UN) have committed to implement seventeen Sustainable Development Goals (SDGs)
[UN General Assembly, 2015]. These SDGs cover a wide range of topics including food se-
curity, education, gender equality, energy supply, and sustainable consumption and production
patterns. The SDGs are interdependent, and it is expected to identify both synergies and trade-
offs between efforts to achieve them. The SDGs are science intensive and require the support
of extensive research, innovation, capacity building, and technology transfer [Gill and Smith,
2021].

Research on gas hydrates in nature can be framed within the context of the SDGs. Advances
in their understanding can contribute to efforts to achieve energy security (SDG7), tackle cli-
mate change (SDG13), and use the oceans sustainably (SDG14). Gas hydrates are a potential
future energy source; they can also play a role in both the release of methane into the ocean-
atmosphere system and in the safety and stability of the seafloor [Collett et al., 2015].

SDG7 aims to secure access to sustainable energy, defined as the energy produced to sup-
port development in the long term in all its social, economic and environmental dimensions
[UNDP, 2000]. The current global energy system is not sustainable. First, annual energy
demands have increased over the last 5 decades, from 192 EJ (4.59 Gtoe) in 1969 to 582 EJ
(13.9 Gtoe) in 2019 [BP, 2021a]. Second, 84.3 % of this energy is sourced from coal, oil,
and gas, and is responsible for 73.2 % of the global CO2 emissions [BP, 2021a; WRI, 2021].
The IPCC projections show that to limit global warming to 1.5 ° C above preindustrial levels,
CO2 emissions must decrease and reach net zero around the middle of the twenty-first century
[IPCC, 2018].

To respond to the IPCC projections without compromising energy security, the energy out-
look made by both IEA [2021] and BP [2021b] states that future energy demands will be
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more dependent on renewable energy. However, as renewable energy capacity cannot increase
overnight, the demand for natural gas is expected to continue. The positive outlook for natural
gas comes from its use as a less carbon-intensive replacement for coal in the power sector and
as a source for producing (blue) hydrogen. Gas also has the potential to become a near-zero
carbon source if these uses are combined with technology for carbon capture, use, and storage
(CCUS) [BP, 2021b].

The exploitation of naturally occurring methane hydrates as an energy resource can play an
important role in the actions to secure a reliable gas supply in the future. 1 m3 of gas hydrate
can contain up to 180 m3 of methane at surface conditions [Ruppel and Kessler, 2017]. Al-
though gas hydrates occurrences have been identified extensively all over the world, there are
large uncertainties in estimating the total amount of methane from these. However, conser-
vative estimates suggest that they can provide one to two orders of magnitude more methane
than global natural gas reserves [Beaudoin et al., 2014].

Actions to achieve SDG7 commitments cannot be detriment to those to achieve SDG14 and
SDG13. The targets to achieve SDG14 can be hampered by pollution related to the drilling
and production of hydrocarbons. Furthermore, these activities cause thermal and mechanical
stresses that may trigger the dissociation of hydrates [Collett et al., 2015]. Uncontrolled re-
lease of methane into the ocean-atmosphere system and loss of strength of the host sediment
can trigger marine geohazards, increase the amount of gas emissions, have adverse effects
on surrounding ecosystems and compromise the integrity of both the drilling and production
infrastructures [Wang et al., 2018].

A better understanding of hydrate systems in nature can be crucial in the actions made to
achieve SDG13. Despite the threat of climate change that causes the destabilisation of gas
hydrates, there is still limited understanding of the mechanisms and the amount of methane
actively released into the ocean-atmosphere system [Ruppel and Kessler, 2017].

The work presented in this thesis aims to expand on the understanding of methane (CH4)
hydrates in earth systems. Numerical simulation is used as the main method to reproduce
hydrate-related processes in different scenarios. Such scenarios include both laboratory exper-
iments and large-scale natural processes. The focus of each modelled scenario was primarily
to investigate the effects of different parameters on both the formation and dissociation of
hydrates in porous media. Simultaneously, they include an analysis on how the presence of
hydrates in porous media can alter fluid flow. Finally, these scenarios are an application that
puts the capabilities of the numerical simulator to the test. The results of this work are rele-
vant for understanding the complexity of fluid flow through porous media in systems where
the formation and dissociation of hydrates is occurring. They also highlight the advantages
and limitations of using numerical simulation tools. These findings may be valuable in as-
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sessing methane as a potential energy source and its role in the context of climate change and
geohazards. The following sections include a brief introduction to hydrates, their occurrence
in nature, and how numerical models can be used to represent them.
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Chapter 2

Theory

2.1 Fundamentals concepts on gas hydrates

Gas hydrates are nonstoichiometric ice-like solid compounds that form under certain con-
ditions of pressure (P) and temperature (T) within a gas/water mixture. They are clathrate
compounds in which water molecules (host) connect by strong hydrogen bonds, forming a
polyhedral crystalline lattice. Cavities through the lattice allow the allocation of (guest) gas
molecules that stabilise the structure by van der Waals forces between the guest and host
molecules. [Hassanpouryouzband et al., 2020; Sloan and Koh, 2008; Ye, 2013].

The shape and size of the guest molecules influence the structure of the clathrate hydrate
[Sloan, 2003]. These structures can normally be grouped into cubic structures SI and SII, or
the hexagonal structure SH. Figure 2.1 shows the different cavities that make up each structure.
Common guest molecules are light hydrocarbons (i.e. methane, ethane) and inorganic gases
such as carbon dioxide, nitrogen, or hydrogen sulphide. A cavity filled by a molecule does not
result in a chemical bond between host and guest molecules. In addition, not all cavities in
the clathrate lattice need to be filled. This gives the hydrates their non-stoichiometric nature,
and their composition is normally described in terms of the average ratio between the number
of water molecules and the number of guest molecules forming the unit crystal of a clathrate
structure. This ratio is also called the hydration number (n). Methane hydrate has a type
I structure and a hydration number of 5.75, which means that to form a unit crystal with
maximum occupancy, 44 molecules of water are needed to enclose 8 methane molecules in a
clathrate lattice (equation 2.1).

CH4 +5.75H2O −−⇀↽−− CH4 ·5.75H2O (s) (2.1)
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Combination of cavity types Hydrate structure ‘Guest molecules’
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Figure 2.1: Geometric representation of cavities and structures SI, SII and SHH of gas hy-
drates. 51264 indicates a water cage composed of 12 pentagonal and four hexagonal faces.
The red text in brackets indicates the combination and number of iteration of each cage types
that constitute each structure. For example, the structure I unit crystal is composed of two 512

cages, six 51262 cages and 46 water molecules. Modified from Sloan [2003]

In addition to its molecular structure, the thermal, mechanical, and electromagnetic properties
of the hydrate are affected by the nature of the guest molecules. Hydrate-forming components
also define the P-T conditions in which they can coexist in different phases in the equilibrium
state [Hassanpouryouzband et al., 2020]. Hydrate formation is favoured not only by the avail-
ability of guest and host molecules, but also by having the entire system at a sufficiently low
temperature or high pressure (Figure 2.2). The stability of hydrates is also affected by the
inclusion of soluble components in water, such as salts or alcohols.

The process of hydrate formation is a time-dependent process, steered by the mass transfer
of components and the reaction at the growing crystal surface [Sloan and Koh, 2008]. The
kinetics of hydrate formation is normally described by a period of hydrate nucleation followed
by a period of growth. Hydrate nucleation is a microscopic and stochastic event in which both
water and guest molecules form and disperse in clusters until it achieves a critical size for
continued growth [Hassanpouryouzband et al., 2020; Sloan and Koh, 2008]. At a macroscopic
level, the period of time at which nucleation occurs is referred to as the induction time. At this
point, the crystals will continue to grow as long as there is a constant supply of hydrate-forming
components.
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Figure 2.2: Phase boundary stability plot of CH4 and CO2 hydrate in fresh water (continuous
line) and 3.5 wt.%NaCl brine (stipled line). Only hydrates (h) and excess fluids are found on
the upper/left side of the stability curve. Only gases (g), liquids(l) and dissolved components
(aq) are found on the lower/right side of the stability curve. The stability curves are calculated
using the PVTsim software [Calsep, 2020].

Interest in hydrates from both industrial and academic perspectives has grown since their dis-
covery. Ye [2013] describes this evolution in three main stages. The first stage kicks off with
their discovery in 1810 by Davy and extends until the 1930s, where research focused mainly
on laboratory work. These advances were crucial for the synthesis of different types of hy-
drates. During the second stage, between the 1930s and 1950s, hydrates were encountered
as an industrial hazard that would cause blockages in gas transport pipelines. Research fo-
cused on characterisation of hydrates to allow forecast and prevention of these hazards. Since
the 1960s, there has been a comprehensive growth in research on the natural occurrences of
hydrates, supported by both industry and academia. Its main focus has been to understand,
predict, and characterise the settings in which hydrates can naturally occur. Today, there is a
better understanding of the impact of hydrates on the safety and stability of the seafloor, and
research activities continue to provide data to study the relationship of hydrates with climate
change, geohazards, and the feasibility of gas hydrates as a future energy resource Collett et al.
[2015].

2.2 Gas hydrates in nature

Gas hydrates have been found in a wide range of natural environments (Figures 2.3 and 2.4).
Relatively cold environments and deep marine regions, coupled with the abundance of hy-
drocarbon gas, provide conditions that allow the development of natural hydrate occurrences
within the pores of sediments and rocks. The predominant guest molecule is methane. Since
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1 m3 of hydrate can contain approximately 170 m3 of methane gas at standard temperature and
pressure, gas hydrates are not only an important energy source, but are relevant to understand
the role of methane emissions in climate change and assess geological hazards [Sloan and Koh,
2008].

Figure 2.3: Examples of hydrate occurrences in nature. Top left: as hydrate formation under
carbonate rock in Gulf of Mexico [USGS, 2017a]. Top right: Massive hydrates recovered from
Nankai Trough (Japan) [Matsumoto et al., 2017]. Bottom left: Hydrate-bearing sandstone
from Mallik (Canada) [USGS, 2017b]. Bottom right: Hydrate in marine sediments from Indian
Ocean [USGS, 2006]

Natural hydrate occurrences have been inferred all over the globe in both onshore and off-
shore settings, predominantly linked to sediments in permafrost areas, subglacial settings, and
upper continental slopes and deep marine settings [Ruppel and Kessler, 2017]. There is still
uncertainty in knowing the estimate of the total amount of methane currently stored in natu-
ral hydrates, but observations indicate that more than 95% of them are spread in deep marine
sediments [Ruppel, 2015]. In marine sediments, from top to bottom, the probability of the
occurrence of hydrates extends between the sea floor and a limit of stability delimited by the
gas composition, pressure, temperature, and salinity of the pore water at each location of the
geosphere. This interval is commonly referred as the gas hydrate stability zone (GHSZ) (Fig-
ure 2.4 top). In terms of sediments or rock characteristics, most natural hydrates occur in deep
marine fine-grained sediments. From a resource perspective, only a small fraction of these hy-
drates are hosted by porous sediments or rocks suitable for production [Boswell and Collett,
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2011].

Data acquisition from exploration and drilling activities has been an important contribution
to the current understanding of hydrates in nature. Hydrate accumulations in permafrost set-
tings have been drilled in Canada (Mallik site), Alaska (Northern Slope) and China (Qinghai-
Tibetan plateau). Marine hydrates have also been the target of scientific and commercial
drilling programmes. The scientific results of IODP / ODP / DSP of leg 164 at Blake Ridge
[Paull et al., 2000], leg 204 at Hydrate Ridge in offshore Oregon [Tréhu et al., 2006], and ex-
pedition 311 at the Northern Cascadia margin [Riedel et al., 2010] have provided crucial data
for studying and monitoring hydrate systems in these types of settings. In addition, the gov-
ernments of the United States, Japan, South Korea, India, and China have initiated national-
led programmes to evaluate the economic prospectivity of hydrate occurrences in the Gulf of
Mexico, Nankai Trough, Ulleung basin, the Krishna-Godavari basin, and South China Sea,
respectively [Collett et al., 2015].

From the perspective of hydrates as an energy source, there is still limited data to provide an
accurate assessment of its potential [Collett, 2019]. To this day, only a handful of short-term
production tests have been conducted. Although these results demonstrate the potential of gas
production from hydrate reservoirs, there are still challenges to assess recoverable volumes,
current production technology, and there is no guarantee of the economic viability of these
resources [Collett et al., 2015; Collett, 2019].

From the perspective of climate change, concerns about the role of hydrates in contributing to
global methane emissions have grown alongside new knowledge. The main basis of these con-
cerns is the susceptibility of hydrates to changes in pressure temperature. The effects of climate
change, such as changes in sea level (pressure) and increases in global temperatures, can trig-
ger the dissociation of natural hydrate occurrences. Furthermore, drilling and gas production
in hydrate reservoirs can result in inadvertent gas leakage. However, there is no conclusive
proof of the actual contributions of methane emissions from hydrates and simplifications in
the models used may have resulted in an overestimation of these [Ruppel and Kessler, 2017].
Similarly, the incipient state of hydrate production tests does not allow one to make a sound
assessment of potential gas leakages.

Both the energy and climate perspectives have also touched on the potential effects of hydrate
dissociation in host sediments. The dissociation of hydrate replaces a solid component with
free gas and excess pore water, changing the geomechanical stability of the sediment or rock.
This process has the potential to trigger inadvertent costs and risks and can be framed as
geohazards [Collett et al., 2015]. Boswell et al. [2012] groups them into two main categories:
naturally occurring geohazards and operational geohazards (Figure 2.4). Naturally occurring
geohazards refer mainly to geological processes that can occur in response to thermal and
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mechanical stress induced by changes in sea level and global temperature rises (Figure 2.4a).
Operational geohazards refer to the unintended consequences of human activities that affect
hydrate occurrence (Figure 2.4b). Activities such as drilling through hydrates or extracting
fluids from the subsurface bring thermal and mechanical stresses that can destabilise hydrates.
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Figure 2.4: Overview of natural occurrences of gas hydrates and their related natural and man-
made geohazards. Modified from Boswell et al. [2012]

Although these three perspectives justify the relevance of studying hydrates in nature, they also
bring attention to the knowledge gaps and the challenges of assessing their impact on any of
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these three fronts. Despite extensive laboratory-scale experiments to support the findings from
exploratory drilling and incipient production tests, there are still challenges to understanding
hydrate-related processes at multiple scales and over longer periods of time. Current under-
standing of how hydrates interact with geological, biological, and chemical processes in the
earth system is still at an early stage [Yin and Linga, 2019].

2.3 Numerical modelling of gas hydrates in porous media

Numerical simulation of hydrates in porous media has become an important tool to support
research on hydrate systems. It is an essential tool for evaluating the resource potential of
methane hydrates, gas production rates, and the geomechanical and environmental impact of
methane production from hydrate systems [Collett et al., 2015]. These learnings can also be
applied to model the formation and evolution of hydrates in natural systems on geological time
scales [You et al., 2019].

Several codes have been developed and tested in the last decades. In essence, they couple heat,
mass, and fluid transport equations together with models for the formation and dissociation of
hydrates. With the growing interest in hydrates as a potential energy resource and the devel-
opment of national energy-driven initiatives, a major part of the tools are reservoir simulation
codes developed to simulate methane production from hydrates. Given the lack of real data to
calibrate the simulators, several codes have been subjected to code comparison efforts to val-
idate their suitability for assessing the methane producibility of hydrates [White et al., 2020]
and incorporating geomechanical processes [Wilder et al., 2008].

In addition to production, there has been a focus on modelling the formation and evolution
of hydrates in nature. This type of modelling has been considered essential to understand
the distribution and concentration of hydrates in nature [You et al., 2019]. Although not fit
for purpose, some conventional reservoir simulators have been used to model the evolution
of hydrates over geological time [HE et al., 2011; Liu et al., 2019; Zhu et al., 2020]. More
recently, with the goal of incorporating geological processes such as sediment burial and com-
paction and organic matter methane generation, some authors have repurposed conventional
basin modelling tools [Burwicz et al., 2017; Piñero et al., 2016] or developed codes that couple
these mechanisms with hydrate-related processes [You and Flemings, 2021].

TOUGH+HYDRATE (T+H) was used in all of the research results presented here. The fol-
lowing methods chapter provides more detailed information about T+H.



Chapter 3

Methods: TOUGH+HYDRATE

The TOUGH+HYDRATE v1.5 (T+H)[Moridis, 2014] code and its open-source version Hy-
drateResSim [Gamwo and Liu, 2010] are codes developed by Lawrence Berkeley National
Laboratory. Both codes have been used in the numerical evaluation of natural occurrences
of gas hydrates [Jin et al., 2018; Li et al., 2015; Moridis et al., 2004; Sun et al., 2016] and
to model experiments on hydrate formation [Li et al., 2014; Yin et al., 2018]. These codes
simulate the behaviour of methane hydrate-bearing sediments and handle multiphase, multi-
component flow and transport of mass and heat through porous and fractured media [Moridis
and Pruess, 2014].

T+H became the main tool used to carry out the studies included in this thesis. This chapter
presents a brief summary of the governing equations. It gives special focus to the way T+H
handles transport properties. Finally, it includes information on a series of pre- and post-
processing tools that were built as part of this thesis to optimise the utilisation of T+H.

3.1 Governing equations

In terms of hydrate mass components (κ), T+H includes a host (water, H2O), a guest (methane,
CH4) and a water-soluble inhibitor (i.e. sodium chloride NaCl). These components can be
partitioned into four possible phases (β ): hydrate (H), aqueous (W), gaseous (G) and solid ice
(I).

Formation and dissociation can be modelled using either an equilibrium model (EM) or a
kinetic model (KM). In EM, the mass and energy balances are governed by equations 3.1 and
3.2, respectively, bringing a total of three equations. If a soluble inhibitor is considered, the
number of equations increases to four.
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In the expressions 3.1 and 3.2, φ represents intrinsic porosity, S is phase saturation, ρ is density,
Xκ

β
is the mass fraction of each component κ in phase β , v is the volumetric velocity of each

fluid phase, Jκ

β
is the diffusive mass flux of the component κ in phase β , q represents either

mass transfer (kappa) or heat E transfer associated to sinks and sources. U is the internal
energy of each phase β or the rock matrix R. H is the specific enthalpy of each phase. ∆H is
the specific enthalpy of the hydrate reaction. λ is the composite thermal conductivity and T is
the temperature.

The convective and diffusive transfer of mass and heat is incorporated into the expressions 3.1
and 3.2. On the left-hand side, the 1st term is the mass accumulation term and the 2nd term
is the flux term. The right-hand side of the equations represents both the source and the sink.
The inclusion of the specific enthalpy (∆H) on the first term of expression 3.2 notes the hydrate
reaction in the accumulation term. Expressions 3.1 and 3.2 show that the phase transitions in
EM depend on pressure and temperature (Figure 3.1) and are driven by both heat and mass
flow [Teng and Zhang, 2020].

In KM, the mass balance is governed by equations 3.3 and 3.4. The energy balance is governed
by equation 3.5. In KM, hydrates are treated as a new mass component κ . The expression
3.4 incorporates an Arrhenius-type expression based on the work of Kim et al. [1987] that
calculates phase transitions as a kinetic reaction. This new equation brings a total of four
equations, or five if a soluble inhibitor is considered.
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Figure 3.1: Pressure-temperature equilibrium relationship in the phase diagram of the wa-
ter–methane–hydrate system. All possible combinations of the four phases are displayed:
aqueous (Lw), ice (I), gas (V), and hydrate (H).[Moridis and Pruess, 2014]
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In addition to the variables included in expressions 3.1 and 3.2; in expressions 3.3, 3.4 and
3.5, ωκ is the molar concentration of the component κ in hydrate, K0 is the intrinsic hydration
reaction constant, ∆Ea is the hydration activation energy, R the universal gas constant, FA an
area adjustment factor, AS is the surface area participating in the kinetic reaction, feq is the
fugacity at three-phase equilibrium and fv is the fugacity of gas at a given temperature.

Kowalsky and Moridis [2007] and Teng and Zhang [2020] have compared both modelling
strategies. Kowalsky and Moridis [2007] concluded that they were practically indistinguish-
able for long-lasting and large-scale processes, but that KM would be more suitable for short-
lasting and core-scale simulations. Teng and Zhang [2020] conclude that EM is a special case
of KM in which the relative strength of the hydrate reaction is greater than those of other
physical processes. The authors also indicate that KM may be more computationally efficient.
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3.2 Transport properties

The effect of hydrates on transport properties was an important part of the studies included in
this thesis. T+H handles them using different models. The model chosen for these studies is
described as evolving porous medium model [Moridis and Pruess, 2014]. In this model, the
hydrate and ice phases are solid phases that become an extension of the matrix. This results
in the creation of a new porous medium that continuously changes its porosity and intrinsic
permeability. The remaining pore space is filled only by the fluid phases [Moridis and Pruess,
2014]. Effective porosity (φ ) is equivalent to the pore volume filled only by the fluid phases.
It is a function of both intrinsic porosity (φ0) and hydrate saturation (SH) (Eq. 3.6). [Moridis
and Pruess, 2014].

φ = φ0 (1−SH) (3.6)

T+H provides the option of using this treatment of porosity to scale both permeability (k) and
capillary pressure (Pc) as functions of hydrate saturation (SH). The scaling of permeability
(Eq 3.7) is based on the model defined by Verma and Pruess [1988]. It is a power-law relation-
ship between the ratio of porosity and the ratio of permeability. The critical porosity parameter
φc accounts for scenarios of hydrate clogging pore throats and disconnecting fluid-filled pores.
The ratio between effective and intrinsic permeability is referred as the permeability reduction
factor krF .

k
k0

= KrF =

(
φ −φc

φ0 −φc

)m

(3.7)

k
k0

= (1−Sh)
N (3.8)

This approach is similar to the Tokyo model (eq. 3.8) proposed by Masuda [1997]. In both
models, the exponents m and N steer the rate at which the permeability is reduced. No particu-
lar restrictions are given on the magnitude of the parameters n and N. These fitting parameters
accept a wide range of values aimed to make the models fit different scenarios. Dai and Seol
[2014] linked the magnitude of this parameter with pore habits and found that it can vary from
N=1.25 for sediments with uniform cementing hydrate, to N=25 for sediments with uniform
pore-filling hydrate.

In T+H, Moridis and Pruess [2014] assumes that changes in porosity and permeability are
related to changes in capillary pressure. The formation of solid phases will alter the pore
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distribution and may have an impact on the effective radius of the pore throats. The Leverett
[1941] model (Eq. 3.9) is implemented to scale the capillary pressure.

P∗
c = Pc

√
k0

k
· φ

φ0
(3.9)

For further details on other physical processes represented by T+H, the reader is referred to
the user manuals [Moridis, 2014; Moridis and Pruess, 2014].

3.3 Pre- and post-processing

T+H does not provide a user interface to either prepare the simulations or analyse their out-
put. Data handling is accomplished by means of fixed-format text-based files. The input data
and specifications for the type of simulation are organised in a single file under different data
blocks, defined by keywords. The preparation of each simulation involves editing and mod-
ifying the input file using a text editor. The output data consists of a series of text files with
different formats. Processing the output data involves parsing these files and using a data anal-
ysis application to store, analyse, and visualise the output.

This manual process can be error-prone, time-consuming and ultimately a hindrance for ef-
ficient analysis and visualisation of the modelled results. Therefore, it was essential for the
objectives of this thesis to build tools for the pre- and post-processing of the simulation files.
These tools offer a more strict control in the preparation of each simulation and different work-
flows to process the output data.

The tools were written in python. These scripts hold a simple structure of nested functions
that can be used in or adapted to be used in any T+H simulation file. Aside from standard
Python packages, it uses mainly the pandas and numpy libraries. These tools reside on the
TH-PrePost GitHub repository [Bello-Palacios, 2021] and can be accessed by anyone. For
further details on how to get a hold of these scripts, the reader is referred to Appendix B. The
scripts are open to be modified and upgraded. In their simplest form, their contents can be
described in four main categories.

1. Pre-processing scripts: Stored in the TH_proc.py file. Scripts for reading and editing
T+H input files. The scripts turn the T+H input file into a dataframe stored in memory
that can be edited and written into a new file.

2. Post-processing scripts: Stored in the TH_post.py file. Scripts for reading and editing
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T+H output files. The scripts turn the T+H output files into a dataframe that can be used
for plotting and further analysis.

3. Bokeh graphical interface: Built in Simple_Tutorial.ipynb Jupyter notebook and
uses the function stored in the TH_post_Bokeh.py file. Simple graphical interface to
visualize the processed output. These scripts have been designed to produce simple
visualizations of one- and two-dimensional grids.

4. Auxiliar functions: Scripts included in the Aux_Functions.py and MeshMaker.py

files. A diverse group of functions used for different purposes like setting the input files
for the MeshMaker facility, and running both T+H and the MeshMaker facility from
python, amongst others.

Figure 3.2: Flowchart displaying how the use of the scripts assists running T+H.

The bulk of the analysis and figures presented in the enclosed results were only made possible
by using these routines. These scripts transformed the input and output data into different
indexable tables (i.e. arrays, pandas dataframes). This allowed an easier access to the data, the
execution of numerical analysis, and the preparation of data visualisations (i.e., plotting). A
typical simulation workflow in T+H involves the preparation of the input files, running T+H,
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and processing the output results. The scripts complemented this workflow by streamlining
each of the steps (Figure 3.2).
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Chapter 4

Results and discussion

This chapter summarises the main findings of this research. The results include applications
of the use of TOUGH + HYDRATE (T + H) to model hydrates in porous media on different
scenarios and scales (Figure 4.1). The simulation setup for each scenario is intertwined with
the nature and scale of the processes modelled. The reader is referred to the papers enclosed for
specific details about the approach used in building the simulation grid, boundary conditions,
data used, and experimental setup.
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Figure 4.1: Spatial and temporal scale covered by the experiments and simulations studied on
each manuscript. Paper 1 and paper 2 focuses on laboratory-scale experiments lasting for
hours and days. Paper 3 focuses on basin-scale experiments lasting for hundreds of thousands
of years.
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4.1 Modelling hydrates at laboratory scale

The scope of this section is to present the results of modelling hydrates in porous media on
a laboratory scale. The temporal and spatial scales of these studies include experiments and
simulations that last hours to a few days in hand-sized core specimens (Figure 4.1).

Laboratory experiments are reproduced numerically. The main contribution of these studies
is the comparison between experimental and modelled results and the use of the simulator
as a verification tool. The main topics of Paper 1 and Paper 2 are relative permeability
measurements and the effects of clay on hydrate growth, respectively.

4.1.1 Hydrate effects on relative permeability

Paper 1 focusses on modelling measurements of methane relative permeability in hydrate-
bearing sandstone. A series of laboratory experiments published in Almenningen et al. [2019]
were simulated using the T + H kinetic model (KM) in one and two dimensions. The experi-
ments consisted of core flooding experiments in cylindrical hydrate-bearing sandstone cores.
Each experiment provided measurements of gas relative permeability (KrG) and phase satura-
tion (SW , SG, SH), before and after hydrate formation (Figure 4.2).

In addition to testing the ability of T + H to represent core flooding experiments, 1-D and 2-D
simulations were used as tools to support the analysis and interpretation of the experimental
results. The use of 1-D models gave preliminary insight on how efficient the hydrate formation
process was during the experiments. These simulations model the final distribution of fluid
and solid phases in an ideal system where gas and brine are always in contact. Hydrate growth
in these models is constrained only by its thermodynamics. As expected, these simulations
yielded more hydrates than the experiments (Figure 4.3). These discrepancies were interpreted
as internal restraints that hinder the possibility of contact between the hydrate-forming fluids.
An indication of this came from the fact that there were smaller discrepancies between the
cases initialised with more methane (exp. A), compared to the case initialised with the least
amount of methane (exp. H). When the system is initialised with a low SG, the effective
permeability of the gas (kG) is also reduced. This is intensified by a further reduction in SG as
more hydrate forms. Reduced KG can cause the injected gas to not reach certain parts of the
system. This can be exacerbated by the internal restraints of hydrate interrupting the contact
between hydrate forming fluids. This results in limited growth of the hydrate and separated
volumes of brine and gas.

KM does not account for nucleation phenomena, and hydrate formation results in an instan-
taneous and homogeneous phase Kowalsky and Moridis [2007]. However, the formation of
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experiment

pre-hydrate post-hydrate

Figure 4.2: Overview of all the methane relative permeability measurements and margin of
errors. Black circles show gas relative permeability before hydrate formation. Colored squares
show relative permeability after hydrate formation. Color shade in squares represents hydrate
saturation. Stippled lines connect measurements in each experiment.

experiment
simulation

Figure 4.3: Overview of phase saturations measured before and after cooling down. In a lighter
shade of color, modelled saturations from single cell simulations are added for comparison.
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hydrates in porous media can result in a patchy distribution of crystals. To account for hetero-
geneity in the distribution of hydrates and their effect on effective permeability, the 2D grid
was populated with a stochastic distribution of hydrate saturation (SH) values. In addition to
the homogeneously saturated grid, a spectrum of stochastic arrangements was tested, ranging
from a narrow distribution (near-homogeneous) to a broad distribution for each experiment.
All iterations had the same bulk average saturation. For the distribution of the remaining fluid
phases, each grid was populated with and without the effect of hydrate on the intrinsic capillary
pressure function (Eq. 3.9). Using Darcy’s law, the estimation of permeability from simulated
core flooding experiments was defined as follows:

kG = µG · ∆xQG

∆P

kG is the effective gas permeability, µG is the gas viscosity, ∆x is the length of the 2D grid, and
∆P is the pressure drop registered between each side of the grid in each simulation.

When Pc was not scaled to hydrate saturation, core flooding simulations did not return sig-
nificant drops in pressure (∆P). However, when the hydrate scaled P∗

c was included and the
heterogeneity in SH increased, the pressure drops were much higher, resulting in drastically
lower relative permeability (Figures 4.4). Figures 4.5 the gradual decrease in effective flow,
observed in simulations for Exp. B.

Homogeneous

±2%

±6%

±18%

±36%

±50%

Experiment

Figure 4.4: Comparison between measurements of methane relative permeability (black
squares) and simulated estimations (blue circles). The radius of the circles represents the stan-
dard deviation of the phase saturations within the grid. Smallest circles correspond to homo-
geneous distribution and the largest circle to a distribution with a broad variation (σ =±50%).
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Figure 4.5: Paper 1 - Experiment B. Effect of heterogenous distribution on gas relative per-
meability krG. The first two columns on the left show the distribution of phases. The third
column shows the resulting krG plotted against the average SH (blue circle). As reference, the
measure krG is included (black square), and the theoretical model of permeability reduction
used by T+H (black curve).
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The simulator was a useful tool for testing scenarios that could explain the reasons for the
large reduction in krG observed in the experiments (Figure 4.2). Although the development of a
patchy distribution of hydrates is expected in these types of experiments, the use of a numerical
simulator was beneficial in confirming this. By scaling the capillary pressure (eq. 3.9) in
a heterogeneous system, the fluid phases are redistributed. In the regions with the highest
saturation of hydrate SH , the remaining pore space is filled with brine. Gas is present only as
SH decreases and the effective radii of the pores allow it. This fluid redistribution results in a
system in which flow restrictions are caused by the reduction in intrinsic permeability caused
by SH and the development of capillary barriers. This is an important contribution to consider
when designing core-flooding experiments in hydrate-bearing systems.

In terms of the capabilities of T+H, the main limitations of the simulator are the way it models
the growth of the hydrate and the way that the reduction in permeability is modelled solely
as a function of SH . However, the flexibility of the porosity model and the use of stochastic
distributions offer alternatives to explore improvements to either of these two limitations.

4.1.2 Effect of clay content on hydrate growth

Paper 2 focusses on the effect of clay content on methane gas hydrate phase transitions in
unconsolidated sand at subsurface reservoir conditions (P = 83 bar and T = 5–8 °C). The
results include both experiments and simulations of hydrate growth in two core setups. Each
core setup consisted of an adjacent arrangement of different mixtures of unconsolidated sand
and kaolin clay. To avoid sand production, sections of consolidated Bentheim sandstone were
placed at both ends of each set-up (Figure 4.6).

Each core setup was saturated with a mixture of methane and brine. In Exp. 1, the fluids were
arranged so that there was a continuous gas phase along the core setup (Figure 4.7 left at time
= 0 h). Exp. 2 was set with a different distribution of fluids. On the left side of the core setup,
SW would be close to 100% and SG would gradually increase towards the other end (Figure 4.7
right at time = 0 h). Hydrate formation was triggered by cooling each set-up and injecting
methane to maintain pore pressure at 83 bar. The saturation of each phase was mapped using
magnetic resonance imaging (MRI) at different stages of growth (Figure 4.7).

Experiments showed that hydrate growth was influenced by both the kaolin content and initial
brine saturation SWi. In both experiments, growth started significantly earlier in the sections
with the highest clay content (Figure 4.8 upper left). The near-homogeneous distribution of
hydrate-forming fluids in Exp. 1 yielded a sequential increase of SH that levelled after nearly
the fiftieth hour, in similar magnitudes. In Exp. 2, the uneven distribution of SW prior to
hydrate formation affected the sequential growth pattern (Figure 4.7 right). Within the first
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Figure 4.6: Sagittal view of quartz sand (QS) and Bentheim sandstone (BS) saturated with
brine inside the core holder. The red dashed rectangles mark the position of the axial MRI
slices that were used to analyze hydrate formation (5 mm thick for Exp. 1 and 8 mm thick for
Exp. 2).

Figure 4.7: Change in water saturation during hydrate growth at constant pressure, P=83 bar
for Exp. 1 (left) and Exp. 2 (right)
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hours of the experiment, a sequential increase in SH was also observed. However, despite
having a higher kaolin content, within a few hours, the hydrate stopped in some sections and
delayed in others (Figure 4.8 top right). Unlike in Exp. 1, growth did not occur within the first
50 hours, but was extended over near 150 hours. These observations suggest that there could
have been interference in the evolution of the hydrates on each core piece. To a lesser extent,
these types of interference between core pieces can also be interpreted from the Exp 1 results,
where growth in the core piece with the highest clay content stagnates as soon as growth starts
in the neighbouring pieces.

A similar strategy to paper 1 was carried out for modelling. The core setup was represented
by 1- and 2-dimensional grid representations. In T + H, the surface area AS in eq. 3.4 is a
function of the average grain radius of the sediment rp, its porosity φ and hydrate saturation
SH at a given time:

AS =
1−φ

rp
S2/3

H

The grain radius rp was used to incorporate the kaolin content of each mixture on the premise
that a higher kaolin content results in a smaller average particle size rp and a larger surface
area AS.

The numerical model for Exp 1 reproduced the sequential growth of hydrates driven by parti-
cle size (Figure 4.8 bottom left) observed in the experiments. In addition, the numerical model
for Exp. 2 showed the effect of combining this mechanism with a system with a heteroge-
neous distribution of brine (Figure 4.8 bottom right). However, the models did not reproduce
the interference observed between core pieces. The limitations encountered can be related in
part to the limited data available for characterising the transport properties and grain size dis-
tribution, and in part to limitations in T+H for representing physical mechanisms observed in
the experiments.
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Exp. 1 Exp. 2

Figure 4.8: Time development of hydrate saturation at each core piece for Exp. 1 (left) and
Exp. 2 (right). Top charts (a and c) show the experimental measurements. Bottom charts (b
and d) show the simulated simulated hydrate saturation for the corresponding sections of each
experiment.

As observed in paper 1, a heterogeneous distribution of hydrates can reduce the effective
permeability of a porous system by clogging the system with solid hydrates or developing
capillary barriers. The modelling in this study focused on hydrate formation, and the simu-
lation of these processes did not consider stochastic nucleation and was constrained by the
way T+H models hydrate formation. This resulted in a system that was mainly limited by the
relative permeability of the gas krG. In simulations of Exp. 1, the homogeneous distribution
of fluid phases allows the growth of hydrates to occur without major restrictions (Figure 4.9
top). However, in the simulations for Exp 2, the sections with high SWi, despite having a rp

that favours the formation of hydrates earlier than other sections, faced a limitation in mass
transfer caused mainly by the high SW (Figure 4.9 bottom).

In terms of mass balance, both 2D models were able to reach a final bulk hydrate saturation
comparable to that acquired in the experiments (Figure 4.10. The discrepancies were mainly
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Figure 4.9: Visualization of 2D-simulation results at different points in time for Exp. 1 (top)
and Exp. 2 (bottom) . The color shade is proportional to the saturation of each phase. Hydrate
(white), brine (blue) and gas (red). The last visualization is shown when hydrate growth has
reached a steady-state.
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at the core-piece level. Although the modelled systems were able to form as much hydrate as
the experiments, they were unable to steer the internal fluid flow; therefore, the hydrate growth
in each section would have replicated the experimental result. Potentially, better character-
isation of the transport properties of the materials may improve the quality of the modelled
results. Both porosity, permeability, and capillary entry pressure are expected to change as
more kaolin is added to the sand mixture. Hydrate saturation has a similar effect on the model,
and coupling these effects can steer the internal fluid flow of the system and bring the model
closer to the experiments. However, the inherent limitations of T+H still constrain the final re-
sults of the model. In addition to the inability to produce a stochastic growth of hydrate, T+H
is built to model hydrates in consolidated porous systems. Although addressing these limita-
tions will offer a better constrained construction of the models, there is no guarantee that the
modelling approach can circumvent the complexities of modelling hydrates in porous media.
Despite their limitations, simplified models are still useful for mapping out constrained and
unconstrained processes that impact experimental results.

experiment

1-D simulation

gas hydratebrine

2-D simulation

Exp. 1 Exp. 2

Figure 4.10: Comparison of average phase saturations yielded by experiments and simulations
for the entire core setup (bulk) and each core piece. Initial values prior to hydrate formation
in left and final post-hydrate formation values on right. Experimental measurements in bold
colors, 1-D simulation results in lighter colors and 2-D simulation results in dashed colors.
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4.2 Modelling hydrates in nature

The scope of this section is to present the results of modelling hydrates on a basin scale. The
temporal and spatial scales of paper 3 include simulations that last thousands of years in
sediment sections of several hundred metres thick (Figure 4.1).

4.2.1 Evolution of hydrates during sedimentation

Paper 3 focusses on how the physical form of a hydrate occurrence evolves over long periods
of time, in response to changes in its boundary conditions. Unlike paper 1 and 2, the scale and
scope of this study justify the use of the equilibrium model (EM) of T+H ((eqs. 3.2, and 3.1).
The hydrate occurrence was modelled and subjected to changes in its boundary conditions.
These changes were set to emulate the deposition of sediments on the seafloor. All variations
in temperature, pressure, phase saturation, and concentration of soluble components among
other parameters were tracked over time.

The use of pre- and post-processing tools was essential to design the methodology for emulat-
ing a sedimentation process in T+H. Being a reservoir simulator, in a simple simulation, the
grid remains static. Using the scripts, it was possible to run multiple simulations in sequence,
where each simulation’s output would serve as the input parameter of the next iteration. The
duration of each simulation represented the time necessary to deposit a grid cell thickness at a
given sedimentation rate.

The deposition of new sediment layers in the model displaced the geothermal gradient and
induced the melting of the hydrate occurrence. As the sedimentation continued, the hydrate
occurrence shoaled in cycles of slow melting interspersed with cycles of rapid reformation.
Each cycle was transformed into a transient system driven by the heating rate (sedimentation
rate) but constrained by variations in salinity and effects of hydrate saturation on the sediment
transport properties.

Conventionally, the theoretical thickness of the GSHZ is defined by assuming a constant salin-
ity and a linear gradient of temperature and hydrostatic pressure, the latter being used inter-
changeably as a proxy for depth [Collett, 2002]. In the transient systems observed in this study,
salinity, pressure, and temperature experienced local variations that redefined the base GHSZ
over time. During melting, hydrate dissociation resulted in an excess in the pore pressure
caused by gas and hydrate filling the pores. This overpressure and the dilution of the salin-
ity of the brine made the system more favourable to extend the preservation of the hydrates.
Resulting in a progressively thicker GHSZ. The cycle was completed when the gas pressure
surpassed the capillary entry pressure of the hydrate-bearing sediments and quickly migrated



4.2 Modelling hydrates in nature 33

hydrate

gasbrine-filled sediments

ocean water column
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Figure 4.11: Evolution of hydrate occurrence during sedimentation (220 m/kyr). From top to
bottom, the first chart shows the 1-D evolution through time of hydrate (white) and gas (red)
saturation. The green line shows the depth at which the temperature and pressure matches
the melting point at the given conditions. The second chart shows the bulk mass of hydrate
through time during sedimentation (continuous) and with no sedimentation (stippled, Case
2). The third chart shows the maximum hydrate saturation reached at each point in time.
The fourth and last chart shows the maximum (purple) and minimum (orange) salinity during
sedimentation (continuous) and with no sedimentation (stippled).
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upward. During the hydrate reformation cycles, the excess heat brought by the gas and the
increase in salinity shrinked the GHSZ and brought it closer to the theoretical values.

An important contribution of this study is the development of a methodology for modelling
hydrates in evolving systems where sedimentation plays a major role. Numerical simulation is
a useful tool for keeping track of all of the variables involved in the hydrate transition phases
and the transport of heat and mass. In complex systems such as those observed in this study, it
becomes a powerful tool for understanding the mechanisms behind the thermodynamic evolu-
tion of a hydrate occurrence over geological time. However, there are still limitations inherent
to T+H that constrain the capacity of this methodology. Although it was possible to emu-
late the sedimentation process by stacking layers and updating the boundary conditions, the
mechanical compaction of sediments that results in sediment deposition and burial was not
represented. Sediment compaction results in a system in which the transport properties change
spatially and temporally. This could produce more complexity in the melting and reformation
patterns observed in this study. Addressing the mechanical properties of unconsolidated sys-
tems also includes processes related to the formation of hydrates in these types of materials.
In fine-grained sediments, hydrates can form nodules and lenses that mechanically displace
grains [Jang and Santamarina, 2016]. These processes can also have an impact on the effective
transport properties of the system.

Another contribution is related to the interpretation of hydrate occurrences in marine sedi-
ments. Identification of bottom-simulating reflectors (BSRs) is usually associated with the
base of the GHSZ. This study shows that in systems with active sedimentation, the position of
the BSR can change over time and does not correspond to the theoretical base of GHSZ.



Chapter 5

Conclusions and further work

5.1 Conclusions

Together, these results show the value of using numerical simulators as a tool to model hydrate-
related processes at different temporal and spatial scales.

• Despite the limitations of the tool to reproduce all processes related to the formation
and dissociation of hydrates, it is still possible to set up verification studies focussing on
specific processes. These studies also provide an opportunity to inspect the capabilities
of the simulator.

• Numerical simulations provide insight on the complexity of hydrate-bearing porous sys-
tems. By tracking all variables and components, it is possible to confirm that the forma-
tion and dissociation of hydrates in porous media result in a dynamic system in which
multiple processes occur simultaneously. At different scales, some processes become
more important than others.

• Simulations can provide explanations for processes that are not fully understood due to a
lack of data or information. On the laboratory scale, the experimental apparatus does not
monitor all physical and chemical processes. On a large scale, present-day observations
of natural hydrate occurrences provide limited information on the processes that lead to
its formation. In these scenarios, the simulator can provide alternative explanations for
missing details that hinder the full interpretation of the processes.

• The evolving porosity model of T+H is a flexible model that addresses the effects of a
changing porous system. Although it is solely a function of hydrate saturation that does
not consider the habit and texture of a hydrate-bearing porous system, it sets the founda-
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tion for understanding how hydrates can become flow barriers and steer the transfer of
fluids through porous systems.

5.2 Further work

• To connect multiple scales, it is necessary to include scales beyond the range presented
in this study and that fill the gap between the laboratory and basin scales. The results of
modelling the methane production from hydrates can contribute to this approach. Once a
richer spectrum of both temporal and spatial scales is covered, a dimensionless analysis
can improve the understanding of which mechanisms dominate the transfer of heat and
mass at each scale.

• The results of this study are a building block for understanding the effects of hydrate for-
mation on the transport properties of porous systems. However, there is still a gap in in-
corporating the interaction between hydrate formation-dissociation and the mechanical
properties of unconsolidated systems. The porosity model used to reduce porosity and
permeability as a function of saturation is flexible to cover different scenarios. However,
the changes in transport properties are fully reversible; as the hydrate melts, the trans-
port properties revert to their intrinsic values. This can be an acceptable approximation
for consolidated systems like those addressed in paper 1. However, in unconsolidated
systems such as those studied in paper 2 and paper 3, the formation of hydrates can
displace grains, segregate and form hydrate lenses or nodules [Jang and Santamarina,
2016]. With the melting of the hydrates, the changes caused by the development of
these lenses and nodules can leave an imprint on the sediments, changing the porous
system and its transport properties. Although the introduction of the complexity of nod-
ules and lens formation goes beyond the scope of T + H, introducing hysteresis into the
porosity model can be a valid approximation.

• The learnings from paper 1 and paper 2 can be combined. With a better characterisation
of the sediment transport properties, the simulated hydrate growth can be conditioned
by a stochastic distribution of hydrates. With this approach, new modelled scenarios
that consider both clay content and heterogeneity in hydrate saturation can address the
limitations in paper 2 to fully reproduce the experiments.

• In modelling large-scale systems, it may be relevant to include the mechanical behaviour
of sediments. Not only to model the already mentioned mechanisms linked to the for-
mation of hydrates in fine-grained sediments, but also to include the compaction of sed-
iments. As sediments are buried over time, porosity and permeability change actively
and this can bring a new layer of complexity to the processes observed in paper 3.
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Effects of methane hydrates on two-phase relative permeability in sandstone:Numerical simulation of laboratory experimentsAlejandro Bello-Palacios a,b,∗, Per Fotland a, Stian Almenningen b, Geir Ersland b
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A R T I C L E I N F O
Keywords:2-phase flowClathratesTOUGH+HYDRATEVerification

A B S T R A C T
To identify the challenges and limitations in measuring and modelling gas relative permeability in hydratebearing sandstone, we simulate a series of experiments. Experimental and numerical results are used to examinethe amount of hydrates formed as well as how the flow of gas is affected by the hydrate formation. Thereservoir simulator TOUGH+HYDRATE was used. The system is represented numerically in both 1-dimensionaland 2-dimensional grids. The 1-dimensional simulations are used to check the system consistency by keepingtrack of the amount of hydrates that are formed, given the initial and boundary conditions. The 2-dimensionalsimulations are used to measure the effects of heterogeneity in the distribution of hydrates, and its impact onboth relative permeability and capillary pressure. The results reveal complexities when comparing experimentaland simulated permeability in hydrate-bearing systems. The results from the 1-dimensional calculations showthat most experiments have not been able to form the amount of hydrates that is theoretically possible by theinitial mix of brine and gas. This indicates that early growth of hydrates can limit mass transfer to inner parts ofthe core shielding the system for further nucleation. This is supported by the 2-dimensional simulations. Theseshow how a heterogeneous pattern of hydrates can limit fluid flow by (a) reducing the intrinsic permeability,(b) scaling down gas relative permeability, and (c) and scaling up capillary entry pressure of portions of thecore. Although these effects do not fully explain the experimental results, the results provide insight to hydrateinduced flow restrictions and how these can affect experimental result.

1. Introduction
Gas hydrates are crystalline ice-like solids formed by the mixingof water and a gas under pressure. Water molecules form hydrogen-bonded structures with cavities that are stabilized by the filling of non-polar or slightly polar guest gas molecules (Sloan et al., 2007). Methaneis the most common gas molecule that forms hydrates naturally. Besidesthe availability of both water and methane, low temperatures and highpressures are needed. Porous media in and below permafrost and nearseafloor sediments in deep marine regions (water column higher than400 m) meet these conditions and host most methane hydrate accumu-lations known in the world (Boswell, 2009). These accumulations havegained increased interest over the last four decades and multiple re-search initiatives are focusing on understanding their impact on safetyin drilling operations, seafloor stability, climate change, geohazards,and its feasibility as a potential energy resource (Collett et al., 2014).Natural or human induced changes in pressure and temperature willaffect the stability of hydrates and may cause formation of hydrates ormelting and reformation. This involves a dynamic transition between asystem with 2 phase flow (gas and water) and 1 solid phase (hydrates).

∗ Corresponding author.E-mail address: gpb@equinor.com (A. Bello-Palacios).

Depending on whether the hydrates form or melt in a saline envi-ronment a number of changes take place; 1. heat is either consumedor released causing a temperature change 2. pressure may decreaseor increase due to both gas and water consumption or release, 3. thesalinity decreases or increases as water is consumed or released. Allthese mechanisms may have significant impact on the hydrate distri-bution and flow of fluids. To complicate matters even more there is anapparent stochastic nature to hydrate formation. Once hydrate nucleiare formed, they will consume nearby gas and water and grow untilthe driving forces are locally zero, due to lack of methane, water oran increased salinity. This may cause the overall formation to becomepatchy (Fig. 1). If in addition the porous medium is un-consolidated,the internal hydrate pressure of the small nuclei may be higher thanthe surrounding effective pressure and thereby grains can be moved andthe patch may grow to become a single solid hydrate lens or vein (Jangand Santamarina, 2016).In multi-phase flow, the saturation of each phase determines howit flows and inhibits the flow of the coexisting phases. This effect is

https://doi.org/10.1016/j.petrol.2021.109606Received 12 October 2020; Received in revised form 13 April 2021; Accepted 4 October 2021
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Fig. 1. MRI images of a cross-sectional slice of a Bentheim sandstone core. Imagesdisplay phase saturations before (left) and after (right) hydrate formation. Post-formation phase saturation is resolved for both hydrates (red) and brine (blue). Hydratesaturation (top right) shows a heterogeneous stochastic (‘‘patchy’’) pattern.

described by the phase relative permeability. Reliable relative perme-ability estimates are central to the accuracy of numerical predictions offlow in porous media (Kleinberg et al., 2003).In terms of laboratory experiments, the most common techniquefor permeability measurements is the steady state flow test (Li et al.,2018). The complexities of multi-phase flow in hydrate bearing systemsmakes the measurement of relative permeability particularly difficult.Every phase affects each other while the intrinsic permeability of themedium actively changes. In addition, though pressure and tempera-ture must be maintained during tests, it is very hard to avoid hydratere-formation and dissociation (Moridis et al., 2010). The number ofstudies published is low (Jaiswal, 2004; Ahn et al., 2005; Johnson et al.,2011; Almenningen et al., 2019) and include a variety of methods andmaterials. Ren et al. (2020) concludes that the variability between thesestudies reveals a lack of repeatability and a challenge of making theirresults comparable.Almenningen et al. (2019) published a series of measurements ofgas relative permeability in carbon dioxide (CO2) and methane (CH4)hydrate bearing sandstone. The experiment setup considered varyingsaturations of both gas and brine, expecting to measure the effect ofthe presence of both hydrates and the fluid phases. Results show aclear but highly scattered decreasing trend of gas permeability withincreasing hydrate saturation. It is suggested that this effect can berelated to methane becoming disconnected by hydrate films that formlocal barriers of flow and that the distribution of such flow barriers varybetween experiments.In terms of combining experimental studies on hydrate bearingporous media with numerical models, there has been relatively fewstudies. Jang and Santamarina (2014) used numerical modelling toreproduce permeability and capillary pressure relationships monitoredthrough hydrates in micromodels. Chen et al. (2018), used numerical

models to calculate gas relative permeability as a function of hy-drate distribution obtained from X-ray microtomography images fromhydrate bearing sandpacks.To estimate bulk phase saturations in laboratory measurementsinvolving hydrate formation or dissociation of porous media, exchangeof fluids along with pressure and temperature are monitored. However,in the absence of tools that provide images that can distinguish solidhydrates from fluid phases, it is impossible to see how these phases aredistributed internally.Numerical modelling can assist the analysis of experimental mea-surements where the internal distribution of phases could have beencritical in the quality of the physical measurement. Modelling can becritical to complement the work done in the laboratory and enableextrapolation of laboratory measurements to field-scale applications.Similarly, experimental results can assist constraining the models thatdefine how the internal porous media is affected by the presence ofhydrates. A good agreement between experimental data and numericalpredictions is essential to bridge knowledge gaps and improve under-standing of the complexity of gas hydrates systems (Birkedal et al.,2014).To address this issue, we present the results of simulating 2-phaseflow effective permeability experiments from Almenningen et al.(2019)) using TOUGH+HYDRATE (T+H).
• Firstly, we compare how suitable T+H is to reproduce the processof hydrate formation after cooling down pressurized gas andbrine.
• Secondly, we evaluate how T+H can help to understand processesthat were not possible to observe during the experimental work.Particularly on the internal distribution of both solid and fluidphases on the effective gas flow. This includes how a stochas-tic hydrate growth affects both capillary pressure and intrinsicpermeability.
• Finally, with the results obtained in this work we aim to map outpotential caveats and limitations that can be encountered whendesigning experiments that involve hydrates in porous media.

2. Methods
The dataset used for this work consists of end-point gas relativepermeability measurements in sandstone, before and after hydrateformation (Almenningen et al., 2019) (Table 1). A set of cylindricalsandstone cores initially saturated with methane gas and brine (3.5wt% NaCl) were connected to flowlines on each end of the core toprovide the necessary influx to pressurize the core and measure relativepermeability. A cooling jacket was used to cool down the core andinduce the formation of hydrates at constant pressure.Each experiment produced a relative permeability measurement be-fore and after hydrate formation (Fig. 2). Hydrate saturation achievedafter cooling was between 37% and 61%. The relative permeability dueto hydrate formation was decreased by 1 to 5 orders of magnitude.To model these results, TOUGH+HYDRATE v1.5 (T+H) was used.T+H is a numerical code for the simulation of the behaviour ofmethane hydrate-bearing geologic systems for multi-phase, multi-component flow and transport of mass and heat through porous andfractured media (Moridis and Pruess, 2014).Hydrate formation and dissociation are modelled in T+H by usingeither an equilibrium or a kinetic model. In the equilibrium model,phase transitions are governed only by pressure and temperature. Waterand methane are mass components, and hydrate is one of the potentialphases that can be present in different combinations (Fig. 3). In thekinetic model, hydrates are treated as a new mass component. Phasetransitions are calculated by kinetic parameters in an Arrhenius-typeexpression based on the work of Kim et al. (1987). Eq. (1) describesthe behaviour of the hydrate mass component and phase.

𝜕𝑀
𝜕𝑡

= 𝐾0𝑒(−𝛥𝐸𝑎∕𝑅𝑇 )𝐹𝐴 𝐴𝑆 (𝑓𝑒𝑞 − 𝑓𝑣) (1)
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Table 1List of all CH4 permeability experiments (Almenningen et al., 2019). Core pressureand temperature were kept constant at 8.3 MPa and 4 ◦C, respectively, duringhydrate formation and permeability measurements. Margin of errors reflect instrumentaluncertainties. (For interpretation of the references to colour in this figure legend, thereader is referred to the web version of this article.)Exp. ID No hydrate Hydrate

𝑆𝑔 [frac.] 𝑘𝑟𝑔 [frac.] 𝑆ℎ𝑦𝑑 [frac.] 𝑆𝑔 [frac.] 𝑘𝑟𝑔 [frac.]
±0.01 ±0.02 ±0.02

A 0.54 0.12 ± 0.02 0.46 0.44 1.9E−2 ± 0.3E−2B 0.47 0.19 ± 0.08 0.47 0.36 1.2E−3 ± 0.4E−3C 0.46 0.09 ± 0.03 0.45 0.36 1.7E−6 ± 0.6E−6D 0.46 0.06 ± 0.02 0.47 0.36 4E-6 ± 1E−6E 0.46 0.06 ± 0.02 0.51 0.35 1.4E−4 ± 0.5E−4F 0.36 0.08 ± 0.03 0.61 0.23 4E-7 ± 1E−7G 0.36 0.14 ± 0.02 0.53 0.24 9.9E−7 ± 0.8E−7H 0.27 0.032 ± 0.006 0.37 0.18 7.1E−7 ± 0.8E−7
𝑆𝑔 and 𝑆ℎ𝑦𝑑 are the gas and methane saturations, respectively; 𝑘𝑟𝑔 is the relativepermeability of gas.

Fig. 2. Overview of all the methane relative permeability measurements and margin oferrors. Black circles show gas relative permeability before hydrate formation. Colouredsquares show relative permeability after hydrate formation. Colour shade in squaresrepresents hydrate saturation. Stippled lines connect measurements in each experiment.(For interpretation of the references to colour in this figure legend, the reader is referredto the web version of this article.)

Where 𝜕𝑀∕𝜕𝑡 is the methane mass rate, 𝐾0 the intrinsic hydration re-action constant, 𝛥𝐸𝑎 the hydration activation energy, 𝑅 is the universalgas constant, 𝑇 is the temperature, 𝐹𝐴 is the area adjustment factor, 𝐴𝑆is the hydrate reactive surface area, 𝑓𝑒𝑞 is the fugacity at equilibriumtemperature and 𝑓𝑣 is the fugacity in the gas phase at temperature 𝑇 .Kowalsky and Moridis (2007), Teng and Zhang (2020) have com-pared both modelling strategies. Kowalsky and Moridis (2007) con-cluded that they were practically indistinguishable for large-scale andlong-term processes, but that Kinetic model would more suitable forshort-term and core-scale simulations. Teng and Zhang (2020) concludethat the equilibrium model is a special case of kinetic model where therelative strength of the hydrate reaction is greater than that of otherphysical processes. The authors also indicate that when such strengthis relatively smaller than other physical processes, the kinetic modelcan be more computationally efficient. Birkedal et al. (2014) observedthat the kinetic model was less sensitive to temperature variations atthe boundary condition and was more numerically efficient.

Fig. 3. Pressure–temperature equilibrium relationship in the phase diagram of thewater–methane–hydrate system. All possible combinations of the four phases aredisplayed: aqueous (Lw), ice (I), gas (V), and hydrate (H) (Moridis and Pruess, 2014).

Fig. 4. 2-phase relative permeability curves used in this study based on the modifiedStone model. 𝑘𝑤, 𝑘𝑟 are water and gas relative permeability, respectively. Overlaid, 2-phase gas relative permeability measurements, prior to hydrate formation (Almenningenet al., 2019).

Water and gas flow in hydrate bearing rocks is governed by fluidsaturations and the reduction in porosity due to hydrate formation.T+H handles this by using separate models that define two-phaserelative permeability and growth of solid (hydrate). For relative perme-ability, the modified Stone model was used in T+H. It is a power-lawrelationship between the relative permeability of the fluid phase (𝑘𝑟𝑤,
𝑘𝑟𝑔) and the saturation of the phase (𝑆𝑤, 𝑆𝑔) (Fig. 4), defined by Eqs. (2)and (3).
𝑘𝑟𝑤 =

𝑘𝑤
𝑘0

=
(
𝑆𝑤 − 𝑆𝑟𝑤
1 − 𝑆𝑟𝑤

)𝑛𝑤 (2)
𝑘𝑟𝑔 =

𝑘𝑔
𝑘0

=
(𝑆𝑔 − 𝑆𝑟𝑔

1 − 𝑆𝑟𝑤

)𝑛𝑔 (3)
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Table 2TOUGH+H input parameters used for sandstone cores.Parameter Magnitude
Porosity [V/V] 𝜙0 = 0.22Absolute permeability [D] 𝑘0 = 1.3–1.9Initial salinity [wt.%] 𝑋𝑖𝑛ℎ = 3.5a–5.44bModel for updating porosity and permeability 𝑚 = 3a

𝜙𝑐 = 0.05aRelative permeability. Modified Stone model 𝑆𝑖𝑟𝑎 = 0.15, 𝑆𝑖𝑟𝑔 = 0.05a
𝑛𝑎 = 3.5, 𝑛𝑔 = 3.2a

aValues taken from Birkedal et al. (2014).bArbitrarily defined value to estimate highest reduction of permeability.

𝑆𝑟𝑤 and 𝑆𝑟𝑔 are residual saturation of water and gas phases, respec-tively. Both these parameters and fitting exponents 𝑛𝑤, 𝑛𝑔 define theshape and end-points of the curves (Fig. 2) and are to be defined bythe user. The small amount of experiments yielded a scattered amountof relative permeability measurements (Fig. 2). There is no uniquesolution for the Stone model. Therefore, residual saturations and fittingexponents for both gas and water were taken from Birkedal et al. (2014)(Table 1).The solid hydrate phase in T+H is modelled as an extension of thematrix. Effective or (hydrate-filled) porosity (𝜙) is a function of boththe initial (hydrate-free) porosity (𝜙0) and hydrate saturation (𝑆ℎ). 𝜙 isdefined as the porosity filled only by fluid phases, expressed in Eq. (4)
𝜙 = 𝜙0 (1 − 𝑆ℎ) (4)

As porosity is modified, intrinsic permeability 𝑘 is also updated.T+H uses a permeability reduction factor 𝑘𝑟𝐹 that is obtained froma power law relationship (Eq. (5)) between the ratios of hydrate-filled porosity 𝜙 and the hydrate-free porosity 𝜙0. The reduction factor
𝑘𝑟𝐹 sets the ratio by which intrinsic (hydrate-free) permeability 𝑘0is decreased, and yields an effective (hydrate-filled) permeability 𝑘.The effective permeability 𝑘 is the permeability of a single-phase fluidflowing in a porous medium with specific saturation of hydrate.
(

𝑘
𝑘0

)
= 𝑘𝑟𝐹 =

(
𝜙 − 𝜙𝑐
𝜙0 − 𝜙𝑐

)𝑚 (5)
The critical porosity 𝜙𝑐 accounts for scenarios of hydrates cloggingpore throats and disconnecting fluid-filled pores. It is defined by theproduct between the saturation of hydrates at which effective perme-ability is reduced to zero (𝑚𝑎𝑥𝑆ℎ), and the hydrate-free porosity (𝜙0).

𝜙𝑐 = 𝜙0 ⋅ (1 − 𝑚𝑎𝑥𝑆ℎ).This approach is similar to the Tokyo model proposed by MASUDA(1997). In both models (Eqs. (5) and (6)), exponents 𝑚 and 𝑁 steer therate by which permeability is reduced. No particular restrictions aregiven regarding the magnitude of parameters 𝑚 and 𝑁 . These fittingparameters accept a wide range of values aimed to make the models fitdifferent scenarios (Fig. 5). Dai and Seol (2014) linked the magnitude ofthis parameter with pore habits and found that it can vary from 𝑁=1.25for sediments with uniform cementing hydrate, to 𝑁=25 for sedimentswith uniform pore-filling hydrate.
(

𝑘
𝑘0

)
= (1 − 𝑆ℎ)𝑁 (6)

With the small number of measurements used in this study andthe fact that all of them are done in the presence of three phases, itwas impractical to attempt finding values for parameters 𝑚 and 𝜙𝑐 .Therefore, base values were taken from Birkedal et al. (2014).Regarding 2-phase flow, T+H keeps the relative permeability modelunchanged. However, it uses hydrate saturation (𝑆ℎ) and the perme-ability reduction factor (𝑘𝑟𝐹 ) to obtain the magnitude of effective fluidphase permeability. This involves normalizing the fluid flow saturations

Fig. 5. Hydrate reduction of absolute permeability. Exponent 𝑚 and critical porosity
𝜙𝑐 are fitting parameters. 𝑚 determines the shape of the curve or the rate at whichpermeability is reduced. 𝜙𝑐 scales the curve on 𝑥-axis and sets the point at whichpermeability is reduced to zero.

(Eqs. (7) and (8)). Solid phases are no longer included as they are anextension of the matrix.
𝑆∗
𝑔 =

𝑆𝑔(
𝑆𝑔 + 𝑆𝑤

) =
𝑆𝑔(

1 − 𝑆ℎ
) (7)

𝑆∗
𝑤 =

𝑆𝑤(
𝑆𝑔 + 𝑆𝑤

) =
𝑆𝑤(

1 − 𝑆ℎ
) (8)

These new saturations yield a new relative permeability from Eqs.(3) and (2). To evaluate the effective phase permeability in hydratebearing systems the relative permeability is ‘scaled down’ by the per-meability reduction factor (Eqs. (9) and (10)).
𝑘𝑤 = 𝑘0 ⋅ 𝑘𝑟𝐹 (𝑆ℎ) ⋅ 𝑘𝑟𝑤(𝑆∗

𝑤) (9)
𝑘𝑔 = 𝑘0 ⋅ 𝑘𝑟𝐹 (𝑆ℎ) ⋅ 𝑘𝑟𝑔(𝑆∗

𝑔 ) (10)
Capillary pressure was defined by the van Genuchten model (vanGenuchten, 1980), with capillary pressure (𝑃𝑐𝑎𝑝) as a function of watersaturation (𝑆𝑤), with no hysteresis considered (Fig. 5, Eq. (11)). Theremaining terms are fitting parameters set by the user. The only con-dition is that the magnitude of residual water saturation (𝑆𝑖𝑟𝑤) shouldbe smaller than the corresponding parameter in Eqs. (2) and (3). Themagnitude of each of these parameters was defined to fit experimentalvalues for capillary entry pressure run on Bentheim sandstone (Raeesiet al., 2014).

𝑃𝑐𝑎𝑝 = −𝑃0

[(
𝑆∗)1∕𝜆 − 1

]1−𝜆 where 𝑆∗ =
𝑆𝑤 − 𝑆𝑖𝑟𝑤
𝑆𝑚𝑥𝑤 − 𝑆𝑖𝑟𝑤

(11)
As hydrates grow, capillary pressure is scaled with the Leverettmodel, defined in Eq. (12). Both the hydrate-bearing and hydrate-freeporosity and permeability from Eqs. (4) and (5) are used as input. Ashydrates are an extension of the matrix, the resulting scaled capillarypressure will reflect a reduction on the effective radii of the pore throats(Fig. 6).

𝑃 ∗
𝑐𝑎𝑝 = 𝑃𝑐𝑎𝑝

√
𝑘0
𝑘

⋅
𝜙
𝜙0

(12)
2.1. Model setup

Several numerical simulations in T+H were set to simulate eachexperiment (Fig. 7). Gridding focused on representing the sandstone
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Fig. 6. In dark blue, capillary pressure curve based on van Genuchten model.Parameters 𝑃0 and 𝑆𝑖𝑟𝑤 are highlighted in dark red. In lighter shades of blue, thescaled capillary pressure curves using Leverett model for different hydrate saturationvalues. (For interpretation of the references to colour in this figure legend, the readeris referred to the web version of this article.)

Fig. 7. Overview of simulations set in T+H for each experiment.

core and its interaction with its surroundings with regards to both massand heat fluxes (Fig. 8).
2.1.1. Single cell simulationThe first set of simulation cases was done on a 1-dimensionalrepresentation of the system. This was a material balance exercise toestimate the total saturation of phases and concentration of salinity thatan initial mix of brine and methane can yield after cooling down thesystem. The grid consists of a single element connected to two adjacentboundaries. The cell is initialized with the pre-hydrate fluid saturationvalues 1 at 20 ◦C and 8.3 MPa. The adjacent cells are thermodynamicboundaries, set to deliver the heat and mass fluxes necessary to keepthe pressure constant and cooling the system down to 4 ◦C. Thesesimulations were run using the equilibrium model. For comparativepurposes, these simulations were reproduced using the kinetic model.
2.1.2. Full core model setupThe horizontal 2-dimensional cartesian grid representation dis-played in Fig. 1 was used to simulate core flooding experiments afterhydrate formation. Length and width of the full grid are close to thelength ( 14.8 cm) and diameter ( 5.2 cm) of the core. In comparison

to a 3-dimensional model, by reducing the problem by one dimension,the computational cost is minimized without compromising the qualityof the results (Birkedal et al., 2014).Surrounding the grid, boundary conditions were set to emulatethe physical elements surrounding core in the experimental setup. Toemulate the cooling system, the outer edge of the grid was set to steerand maintain the temperature constant. Permeability and porosity wereset to zero, so no mass exchange occurs with the rest of the system.In between the edge of the grid and the grid representation ofthe core, grid elements were set to represent the physical elementsseparating the core from the cooling source such as the steel pieces,the rubber sleeve and the confining fluid. Similarly, permeability andporosity are set to zero to avoid any mass exchange. The main purposeof these grid elements is to steer heat fluxes to emulate the coolingprocess of the core.The edges along the 𝑦-axis are to represent the flow lines that injectand produce gas. This boundary is also initially set a thermodynamicboundary that actively steer the mass fluxes to sustain pressure.The main grid is set to represent a Bentheimer sandstone core likethe one used in the experiments. Different input parameters are set todescribe the physical properties of the medium (Table 2). Similarly,parameters to define relative permeability relationship (Eqs. (3) and(2)) and effect of hydrates in porous media are included (Eq. (5)).
2.1.3. Full core model simulationsThe full core grid was used to set up simulations of the core floodingexperiments after hydrate formation. For pre-cooling conditions, porousmedia contain only two fluid phases, methane and brine, and simula-tion was not needed. Effective permeability was calculated by using theinitial saturations of each experiment (Table 1) and Eq. (3).Initialization at post-cooling conditions. For each experiment, aset of simulations were initialized using the final saturations of gas,brine and hydrate achieved experimentally (Table 1). These simulationswere run using the kinetic model.For initialization of these simulations, distribution of phases was setboth homogeneously and heterogeneously. A homogeneous distributionwas defined in a way that every single cell of the grid would initializewith the same values of saturation for all three phases. Heterogeneousdistributions were set by using a random distribution of values forhydrate saturation. The values of each distribution are truncated be-tween 0 and 1 and their average match the value measured. Multiplevariations of standard deviation were set to cover a range of saturationfrom a narrow (±2 vol.%) to a broad (±50 vol.%) distribution. Fig. 10shows the resulting distribution of phases for case B, when hydratesaturation has a variance of 36%.The remaining fluid phases were defined so the bulk saturations ofthe entire grid would match the experimental values. Capillary effectwas considered by setting up simulations with and without capillarypressure scaling. In the simulations without scaling capillary pressure,the fluid phase saturations are set keeping the proportions of the bulkmeasurements. When capillary pressure scaling is enabled, the distribu-tion of the aqueous phase must be set so the system is in equilibriumin terms of pressure. Eqs. (11) and (12) yield a different capillarypressure (𝑃𝑐𝑎𝑝) curve for every value of hydrate saturation. Therefore,for each experiment and grid cell a value of capillary pressure has beendetermined by solving Eq. (11) for brine saturation (𝑆𝑤) and that keepsthe bulk volumes of all phases equal to the experimental measurements.This yields an accommodation of phases were the remaining pore spacein grid cells with a high amount of hydrates is filled mainly by brineand gas fill the cells as hydrate saturation decreases (Figs. 9 and 10).Flooding. Core flooding simulations were set for both pre- and post-cooling conditions. Pressure at the inlet boundary was set higher thanthe outlet boundary to induce gas flooding. This pressure differencewas set small enough to guarantee that only gas flows in and out ofthe system and minimal mobilization of brine and phase changes wouldoccur. Effective gas permeability (𝑘𝑔,𝑒𝑓𝑓 ) was calculated by Darcy’s law
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Fig. 8. (a) Cross-sectional view of the composite core holder. Modified from Husebø (2008). (b) Illustration of the numerical system based on the figure above. A no-flow (Neuman)boundary surrounds the system.

Fig. 9. Schematic representation of how fluid phase saturations are initialized in thisstudy. When no hydrates effect on capillary pressure is considered, fluid phases aredefined with the same proportion (left). When hydrates have an effect on capillarypressure (capillary pressure scaling), fluid phases are constrained by the capillarypressure function defined (right). Gas can only invade the larger pores and as hydratesaturation increases, the remaining pore space will be predominantly filled by brine.

defined in Eq. (13). 𝜇𝑔 is viscosity, 𝛥𝑥 is the length of the grid inthe horizontal axis, 𝑄𝑔 is the volumetric flow across the vertical cross

section of the grid, and 𝛥𝑃 is the pressure difference between inlet andoutlet of the grid.
𝑘𝑔,𝑒𝑓𝑓 = 𝜇𝑔 . ⋅

𝛥𝑥 ⋅𝑄𝑔

𝛥𝑃
(13)

3. Results and discussion
3.1. Hydrate formation:1-dimensional model

Simulations using the 1-dimensional model are displayed in Table 3.Hydrate formation yields an increase of salinity from 3.5 to 14 wt%NaCl, which matches the inhibition level of methane hydrate withNaCl at 8.3 MPa and 4 ◦C, confirming that the system has reachedequilibrium. Fig. 11 shows the comparison between these simulationsand the laboratory experiments.In general, all simulations yielded equal or more hydrates than theexperiments. All phase saturations showed variations in comparison tothe experimental results. Largest variations are observed in final brineand hydrate saturation. Experiment A was initialized with the highestgas saturation (54 vol. %). Its simulation matched experimental resultswithin the range of uncertainty.Experiments B, C, D and E were initialized with a gas saturationbetween 46 and 47 vol. %. However, they all yielded different amountsof hydrates (45–51 vol. %) reflecting a limitation on the repeatabilityof results. Numerically, these simulations yielded more hydrates thanany of the experiments (53 vol.%).
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Fig. 10. Heterogeneous distribution of phases set for case B. The bulk phase saturations are equal to those obtained experimentally (𝑆ℎ = 47%, 𝑆𝑔 = 36%, 𝑆𝑤 = 17%). At a grid celllevel, the magnitude for hydrate saturation is set randomly using a normal distribution defined by the measured hydrate saturation as its mean (47%), and a variance of ±36%.When no hydrate present does not affect capillary pressure (top figure), the non-hydrate filled pore space is set proportionally to the measurements of gas an brine saturation(𝑆𝑔 = 36%, 𝑆𝑤 = 17%). To account for the effect of hydrates on capillary pressure (bottom figure), fluid phases are redistributed to achieve equilibrium.
Table 3Comparison between saturation and salinity before and after cooling from single cell (1-dimensional) simulation for eachexperiment. 𝑆𝑤, 𝑆𝑔 and 𝑆ℎ are volume fraction saturations for brine, gas and hydrate respectively. 𝑋𝑖𝑛ℎ is salinity concentration.Exp. ID Input (T=20 ◦C) Output (T=4 ◦C)

𝑆𝑤 𝑆𝑔 𝑋𝑖𝑛ℎ 𝑆𝑤 𝑆𝑔 𝑆ℎ 𝑋𝑖𝑛ℎA 4.60E−01 5.40E−01 3.50E−02 9.88E−02 4.47E−01 4.54E−01 1.40E−01B 5.30E−01 4.70E−01 3.50E−02 1.14E−01 3.63E−01 5.23E−01 1.40E−01C 5.40E−01 4.60E−01 3.50E−02 1.16E−01 3.51E−01 5.33E−01 1.40E−01D 5.40E−01 4.60E−01 3.50E−02 1.16E−01 3.51E−01 5.33E−01 1.40E−01E 5.40E−01 4.60E−01 3.50E−02 1.16E−01 3.51E−01 5.33E−01 1.40E−01F 6.40E−01 3.60E−01 3.50E−02 1.37E−01 2.31E−01 6.32E−01 1.40E−01G 6.40E−01 3.60E−01 3.50E−02 1.37E−01 2.31E−01 6.32E−01 1.40E−01H 7.30E−01 2.70E−01 3.50E−02 1.57E−01 1.23E−01 7.20E−01 1.40E−01
This pattern was repeated in experiments F and G. Both experimentswere initialized with less gas than previous experiments (36 vol.%).The amount of hydrates formed was not reproduced experimentallyeither (53–61 vol.%), and such amount was less than the one formednumerically (63 vol.%).Finally, experiment H was initialized with the lowest gas saturation(27 vol.%). The discrepancies between simulations and experimentswere higher in this case. Simulation of this experiment yielded almosttwice the hydrates formed experimentally and a third of the brine.Simulated final gas saturation was also a fraction of the experimentalmeasurement.In experiments B to H, as more hydrates are formed, the final brinesaturation decreased correspondingly. Gas saturation remained similarin all experiments but experiment H, where final gas saturation is closeto two thirds of the value obtained in the lab.Whereas the experiments are constrained by both equilibrium andkinetics, the single cell simulations are in equilibrium and are only con-strained by pressure, temperature and initial fluid in place. They returna material balance with no regard of the porous medium properties,

where both cooling and hydrate formation occur homogeneously. Theseresults can be regarded as the potential maximum amount of hydrates agiven distribution of gas and brine can yield. The discrepancy betweenthese and the experimental measurements suggests that experimentsare not being able to form as much hydrates as they could potentiallyform.Experimentally, gas must move throughout the core, limited by theintrinsic permeability of the porous medium and its initial saturation.As hydrates start forming, these are not formed homogeneously. At thepore scale, nucleation of hydrate will occur if both gas and brine arepresent. However, as hydrates form these will consume both phases andwill need supply of either to form more hydrates. The rate at whichmore gas arrives will be limited by the reduced gas saturation. If allgas is consumed in a region of the core, such region is left with onlyhydrate and brine. In order to have more gas invading this sector, thisstream of gas has to overcome the capillary entry pressure. In addition,the random nature of hydrate nucleation most likely creates stochasticflow barriers that progressively limit the flow. So, a low amount ofhydrates returned by experiments, could be caused by gas not being
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Fig. 11. Overview of phase saturations measured before and after cooling down. In alighter shade of colour, modelled saturations from single cell simulations are added forcomparison. (For interpretation of the references to colour in this figure legend, thereader is referred to the web version of this article.)

able to reach inner parts of the core due to hydrates limiting flow. Theycan also be caused by portions of the core saturated with either gas orbrine with few contact points.This is reflected in the fact that simulations yielded more hydratesin all cases but experiment A. Experiment A has the highest initialsaturation of gas (𝑆𝑔0) which means the initial effective permeabilityof gas (𝑘𝑔0) is higher than any other experiment, allowing more gasto flow in the core as hydrates form. In contrast, experiment H hasthe lowest 𝑆𝑔0 and its simulation returned the largest discrepancy inhydrate saturation (𝑆ℎ). This means, although there is an excess ofbrine, it can only form hydrates with the gas that is in contact withbrine. By the time hydrates start growing, gas supply is limited to reachremaining brine.
3.2. Hydrate effects on gas permeability

For the full core model simulations, methane relative permeabilityestimations were produced for cases with both a homogeneous anda heterogeneous distribution of fluid and solid phases. Simulationsusing a homogeneous distribution of phases, always returned a relativepermeability higher than experiments (Table 4). Setting exponent min Eq. (5) as 3, experiment A produced a value about 6 times higherthan the measured value. This difference becomes higher in the re-maining experiments, modelled values may be four orders of magnitudehigher than the experimental values.When 𝑚 of Eq. (5) is increased to 5.4, methane permeability de-creases but the modelled results are still higher than experimental ones(Table 4). Modelled methane relative permeability for experiment Ahas a magnitude close to the measured value. However, remainingexperiments show a variation of modelled values up to 3 orders ofmagnitude higher than the measured ones.As control points, relative permeability was also estimated by usingthe input phase saturations and the models defining equations (Eqs. (5)and (10)). The small change discrepancy between both values (Table 4columns from EQ and simulated) respond to small changes in hydratesaturation during flooding, but still not high enough to change the bulksaturation of the grid.

These simulations show that the permeability reduction model(Eq. (5)) is not able to provide a unique solution that matches theexperimental results. This suggests that reductions in gas relativepermeability 𝑘𝑟𝑔 may not be caused exclusively by the permeabilityreduction factor 𝐾𝑟𝐹 .By being a function of hydrate saturation (𝑆ℎ), this model (Eq. (5))does not account for changes in pore geometry caused by hydrate for-mation. Though the model is flexible to set the decrease of permeabilityto fit different pore habits (Dai and Seol, 2014), it does not consider theoccurrence of multiple pore habits in a single lithology or the shiftingbetween different habits with the change of hydrate saturation (Tengand Zhang, 2020). Dai and Seol (2014) have pointed out that in thesetypes of models, the determination of fitting parameters like 𝑁 or 𝑚lack a sound physical foundation and cannot be estimated based onlithology or other remotely detectable reservoir parameters.These observations and the unlikelihood of having a homogeneousdistribution of both fluid and hydrate justify testing a stochastic dis-tribution of hydrates, closer to the ‘‘patchy’’ pattern that has beenobserved in hydrate-bearing sediments (Fig. 1).A heterogeneous distribution of solid phases causes a reduction ofthe effective gas permeability. When the hydrate effect on capillarypressure is not considered (Fig. 12 left), permeability gets progressivelysmaller as the distribution of hydrates is more heterogeneous. Withthe broadest distribution permeability decreased by near one order ofmagnitude in all experiments. However, in this scenario, fluid phasesaturations are proportional to the bulk saturations of the core (Fig. 9left).When the hydrate effect on capillary pressure is considered (12right), the change from homogeneous to heterogeneous is more pro-nounced than in the previous simulations. This decline ranged from1 order of magnitude lower in experiment A to almost 3 orders ofmagnitude in experiment H. The main reason for such decrease isthat the capillary entry pressure in each cell has been scaled up bythe hydrate saturation (Eq. (12)). Higher capillary pressure results ingas being accommodated preferentially to the cells with lower hydratesaturation. On the other end, cells with higher hydrate saturation willhave the remaining pore space filled mainly by brine (Fig. 12 left).Injected gas is then able to move through those cells with low hydratesaturation. In contrast, its flow will be limited in the remaining cells byboth hydrate and the low saturation of gas.The set of simulations that considers the effect of hydrates onboth capillary pressure and permeability yields results closer to thoseobtained experimentally (see Fig. 12). However, there is still a gap be-tween modelled and measured values of methane relative permeability.Modelled results for experiment A yielded a close match for the twobroadest distributions (𝜎 = ±36 vol.%, ±50 vol.%). To a lesser degree,a similar situation was observed in experiment B. However, remainingsimulations returned values between one and two orders of magnitudehigher than laboratory measurements (see Fig. 13).The results suggest that the impact of a random pattern of hydrategrowth on effective fluid flow cause reductions of relative permeabilityclose to those observed in the laboratory. The same mechanism mayalso explain the limitations that can constrain the flow of gas and limitthe amount of hydrates formed during cooling.However, there are still gaps to achieve a better match betweensimulations and experiments. Such gaps are not necessarily explainedonly by the uncertainty of the input to the models, but can be causedby processes, that are not represented by the model.Variations on experiments results that were initialized with similarphase saturations (B, C, D, E and F, G) suggest that the resultingdistribution of hydrates may not be only heterogeneous but may followa preferential pattern constrained by the rate at which the system wascooled down internally. A scenario where initial nucleation is locatedtowards the outer rim of the core is possible. In this situation the edgesof the core will meet the conditions to form hydrate first, and thereforelimit the flow of gas towards the inner part of the core. This yields a
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Table 4Comparison between methane measured and modelled methane relative permeability Modelled values include preliminarycalculations using Eq. (10) and simulated obtained from Darcy’s law using simulated volumetric flow and differential pressure.These values include output for two different exponents 𝑚 for Eq. (5).Exp. ID 𝑆ℎ 𝑆𝑔 𝑘𝑟𝑔 [frac.][frac.] [frac.] Measured Modelled

±0.02 ±0.02 m=3.0, 𝜙𝑐=0.05 m=5.44, 𝜙𝑐=0.05From EQ. Simulated From EQ. Simulated
A 0.46 0.44 1.9E−2 ± 0.3E−2 1.11E−01 1.17E−01 2.20E−02 2.28E−02B 0.47 0.36 1.2E−3 ± 0.4E−3 5.72E−02 6.00E−02 1.08E−02 1.13E−02C 0.45 0.36 1.7E−6 ± 0.6E−6 5.72E−02 5.60E−02 1.19E−02 1.17E−02D 0.47 0.36 4.0E−6 ± 1.0E−6 5.72E−02 5.61E−02 1.08E−02 1.06E−02E 0.51 0.35 1.4E−4 ± 0.5E−4 5.20E−02 5.12E−02 7.95E−03 7.75E−03F 0.61 0.23 4.0E−7 ± 1.0E−7 1.27E−02 1.33E−02 1.04E−03 1.08E−03G 0.53 0.24 9.9E−7 ± 0.8E−7 1.49E−02 1.54E−02 2.03E−03 2.11E−03H 0.37 0.18 7.1E−7 ± 0.8E−7 5.51E−03 5.60E−03 1.65E−03 1.70E−03

Fig. 12. Simulated methane relative permeability versus std deviation of hydrate distribution for simulations considering only hydrate effects on permeability (left) and forsimulations considering hydrate effects on both permeability and capillary pressure. For each experiment, the average phase saturation remains constant, but its standard deviationchanges from 0 to 50%.
limited amount of gas to form hydrates towards the middle of the core,and an effective reduction of permeability along the long axis of thecore.The saturation heterogeneities formed during hydrate growth areprobably caused by local consumption of gas and water, as well aslocal reduction of porosity. These processes will cause driving forcesto change rapidly. However, the effects may disappear or be enhancedover the natural timescales. For instance, unless replenished by gas,hydrates will eventually dissolve and disappear. One may also imagineprocesses as Ostwald ripening driving changes in the heterogeneities,perhaps enhancing the appearance of veins and patches.These observations reflect the challenges of measuring relative gaspermeability in hydrate bearing sediments. Though it is possible to per-form a core flooding procedure with success, the resulting flow of gaswill be constrained by the internal distribution of hydrates inside thecore. In addition, the development of capillary barriers will decreasethe flow of gas. Finally, if hydrates are being formed preferentially inthe outer parts of the core, a low saturation of hydrates concentrated inthis part can be enough to further the reduction of effective fluid flow.

4. Conclusions
• Experimental characterization and subsequent model implemen-tation of the heterogeneities is necessary in order to model hy-drate permeabilities. The impact that the heterogeneous nature ofhydrate formation on sediment has on flow is seen in this study.
• Consistency testing by initial 1D modelling is valuable for com-paring experimental and calculated bulk saturations. Discrepan-cies may indicate hydrate driven flow barriers.
• Adding heterogeneities to the hydrate saturation as seen in MRIexperiments, are necessary in order to simulate the experimentaltrend of the permeabilities.
• Application of a capillary entry pressure is necessary to modelregions where all the gas been consumed.
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Fig. 13. Comparison between measurements of methane relative permeability (black squares) and simulated estimations (blue circles). The radius of the circles represents thestandard deviation of the phase saturations within the grid. Smallest circles correspond to homogeneous distribution and the largest circle to a distribution with a broad variation(𝜎 = ±50%).
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ABSTRACT: Natural gas hydrates exist in large quantities in
nature and represent a potential source of energy, mostly in the
form of methane gas. Knowledge about hydrate formation in
clayey sand is of importance for understanding the production of
methane gas from hydrate reservoirs, as well as for understanding
the impact of global warming on the stability of subsurface gas
hydrates. In this paper, we explore the effect of clay content on
methane gas hydrate phase transitions in unconsolidated sand at
realistic reservoir conditions (P = 83 bar and T = 5−8 °C) both
experimentally and numerically. Kaolin clay was mixed in pure
quartz sand in a series of experiments where the clay content
ranged from 0 wt % to approximately 12 wt %. Simulations of these
experiments were set up in TOUGH+HYDRATE. In the kinetic
reaction model, particle size was used as a proxy for kaolin content. The growth of methane hydrates from water (0.1 wt % NaCl)
and methane were visualized and quantified by magnetic resonance imaging with millimeter resolution. Dynamic imaging of the sand
revealed faster hydrate growth in regions with increased clay content. NMR T2 mapping was used to infer the hydrate phase
transition characteristics at the pore scale. Numerical simulations showed also faster growth in materials with a smaller mean particle
size. The simulation results showed a significant deviation throughout the hydrate growth period. The constraints of both the
experimental and modeling setups are discussed to address the challenges of comparing them.

■ INTRODUCTION

Background. The amount of methane gas associated with
natural gas hydrates in nature has led to a proliferation of
research on gas hydrates in porous media. Several countries
have state-sponsored research programs aimed at quantifying
the domestic resource potential and enabling safe methane gas
production from hydrate reservoirs. The trial productions that
have been undertaken over the past two decades highlight the
difficulty of maintaining sustained gas production by field-scale
hydrate dissociation.1−3 The preferred production method is to
dissociate the hydrate structure into water and methane by
pressure depletion and let the pressure differential between the
dissociation front and the wellbore drive the production of
fluids.4 The hydrate accumulations most likely for gas
production are located in the pore space of sandy sediments.5

The presence of solid hydrates in the pore space enhances the
effective cohesion of the sediments and has a stabilizing effect
on the integrity of the formation.6 The combined effect of
pressure depletion and conversion of solid hydrates to fluids
can trigger mobilization of sediments and collapse of the
formation.7,8 A review of all field pilots conducted to date
shows that all tests have to some extent experienced problems
with uncontrolled sand production.9 The sandy sediments that
are usually targeted as promising hydrate accumulations also

contain varying amounts of clay particles that may be
mobilized during hydrate dissociation. The transportation of
small particles, i.e., fines, may alter the permeability of the
formation by either enhancing it in the pores where the fines
are displaced or decreasing it in the pores where the fines are
deposited.10 In either way, the impact of clay particles should
be addressed in laboratory experiments to mimic the flow
behavior of water and gas in unconsolidated sediments.

Clay Content in Hydrate Bearing Sediments. The
impact of clay particles on hydrate phase stability is important
when assessing the potential of finding large accumulations of
hydrates in different lithologies. High hydrate accumulations
are typically found in coarse-grained sand where the
connectivity of the pore bodies is good, leading to an even
distribution of methane throughout the pore space. Increased
clay content is associated with narrower pores that limit the
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accumulation of hydrates but can locally cause volumes of high
saturation, i.e., almost pure hydrate. These pure hydrate
volumes are however not connected as in coarse-grained sand,
but rather display a veined and patchy distribution. Waite et
al.11 explored the correlation between hydrate saturation and
clay content in sandy sediments from the Krishna-Godavari
Basin, the Cascadia Margin,12 and the Nankai Trough.13 The
clay content was defined as the volume fraction of grains
smaller than 4 μm. The hydrate saturation was close to zero in
sediments with clay fractions larger than 0.3, while elevated
hydrate saturations larger than 0.4 and 0.6 were found in
sediments with clay fractions less than 0.1 and 0.05,
respectively. The clay content thus seems to effectively control
the saturation of hydrates found in nature. However, the effect
on hydrate phase equilibria depends on the specific clay
mineral. Kaolin clay with water content less than 20 vol %
yielded methane hydrate equilibrium temperatures that were
up to 1.5 °C lower than bulk hydrate.14 A similar hydrate
inhibition was observed for glass beads with a particle size
slightly higher than that of kaolin clay. The inhibition effect of
kaolin clay was thus explained as a pore size phenomenon. The
equilibrium temperature was also depressed in bentonite clay,
except when the water content was larger than approximately
90 vol %. Then, the equilibrium temperature was slightly
elevated and hydrate formation was promoted. In another
study, the presence of bentonite clay in a suspension of silica
sand and seawater decreased the induction time of hydrate
formation and enhanced the rate of gas consumption
compared to silica sand alone.15

Numerical Simulation of Gas Hydrates in Porous
Media. Hydrate reservoir simulators are essential to forecast
the long-term production performance of hydrate-bearing
reservoirs.16 Multiple tools have been tested and compared16,17

to validate and build confidence in the modeling of hydrate-
related processes in porous media.
In general, these tools involve coupling of physical, chemical,

and thermal processes.16 Formation and dissociation of
hydrates are commonly modeled as either an equilibrium
phenomenon or a kinetic reaction.18 In the first approach, two
main components (water and gas) can be found present in
different phases, depending on the conditions of pressure and
temperature. In the second approach, hydrate is treated as a
new mass component and phase transitions are calculated from
the kinetic parameters of the model. Multiple models
developed to represent kinetic hydrate formation have been
proposed. Yin et al.19 has mapped out a total of 27 well-known
hydrate growth kinetic models. Just a few models have been
developed and implemented in reservoir simulation codes to
model hydrate growth in porous media.20−23 All these models
are defined by an Arrhenius-type reaction rate constant.
Another factor that steers the gas consumption is the surface
area, which can be defined by time-dependent22 or hydrate-
saturation-dependent20,21,23 factors. In addition, a driving force
is defined by the difference in the fugacity of methane between
the gas phase and the three-phase equilibrium20,21,23 or the
difference in chemical potential between water in the hydrate
and liquid phases.22

The TOUGH+HYDRATE v1.5 (T+H)24 code and its open-
source version HydrateResSim25 are codes developed by
Lawrence Berkeley National Laboratory. Both codes have been
used in the numerical evaluation of natural occurrences of gas
hydrates26−29 and to model experiments on hydrate
formation.30,31 The code has been developed to simulate the

behavior of methane hydrate bearing sediments and handles
both multiphase, multicomponent flow and transport of mass
and heat through porous and fractured media.21

In T+H hydrate formation and dissociation are modeled by
using either a kinetic or equilibrium model. Kowalsky and
Moridis32 have concluded that the kinetic model is more
suitable for modeling short-term and core-scale processes.
The kinetic model in T+H is defined by eq 1.33

∂
∂ = −−ΔM
t

K F A f fe ( )E RT
0
( / )

A S eq v
a

(1)

where ∂
∂
M
t
is the methane mass rate of change, K0 is the intrinsic

hydration reaction constant, ΔEa is the hydration activation
energy, R is the universal gas constant, T is the temperature, FA
is the area adjustment factor, AS is the hydrate reactive surface
area, feq is the fugacity at equilibrium temperature, and f v is the
fugacity in the gas phase at temperature T.
Equation 1 yields the uptake of gas for hydrate formation in

time (Figure 1). Changes in the gas consumption rate follow

the typical gas uptake curve described by Yin et al.19 in four
stages. The early slow growth mimics an induction time (stage
I), followed by a steep growth where most of the gas intake
occurs (stage II) until it slows down (stage III) and reaches a
steady state (stage IV).
There are no specific parameters in the model that respond

to the presence of clay. However, the size of particles, the
porosity of the sediment, and the hydrate saturation are the
input parameters that define the reactive surface area (AS),
which has an impact on the hydrate growth and dissociation
rates. The magnitude of AS is a function of the average grain
radius of the sediment rp, its porosity ϕ, and the hydrate
saturation SH at a given time (eq 233).

ϕ= −
A

r
S0.879

1
S

p
H
2/3

(2)

In this study, we examine the effect on methane hydrate
phase transitions by adding kaolin clay to quartz sand.
Specifically, we map the saturation of methane hydrates during
formation at reservoir conditions by magnetic resonance
imaging (MRI). The weight percent of kaolin clay compared
to quartz sand was low (lower than 13 wt %) to emphasize the
effect of the surface texture of kaolin clay on hydrate phase
transitions.
T+H was used to reproduce numerically the experimental

observations. To validate the kinetic reaction model, particle

Figure 1. T+H modeled gas uptake curve during gas hydrate
formation from the kinetic model. Colors highlight the different stages
in hydrate formation described by Yin et al.19 Induction time (stage
I), rapid hydrate growth (stage II), decreased growth (stage III), and
steady state (stage IV).
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size is used as a proxy of clay content. We study how variations
in particle size affect the modeled hydrate growth. Model
outputs are compared with experimental measurements to
identify the strengths and limitations of the code.
The results of this work are relevant for both experimental

analysis and numerical analysis of hydrate accumulations in
coarse-grained sand reservoirs containing clay.

■ METHODS
Experimental Setup. Quartz sand (D50 = 220 μm) mixed with

kaolin clay (D50 = 3.5 μm) was used as host sediment for the
methane hydrate phase transitions in this study. Dry kaolin clay was
added to the sand and mixed thoroughly by rotating a beaker. The
rubber sleeve was placed vertically with a fluid-distributing end piece
inserted at the bottom. Different mixtures of sand and clay were then
placed in sections inside the rubber sleeve on top of each other.
Consolidated Bentheim sandstone core pieces were placed as filters at
both ends between the body of sand and the end pieces to avoid sand
production. The average pore diameter of Bentheim sandstone is 125
μm.34 The core holder, high-pressure pumps, cooling system, and
superconductive magnet used for MR imaging are detailed in
Almenningen et al.35

Experimental Procedure. Two different experimental runs were
conducted with two different designs. In the first experiment
(experiment 1, Figure 2), the length of the rubber sleeve was filled
with Bentheim sandstone (L = 2.42 cm), pure quartz sand (L = 2.30
cm), quartz sand containing 0.9 wt % kaolin clay (L = 2.80 cm), and
Bentheim sandstone (L = 2.13 cm). In the second experiment
(experiment 2, Figure 1), the length of the rubber sleeve was filled

with Bentheim sandstone (L = 2.15 cm), quartz sand containing 3.4
wt % kaolin clay (L = 2.00 cm), quartz sand containing 6.1 wt %
kaolin clay (L = 2.15 cm), quartz sand containing 12.4 wt % kaolin
clay (L = 2.20 cm), and Bentheim sandstone (L = 2.12 cm). A core
holder was mounted around the rubber sleeve, and an effective
confining pressure of 15 bar was applied before the core holder was
placed horizontally.

The pore space was purged under vacuum and subsequently
saturated with brine containing 0.1 wt % NaCl. Injection of methane
gas from one side of the core material displaced some of the brine,
and the pore space was consequently filled with a mixture of methane
gas and brine. In experiment 1, to achieve a continuous phase of gas
along the core setup, methane gas was injected until there was a gas
breakthrough at the other end. In experiment 2, the gas inflow was
stopped prior to gas reaching the other end, so the right section of the
core setup would be 100% saturated with brine.

Hydrate formation was then triggered by cooling the system to 7
°C and increasing the pore pressure to 83 bar by methane gas
injection from both sides of the core material. The 2-D saturation
maps of brine and methane hydrates were continuously acquired
during hydrate growth. Bulk hydrate saturation (Sh) was calculated
from the amount of methane consumed by the system, using PVT
data. Simultaneously, an explicit mapping of hydrate saturation (Sh)
was obtained by tracking the changes in water saturation observed in
the MRI images, assuming that all reduction in water saturation was
caused by hydrate formation. This assumption is reasonable for
hydrate growth at constant pressure.35

Modeling Setup. The physical system was represented in both a
one-dimensional grid and a two-dimensional grid. The different
contents of kaolin were interpreted as a variation of particle size.

The magnitude of the area adjustment factor (FA) value was
reduced iteratively until the time scales of both the experiments and
simulations were of the same order of magnitude. FA can be adjusted
to match observations in history matching simulations.21 Yin et al.31

has determined that FA may not remain constant during hydrate
formation. In our study, the magnitude was kept constant through the
whole simulation.

One-Dimensional Model. A one-dimensional grid was built to
have bulk estimates of the growth of hydrates through time and final
phase saturations. This model assumes both brine and gas are evenly
distributed and in contact with each other. The system was initialized
by having brine and gas at 7 °C. The pressure is calculated by T+H to
near 53 bar, just next to the boundary of stability for the given salinity
(0.3 wt % NaCl). As soon as hydrates start forming, the pressure and
temperature are sustained by a thermodynamic boundary. This
boundary is set to keep the pressure and temperature at 83 bar and 7
°C, by injecting gas and steering the flow of heat.

This model was used first to calculate the final hydrate saturation of
experiments 1 and 2, based on their initial fluid phase saturations.
Then, the model was used to study the effect of initial fluid saturation
and particle size on hydrate growth driven by the kinetic reaction
model of T+H. These simulations were set by initializing the model
with a broad range of brine saturation (Swi) and particle sizes (rp),
ranging from 50 to 110 μm.

Two-Dimensional Model. Two-dimensional grids were built
representing both experiments (Figure 3). The grid represents a
sagittal horizontal slice of the core, discretized by 280 cubic elements
(20 × 14) of 50 mm on edge length. The grid is surrounded by
infinite boundaries that steer both mass and heat flow. Along the
longest axis, the boundary is impermeable and is set to deliver the
necessary heat flow to keep the system at the target temperature. The
boundaries along the shortest axis represent the core end pieces and
behave like those in the 1-D model.

The grid was split into regions emulating the different core pieces
for each core setup (Figure 3). No measurements of porosity,
permeability, and other thermophysical properties were available for
the sand mixtures used. Therefore, all intrinsic thermophysical
properties other than the particle size were assumed equal for all
regions (Table 1).

Figure 2. Sagittal view of quartz sand (QS) and Bentheim sandstone
(BS) saturated with brine inside the core holder. The red dashed
rectangles mark the positions of the axial MRI slices that were used to
analyze hydrate formation (5 mm thick for experiment 1 and 8 mm
thick for experiment 2).

Energy & Fuels pubs.acs.org/EF Article

https://doi.org/10.1021/acs.energyfuels.1c00549
Energy Fuels 2021, 35, 9836−9846

9838



The particle size (rp) was adjusted with the grain size of the clean
quartz sand used in the experiments as reference (110 μm). The
remaining sand mixtures were adjusted under the premise that sand
with a larger amount of kaolin would have a smaller representative
mean grain radius. The particle size of Bentheim sandstone was also
adjusted to match results.
Unlike the 1-D models, simultaneous hydrate growth at different

rates occurs in different locations of the model. To focus only on the
effects of particle size and to keep the model numerically stable, the
intrinsic permeability was set to remain unaffected by the presence of
a solid hydrate phase. Other thermophysical properties were left
unchanged for all grid cells, with their magnitudes based on Bentheim
sandstone values used by Birkedal et al.36 Simulations were run with
the capillary pressure function both enabled and disabled. With the
latter setup, the fluid flow would be driven only by pressure
differences in the system (Darcy flow). The multiphase flow would be
therefore governed solely by relative permeability curves (Table 1).

■ RESULTS
Experimental Results. Prior to hydrate formation, the

initial average water saturation was 0.62 (fraction) with a near
even distribution throughout the core (Figure 4). As hydrate
started forming, the liquid water saturation decreased faster in
the quartz sand containing 0.9 wt % kaolin compared to the
rest of the sediments. This means that the initial hydrate
growth was significantly faster in quartz sand containing 0.9 wt
% kaolin than in Bentheim sandstone and pure quartz sand
(Figure 10a). However, a residual liquid water saturation
remained at approximately 0.06 fraction after hydrate
formation ceased at an average hydrate saturation of 0.71
(fraction). After hydrate formation, the apparent gas

permeability was zero, indicating complete blocking of the
pore space.
The initial water distribution was heterogeneous in experi-

ment 2 (Figure 5) with an increasing water saturation from
0.50 (fraction) at L > 0.75 (fraction) to 1.0 (fraction) at L <
0.30 (fraction). The average water saturation was 0.76

Figure 3. Two-dimensional simulation grid for experiment 2. The
infinite boundary in red is set to deliver the necessary mass and heat
flow to keep the system at the target pressure and temperature. The
infinite boundary in dark blue is impermeable and is set to deliver the
necessary heat flow to keep the system at the target temperature.

Table 1. Thermophysical Properties of Materials and
Parameters Used in Simulation Model

parameter valuea

gas composition 100% CH4

intrinsic hydration reaction constant
(K0)

4.70848 × 105 mol/(m2·Pa·s)37

hydration activation energy (ΔEa) 8.1 × 104 J/mol37

universal gas constant (R) 8.314 J/(mol·K)
intrinsic permeability (kx = ky = kz) 1.5 D (1.48 × 10−12 m2)
porosity (ϕ) 0.30 fraction
density (ρ) 2650 kg/m3

thermal conductivity, dry (λd) 0.30 W/m/K
thermal conductivity, fully saturated
(λw)

1.65 W/m/K

specific heat (cp) 1400 J/kg/K
boundary thermal conductivity (λb) 0.20 W/m/K
boundary specific heat (cp,b) 1000 J/kg/K
composite thermal conductivity
model (λ)

λ = λd + (SW
1/2 + SH

1/2)(λw − λd)

modified relative permeability
model38
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capillary pressure model39 Pcap = −P0[(S*)−1/λ − 1]1−λ
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λ = 0.6, SirW = 0.11
P0 = 2 × 103, SmxA = 1.0

aSubscripts “W”, “G”, and “H” represent aqueous, gas, and hydrate
phases, respectively; SX is the phase saturation; SirX is the irreducible
phase saturation.

Figure 4. Change in water saturation during hydrate growth at
constant pressure, P = 83 bar, in experiment 1.
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(fraction) prior to hydrate formation. As hydrate started
forming, the liquid water saturation decreased faster in the
quartz sand containing 12.4 wt % kaolin compared to other
parts of the sediment. This means that the initial hydrate
growth was faster in quartz sand containing the most kaolin
during the first 26 h of hydrate formation (Figure 11a). Next,
from t = 26 h to t = 54 h, a massive hydrate growth occurred in
the quartz sand containing 6.1 wt % kaolin. The growth of
hydrate was limited in the rest of the sediments during this
period. Massive hydrate growth followed in the quartz sand
containing 3.4 wt % kaolin from t = 54 h to t = 86 h. The
growth of hydrate was thus sequential, moving from quartz
sand with high kaolin content to quartz sand with low kaolin
content. The final water and hydrate saturation after hydrate
formation were 0.51 and 0.33 (fraction), respectively.
The transverse relaxation time constant T2, which increases

with pore size, showed a different response as the content of
clay increased (Figure 6). In quartz sand with 3.4 wt % kaolin,
the intermediate to large T2 (pore size) components
disappeared during hydrate growth. However, in quartz sand
containing 12.4 wt % kaolin, it was the intermediate to low T2
components that disappeared during hydrate growth.
Modeling Results. One-Dimensional Model. The first set

of results from the 1-D simulations is shown in Figures 7 and 8.
In the one-dimensional simulation for experiment 1, the final
hydrate saturation after hydrate formation was 0.74 (fraction).
The remaining volume is filled by mainly gas (0.25) and a
small fraction of brine (less than 0.01). For experiment 2, the
final hydrate saturation after hydrate formation was 0.91
(fraction). The remaining volume is filled by mainly gas (0.08)
and a small fraction of brine (less than 0.01). Given the
assumptions of the model, the system consumes all the water
to form hydrates. The remaining water saturation is a result of
inhibition due to increased salinity (8.7 wt % NaCl).
The second set of results from the 1-D simulations is shown

in Figure 9. Each simulation produced a hydrate growth (gas
uptake) curve in time, defined by the kinetic model and
variations on the input parameters. Decrease of particle size
resulted in a shorter induction time (stage I) and a higher rate
during the main hydrate growth (stage II). Initial brine
saturation (Swi) has a direct impact on the magnitude of

hydrate saturation at which hydrate growth slows down and
reaches a steady state (stages III and IV).

Two-Dimensional Model. Results for 2-D simulations of
experiments 1 and 2 are included in Figures 10b and 11b,

Figure 5. Change in water saturation during hydrate growth at
constant pressure, P = 83 bar, in experiment 2.

Figure 6. T2 distributions before and after hydrate growth in
experiment 2.

Figure 7. Experiment 1. Comparison of average phase saturations
yielded by experiments and simulations for the entire core setup
(bulk) and each core piece. Initial values prior to hydrate formation
on left and final post hydrate formation values on right. Experimental
measurements in bold colors, 1-D simulation results in lighter colors,
and 2-D simulation results in dashed colors.
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respectively for comparison with experimental measurements.
In addition, extended visualizations in time for both experi-
ments are included in Figures 12 and 13.
For experiment 1, small variations in the distribution of

phases were neglected and simulations were initialized by
having a homogeneous two-phase distribution of gas (0.38
fraction) and brine (0.62 fraction). Enabling the capillary
function did not result in major changes in the simulations;
therefore, the results presented in this section concern only the
simulations run without the capillary function enabled. The
area adjustment factor (FA) was reduced to 1.59 × 10−3 to
stretch the reaction time and match the experimental data.
Mean particle sizes of the media representing Bentheim

sandstone and quartz sand containing 0.9 wt % kaolin were
adjusted to 85 and 55 μm, respectively. The simulation time
for experiment 1 was shifted to compensate for the early slow
hydrate growth that can be undetected experimentally. Such a
shift accounted for the first 10 h of simulation (Figure 10b).
Initial hydrate growth was faster in the material with the
smallest particle size (55 μm) and leveled out around 0.91
(fraction). Hydrate growth continued at a slower rate as the
particle size increased. The final hydrate saturation leveled off
in 85 and 110 μm at 0.76 and 0.63 (fraction), respectively. The
final bulk water and hydrate saturation after hydrate formation
were 0.01 and 0.76 (fraction) (Figures 10b and 12).
Experiment 2 was initialized with a heterogeneous

distribution of fluids along the core. Enabling the capillary
function prevented the simulation from preserving the
heterogeneous distribution of fluids. Therefore, this feature
was disabled and the results presented for the simulations of
experiment 2 do not consider capillary pressure. To keep
consistency with experiment 1, the particle size of Bentheim
sandstone was set to 85 μm and the particle sizes of the sand
mixtures containing 3.4, 6.1, and 12.4 wt % kaolin were set to
50, 45, and 40 μm, respectively. Hydrate growth responds to
both the particle size and the mobility of gas throughout the
system. Although hydrate growth starts earlier in the quartz
sand containing 3.4 wt % kaolin (50 μm), hydrate growth in
the Bentheim sandstone (85 μm) rapidly stagnates around

Figure 8. Experiment 2. Comparison of average phase saturations
yielded by experiments and simulations for the entire core setup
(bulk) and each core piece. Initial values prior to hydrate formation
on left and final post hydrate formation values on right. Experimental
measurements in bold colors, 1-D simulation results in lighter colors,
and 2-D simulation results in dashed colors.

Figure 9. Effect of mean particle radius (rp) and initial brine
saturation (Swi) on hydrate growth. Each simulation result shows
hydrate saturation change through time for different cases, initialized
with a specific particle size (50−110 μm) and initial brine saturation
(0.1−0.7 fraction).

Figure 10. Experiment 1. (a) Time development of hydrate saturation
in quartz sand (QS), quartz sand containing 0.9 wt % kaolin, and
Bentheim sandstone (BS right). (b) In continuous lines, simulated
hydrate saturation for the corresponding sections. Area adjustment
factor (FA) set to 1.59 × 10−3. Experimental measurements are added
for comparison with a time shift to compensate nondetectable slow
growth within the first hours of simulation.
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0.01 (fraction). A similar process is observed in the quartz sand
containing 6.1 wt % kaolin (45 μm). The modeled sequential

hydrate growth was found to be very sensitive to variability in
the initial distribution of fluids and the dynamics governing the
boundary conditions. The final bulk water and hydrate
saturation after hydrate formation were 0.43 and 0.44
(fraction), respectively (Figures 11b and 13).
Exchange of brine and gas between each grid section was

tracked for both 2-D simulations. Most of the water that took
part in hydrate formation at each core piece was observed to be
sourced mainly from the initial water saturation of that grid
region. Very small amounts of brine were exchanged between
them. Active fluxes of gas between each grid region occurred
and were only hindered by the regions with high saturation of
brine in 2-D simulations for experiment 2 (Figure 13).

■ DISCUSSION
Effect of Clay on Hydrate Formation Rate. Results from

both experiments reveal how the initial water distribution
governs the final water and hydrate distribution. This is evident
from Figures 4 and 5 and has also been verified earlier by
Almenningen et al.35

The variation of initial water saturation along the length of
the sediments in experiment 2 explains also part of the
observed sequential growth rate of hydrate. However, it does
not account for the slow and limited hydrate formation in the
Bentheim sandstone at L > 0.75 (fraction); water saturation
was in fact the lowest (0.54 volume fraction) and most ideal
for hydrate formation.
The sequential growth of hydrate is also contrary to the

applied temperature gradient; the temperature was decreasing
from right to left (8.1 °C at L = 1 fraction, 5.3 °C at L = 0
fraction). The observed sequential growth rate of hydrate may
therefore be explained by the content of kaolin in the quartz
sand. Small kaolin particles fill the pore space between the
quartz sand particles, and the observed growth rate of hydrate
may be a pore size phenomenon.40 The surface energy and
texture of kaolin particles may also affect the nucleation of
hydrate. This may be explained by a shift in the pore-scale

Figure 11. Experiment 2. (a) Time development of hydrate saturation
in quartz sand (QS) containing 3.4, 6.1, and 12.4 wt % kaolin, and
Bentheim sandstone (BS right). (b) Simulated hydrate saturation for
the corresponding sections. Area adjustment factor (FA) set to 1.59 ×
10−3.

Figure 12. Experiment 1. Visualization of 2-D simulation results at different points in time. The color shade is proportional to the saturation of each
phase. Hydrate (white), brine (blue), and gas (red). The last visualization is shown when hydrate growth has reached a steady state.
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hydrate growth pattern when the kaolin content exceeds a
threshold.
The shift in average T2 suggests a change in the pore-scale

hydrate growth pattern when the kaolin content is changing.
The loss of short T2 components in quartz sand with high
kaolin content implies hydrate formation close to the surface of
clay and quartz particles.
Comparison between Numerical and Experimental

Results. Simulation results show major deviations from the
experimental results. The simulated systems are constrained by
the assumptions in the model, and some mechanisms in the
hydrate growth may not be accounted for.
It is, however, possible to make a qualitative comparison and

attempt to understand where the limitations of the simulation
model are. These limitations are analyzed from the methods
used by T+H to model both hydrate growth and multiphase
flow in the presence of hydrates, and how these affect each
other. Both modeled hydrate growth and measured hydrate
growth (Figures 9−11) are described in terms of the different
stages of growth, based on the work by Yin et al.19

Induction Time (Stage I). Kowalsky and Moridis32 have
pointed out that the kinetic model does not account for
nucleation phenomena. In the coarse grid used in this study,
this results in the evolution of a homogeneous hydrate phase in
each grid cell where formation is occurring. This effect makes
the model deviate from the potential heterogeneous spatial
distribution of hydrates.40−42 However, the hydrate saturation
reached toward the end of this stage is comparable to the early
measurements made in both experiments (Figures 10 and 11).
Main Hydrate Growth (Stage II). Using particle size as a

proxy for kaolin content provides a good approximation to
model hydrate growth comparable to the experiments within
the early part of this stage. Both experiments and simulations
returned a sequential growth that was steeper in the core
pieces with the highest content of kaolin (the smallest particle
size) than in the pieces with little to no kaolin content.

Both experiments show changes in the hydrate growth rate
at each core piece that may not be caused solely by the
variations in the content of kaolin. The simulation results
deviated largely from both experiments at this stage and did
not manage to reproduce the observed changes in the hydrate
growth rate. However, when different materials with different
particle sizes are set adjacent to each other, the simulations
show that hydrate growth is not constrained only by the kinetic
model. When hydrate growth is modeled in homogeneous
materials, the resulting hydrate growth is only a function of the
particle size and the initial saturation of brine and gas. The
particle size has a direct influence on how the growth reaches
stages I and II of hydrate formation as seen in Figure 9. The
initial fluid saturation determines at which point the growth
will slow down and reach a steady state (stages III and IV). In
the heterogeneous configuration of the 2-D grid (Figure 3), a
new constraint is added to the modeled growth. Local
formation of hydrates may have an impact on subsequent
hydrate growth occurring in adjacent regions. These types of
interferences are observed in 2-D simulations of both
experiments. In the simulations of experiment 1, by the time
growth in the Bentheim sandstone starts, hydrate formation in
the quartz sand containing 0.9 wt % kaolin has already
consumed part of the initial volume of brine. A similar
situation is observed when hydrates are formed in the clean
quartz sand. This effect results in each section of the grid
reaching a progressively lower final saturation of hydrates
(Figure 10b). In the simulations of experiment 2, the
interaction between grid regions is more pronounced. The
growth of hydrates is constrained not only by previous growth
in other regions of the grid but also by the heterogeneous
distribution of brine (Figure 11b). The high saturation of brine
on the left side of the grid reduces the mobility of gas in this
area. Although hydrate growth starts earlier in the sand with
3.4 wt % kaolin than in the Bentheim region, the growth slows
down early and stagnates at a very low saturation (Figures 11
and 13). In the remaining materials, the growth rate at which

Figure 13. Experiment 2. Visualization of 2-D simulation results at different points in time. The color shade is proportional to the saturation of each
phase. Hydrate (white), brine (blue), and gas (red). The last visualization is taken within the time all hydrate growth has reached a steady state.
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each material reaches stage II varies according to their particle
size. However, the final saturation at which growth slows down
and reaches stage III is influenced mainly by the initial
saturation of brine.
The different growth rates observed in both experiments

may respond to interferences similar to those observed in the
2-D simulations. However, the lack of data characterizing the
pore network properties of the materials and potential
mechanisms not considered by T+H makes the modeling of
such processes difficult.
The changes in flow patterns driven by local hydrate growth

observed in the 2-D simulations are expected to behave
differently if the effects of kaolin content and hydrate
formation on pore network properties are considered. The
different contents of kaolin in the sand mixtures are expected
to have an impact on the intrinsic permeability and the
relationships describing both the capillary pressure and relative
permeability. The evolution of a solid hydrate phase is also
expected to modify such properties. Although some of these
mechanisms can be represented by T+H, they still need input
data to narrow the range of uncertainty of the results.
Simulations of experiment 1 with and without capillary

pressure function yielded near identical results and suggest that
the displacements of methane and brine linked to the
formation of hydrates are driven mainly by Darcy flow.
However, in experiment 2, the capillary pressure function had
immediate effects on the initialization of the system. When the
capillary function model is enabled, the capillary pressure of
each fluid phase is calculated. The fluid pressure of the
nonwetting phase (methane) is assigned to 83 bar. The
pressure in the wetting phase (brine) is close to 83 bar in the
sections of the core where the brine saturation is close to 1.0
fraction, but it becomes less in the parts with lower brine
saturation (Figure 14). This pressure gradient causes an almost

immediate redistribution of the fluid phases until there is no
pressure imbalance. This mechanism hindered the use of the
capillary pressure model and the analysis of the combined
effects of kaolin and hydrate formation as well as the final
saturation of hydrates.
The decrease in hydrate growth rate observed in the

experiments can also be related to self-inhibitory hydrate
formation mechanisms in porous media that cannot be
represented by T+H. Hydrates have been observed to form
randomly in pore spaces, causing local increases in saturation.
These saturations can cause local hindrances for fluid flow,43

which result in pores and throats becoming disconnected from
each other and creating dead ends for flow.44 Hydrate
formation can also result in the evolution of both nonporous
crystalline hydrates and porous hydrate shells with encapsu-
lated fluids45 that will no longer take part in the reaction within
the time scale of the experiments.

Decrease in Growth and Steady State (Stages III and IV).
Regarding the total amount of hydrate yielded, numerical
simulations yielded contrasting results. Experiment 1 yielded
almost as much hydrate as both 1-D and 2-D models did
(Figure 7). At a core-piece level, both measurements and
simulation show that the highest saturation of hydrate occurs
in the quartz sand containing 0.9 wt % kaolin clay (Figure 7).
The near homogeneous distribution of fluid phases prior to
hydrate formation ensures an efficient contact between both
fluid phases, resulting in a productive formation of hydrates in
all core pieces.
One-dimensional simulations for experiment 2 showed a

large deviation from both 2-D simulations and experimental
measurements (Figure 8, right). The ideal system represented
by the 1-D model guarantees that both gas and brine are
always in contact, similar to experiment 1. With a
heterogeneous distribution of brine, this is unlikely to happen.
Two-dimensional simulations of experiment 2 yielded a bulk
amount of hydrate comparable to that formed experimentally
(Figure 8). The remaining brine saturation in the 2-D
simulations (0.43 fraction) is also lower but comparable to
the one yielded in the experiments (0.51 fraction).
In contrast, the heterogeneous water saturation in experi-

ment 2 inhibits the system from forming hydrates as efficiently
as 1-D simulations did. Both 2-D simulations and experimental
results show that there is a large fraction of brine that does not
react with gas (0.51 fraction) (Figure 8).
When each core piece is compared with its corresponding

grid section in the 2-D model, the final distribution of hydrates
shows large deviations (Figure 8). Most of the hydrate
formation modeled in the 2-D simulations occurred in the
right part of the system, in the regions representing the
Bentheim sandstone (BS right) and the quartz sand containing
12.4 wt % kaolin (Figures 8 and 13). Limited to no growth is
observed in the remaining grid regions. This is caused by the
reduced mobility of gas. By the time hydrates start forming, the
relative permeability is too low for methane to reach the inner
parts of the system.
Thus, in terms of material balance, both 2-D models are able

to form an amount of hydrate comparable to those acquired in
the experiments. However, the limited characterization of the
intrinsic properties of the system results in hydrates being
distributed differently along the system. In addition, cross-flow
of gas between layers causing changes of internal fluid
saturations are observed. As mentioned above, hydrate growth
may act as barriers for mass exchange and thus a significant
amount of water may be disconnected from the gas phase and
temporarily hinder hydrate formation. The detailed growth of
hydrates that causes this combined effect will most likely be
particular for a given experiment. However, for longer time
scales and larger length scales, phenomena such as naturally
occurring flow, diffusion, and Ostwald ripening are expected to
drive the system toward an equilibrium situation within the
local constraints of pressure and temperature gradients.

Figure 14. Fluid phase pressures of both water (PW) and gas (PG)
when capillary pressure function is activated at varying water
saturation (SW). The system is confined 83 bar and uses model
described in Table 1.
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■ CONCLUSIONS
• Methane gas hydrate phase transitions in unconsolidated
quartz sand were imaged and the water distribution was
mapped using MRI. The kaolin content of the sand ranged
from 0 to 12 wt % in order to investigate the effect of clay on
hydrate phase transitions.
• Experiments show that hydrate growth was significantly

faster with increasing clay content. The final hydrate saturation
was mainly governed by the initial water saturation.
• A shift in average T2 during hydrate growth was observed

for the highest clay content in sand. Hydrate was inferred to
form close to the clay and sand surfaces when the sand
contained 12 wt % clay, contrary to the pore-filling hydrate in
sand containing less clay.
• One-dimensional models provided insight into the

potential hydrate growth and final saturation in ideal
conditions.
• By using particle size as a proxy for kaolin content, 2-D

simulations reproduced a sequential hydrate growth similar to
the one observed in the experiments.
• Deviations between simulations and experiments may be

attributed to the effects of hydrates on intrinsic properties such
as permeability and capillary pressure as well as the dynamic
effects of local hydrate barriers and cross-flow between layers
that is specific to each experiment.
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ABSTRACT: This study explores the relationships that sedimentation
rate and transport properties have with the formation and evolution of
hydrates in fine-grained marine sediments and their corresponding
bottom simulating reflector (BSR) responses. Using a series of one-
dimensional simulations of multiphase, multicomponent flow and
transport of mass and heat through porous media, a slab of sediments
through sedimentation is modeled. The boundary conditions are set to
emulate the pressure and geothermal gradients and its resulting gas
hydrate stability zone (GHSZ). Hydrates are formed by injecting
methane gas through the bottom of the grid and letting it migrate and
reach the boundary of stability. The resulting hydrate accumulation is
subjected to different sedimentation rates and replicated with different
intrinsic permeability. With sedimentation, the geothermal gradient is displaced upward and the boundary of stability shoals.
Through methane recycling, the distribution of phases changes through cycles of slow melting and rapid reformation. This results in
a dynamic flow barrier that relocates the base of the GHSZ over geological time, in response to the variations of both pressure and
salinity. The characteristics of a BSR response will be tied to the stage of the melting cycle.

■ INTRODUCTION

Gas hydrates are crystalline ice-like solids formed by the
mixing of water and gas under pressure. Water molecules form
hydrogen-bonded structures with cavities that are stabilized by
the filling of nonpolar or slightly polar guest gas molecules.1

In nature, methane is a predominant guest molecule2 that
forms hydrates at relatively low temperatures and high
pressures.1 Permafrost regions and deep marine sediments in
the outer continental margins are known to host widespread
accumulations of methane hydrates.3 Estimates suggest that
the latter hosts the majority of methane hydrates in nature.4

Several occurrences of deep marine hydrates have been
identified and targeted for both scientific and commercial
purposes. The International Ocean Discovery Program
(IODP)/Ocean Drilling Program (ODP) scientific results
from leg 164 at Blake Ridge,5 leg 204 in the Hydrate Ridge in
offshore Oregon,6 and expedition 311 at the Northern
Cascadia margin7 have provided crucial data to study and
monitor hydrate systems in this setting. The Nyegga pockmark
field in offshore mid-Norway is another occurrence that has
been studied in detail.8 In addition, the governments of the
U.S.A., Japan, South Korea, India, and China have initiated
national-led programs to evaluate the economical prospectivity
of hydrate occurrences in the Gulf of Mexico, Nankai Trough,
Ulleung Basin, Krishna Godavari Basin, and South China Sea,
respectively.9

The characteristics of these occurrences vary greatly in terms
of their physical form and geological environment.10 Some of
the hydrate accumulations identified in both Blake Ridge11 and
the South China Sea12 occur in fine-grained sediments with
hydrates concentrated toward the base of the gas hydrate
stability zone (GHSZ). Recycling of methane can explain the
formation of such localized concentrations.13,14 This mecha-
nism works by active sedimentation driving hydrates out of the
GHSZ. As the hydrates start melting, the expelled gas
accumulates, driven by buoyancy, flows back into the GHSZ,
and forms new hydrates. Methane migrating from far beneath
the stability boundary can also enrich these hydrate
accumulations.15 The contrast in acoustic impedance caused
by the interface between the expelled gas and hydrate can
produce a bottom simulating reflector (BSR),16 a seismic
reflection that follows the shape of the seafloor and can
coincide with the base of stability of hydrates.17

Numerical modeling has been crucial to study gas hydrate
occurrences in geological systems.10 It involves the use of fully
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coupled, multiphase, and multicomponent methane hydrate
formation models. Multiple tools have been tested and
compared18,19 to validate and build confidence in the modeling
of hydrate-related processes in porous media.
Some of these tools have been used to model deep marine

hydrate systems. Using Blake Ridge as a case study, Burwicz
and Ru pke20 and You and Flemings21 have thoroughly
modeled the formation and evolution of a hydrate system
with sediment burial and compaction. Focusing more on the
mechanisms driving the concentration of hydrates, Nole et al.22

developed a model to simulate methane recycling in marine
hydrate systems. Similarly, Liu and Flemings15 simulated
hydrate formation from a methane source far beneath the
GHSZ.
The TOUGH+HYDRATE (T+H) version 1.523,24 code and

its open-source version HydrateResSim25 are also publicly
available codes that have taken part in code-comparison
studies.18,19 They have been used primarily to evaluate the
methane production from natural hydrate systems.26−29 In
addition, T+H has been used to model systems over larger
time scales representing geological processes.30,31

These numerical tools offer an opportunity to analyze the
complexities of these natural systems. These tools are capable
of simulating multiple processes occurring simultaneously at
different spatial and time scales. To do this, they have to
account for the dynamic effects of hydrate formation and
dissociation on salinity, temperature, pressure, and transport
properties.15

This study looks at how the physical form of a hydrate
occurrence can be affected by changes in both geology and
environment. Special focus is given to the role of
sedimentation on the evolution of an already established
methane hydrate occurrence. In each simulation, all variations
in the temperature, pressure, phase saturation, and concen-
tration of soluble components among other parameters are
logged. This information is used to describe the occurring
mechanisms that mark the evolution of a hydrate occurrence
and to explain how the geological history of a basin can
determine the expression of a BSR.

■ METHODS
All simulations were performed in T+H. Developed by Lawrence
Berkeley National Laboratory (LBNL), it simulates the behavior of
methane-hydrate-bearing sediments and handles both multiphase,
multicomponent flow and transport of mass and heat through porous
and fractured media.23,24 An overview of the simulation runs included
in the results is shown in Table 1.
In T+H, hydrate formation and dissociation are modeled using

either an equilibrium or kinetic model. Kowalsky and Moridis32 have
compared both approaches and concluded that they are practically
indistinguishable. Kinetic limitation becomes important in short-term
processes or core-scale simulations. Thus, this study uses the
equilibrium approach only.
In the equilibrium model, phase transitions are governed only by

pressure and temperature. Water and methane are mass components,
and hydrate is one of the potential phases that can be present in
different combinations (Figure 1).
Modeling Approach and Initialization. The simulation grid

consists of a one-dimensional (1D) representation of marine
sediments. The total thickness modeled is 600 m with a vertical
resolution of 1 m. Thermophysical properties and parameters used in
the simulations are included in Table 2.
The grid is initialized fully saturated by brine (3.5 wt % NaCl), and

boundary conditions at the top and bottom of the grid are set to
emulate the natural pressure and temperature gradients of seafloor

sediments at 1000 m below mean sea level (Figure 2). At the top of
the grid, a series of layers represent the water column and are set as an
infinite boundary that keeps the pressure and temperature constant.
At the bottom of the grid, a constant heat source emits the necessary
heat to reach a thermal gradient close to 50 °C/km. Compaction of
sediments is not considered; therefore, the initial intrinsic transport
properties do not change along the thickness of the simulation grid.

We set an adjacent grid placed on each side of the main grid. The
horizontal permeability between the main grid and these adjacent
grids is zero through the largest part of the thickness (left panel of
Figure 2). Fluid flow between these is possible only near the top or
bottom of the grid. The purpose of this setup is to keep the pressure
at the top and bottom of the grid always connected. In this manner,
the restriction of flow caused by hydrates does cause pressure
compartmentalization of the grid.

Hydrate Formation. Once the model is initialized and with a
representative gradient of pressure and temperature, a flux of methane
is initiated. The objective is to generate a hydrate accumulation as the
buoyancy-driven flux of methane reaches the base of the GHSZ. The
gas source delivers 12 kg of methane per millennium (kg of CH4 m

−2

Table 1. Overview of Simulation Runs

case
number modeled process

based
on

1A hydrate formation without scaling k and Pce
k = 10 mD

1B hydrate formation with scaling k and Pce
k = 10 mD

1C hydrate formation with scaling k and Pce
k = 10 μD

2 hydrate evolution in an idle system 1B
no sedimentation rate; no gas source

3A hydrate evolution with sedimentation 1B
sedimentation rate = 220 mm/year; no gas source

3B hydrate evolution with sedimentation; k = 10 μD 1C
sedimentation rate = 220 mm/year; no gas source

4 hydrate evolution with sedimentation 1B
sedimentation rate = 2 m/year; no gas source

Figure 1. Pressure−temperature equilibrium relationship in the phase
diagram of the water−methane−hydrate system. All possible
combinations of the four phases are displayed: aqueous (Lw), ice
(I), gas (V), and hydrate (H).24
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kyr−1). After 75 kyr, the simulations are arbitrarily stopped. At this
point, the resulting distribution of phases and salinity might not
equilibrate. Pressure buildups and peaks in the concentration of
salinity will accompany the formation of hydrates. However, if the
system is left to respond only to the boundary conditions and without
a gas source, the time needed to bring it back to equilibrium will be
longer than any of the processes modeled in this study.

T+H can modify transport properties (i.e., porosity, permeability,
and capillary entry pressure) as a function of hydrate saturation (SH).
We model hydrate formation both with (case 1A) and without (case
1B) modification of transport properties. This alteration is expected to
limit the fluid flow, increasing the concentration of hydrate toward the
bottom of the GHSZ.

The modification of transport properties is defined by an
evolutionary porosity model.23 In this model, the hydrate is
considered an extension of the matrix. The resulting effective porosity
(ϕ) is equivalent to the intrinsic porosity (ϕ0) reduced by the solid
hydrate phase, expressed in eq 1.

S(1 )0 Hϕ ϕ= − (1)

This change in porosity is reflected in a scaling of both permeability
(k) and capillary entry pressure (Pc).

Scaling of permeability is defined by a permeability reduction factor
krF, expressed in eq 2 (top panel of Figure 3).
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The critical porosity ϕc accounts for scenarios of hydrates clogging
pore throats and disconnecting fluid-filled pores. It is linked to the
saturation of hydrates at which the effective permeability is reduced to
zero.

As the porosity and permeability change, the Leverett model (eq 3)
is used to scale the capillary pressure (bottom panel of Figure 3). The
input capillary pressure function was defined to match capillary
pressure measurements from fine-grained marine sediments from the
Gulf of Mexico35 and Blake Ridge36 regions. Both the hydrate-bearing
and hydrate-free porosity and permeability from eqs 1 and 2 are used
as inputs. Because hydrates are an extension of the matrix, the
resulting scaled capillary pressure will reflect on the reduction of the
effective radius of the pore throat.

P P
k
kc c
0

0

ϕ
ϕ

* =
(3)

Sediment mechanics are not considered in these study. The formation
of hydrates occurs uniformly and is constrained only by the pressure,
temperature, salinity, and availability of methane and water.

Sedimentation Rate. Sedimentation is modeled by a series of
continuous simulations. To emulate the process of sedimentation, the
grid elements immediately above those representing the seafloor are
progressively switched from an infinite boundary to a cell representing
a new layer of sediment. The duration of each simulation is equivalent
to the time it takes to deposit a 2 m thick layer at a given
sedimentation rate. Assuming the temperature at the seafloor remains
constant, the resulting temperature gradient is displaced upward. In
response, the boundary of stability is progressively displaced in the
same direction, forming a shallower and thinner GHSZ (Figure 4).

This setup is used to test how the previously formed hydrate
occurrence responds to boundary conditions that change over time.
Different sedimentation rates are tested, ranging from a low
sedimentation rate (case 3, at 220 mm/year), comparable to that
observed in the Blake Ridge,37 to a system with higher sedimentation
rates (case 4, at 2 m/year), comparable to those observed in places
like the Nyegga area.8 Particular attention is given to the process of
methane recycling and how it affects the physical form of the final
hydrate occurrence. For comparison, a simulation of an idle system
where the boundary conditions remain unchanged is included in case
2.

Table 2. Thermophysical Properties of Materials and
Parameters Used in the Simulation Model

parameter value

gas composition 100% CH4

intrinsic permeability, kx = ky = kz 1 mD (9.86 × 10−16 m2)
intrinsic porosity, ϕ0 0.30 fraction
density, ρ 2650 kg/m3

brine salinity, Xinh 3.5 wt %
thermal conductivity, dry, λd 0.30 W m−1 K−1

thermal conductivity, fully
saturated, λw

1.40 W m−1 K−1

specific heat, cp 1400 J kg−1 K−1

composite thermal conductivity
model, λ

λ = λd + (SW
1/2 + SH

1/2)(λw − λd)

modified relative permeability
model33

krA = ((SW − SirW)/(1 − SirW))
nW

krG = ((SG − SirG)/(1 − SirG))
nG

krH = 0
nW = 4.0; nG = 2.0
SirW = 0.11; SirG = 0.02

capillary pressure model34 Pcap = −P0 [(S*)−1/γ − 1]1−γ

S* = ((SW − SirW)/(SmxA − SirW))
γ = 0.7; SirW = 0.1
P0 = 22.2 bar; SmxA = 1.0

diffusion coefficients 1 × 10−10 m2/s NaCl(aq)
1 × 10−10 m2/s CH4(aq)
1 × 10−5 m2/s H2O(g)

pressure at the top boundary (seabed) 104.5 bar at 1000 mTVDMSL
temperature at the top boundary
(seabed)

0.1 °C (273.25 K)

basal heat flow rate 75 mW/m2

methane source gas flow rate 12 kg of CH4 m
−2 kyr−1

geothermal gradient 50 °C/km

Figure 2. Schematic representation of the simulation model. The
figure on the left shows the principal elements represented by the
simulation model. The chart on the right shows the pressure and
temperature at which the system is initialized (blue), superimposed by
the curve representing the boundary of stability for CH4 hydrate and
3.5 wt % brine NaCl. The green-shaded region highlights the P and T
ranges, where hydrates are stable. The crossing between these two is
defined as the base of the GHSZ.
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Sediment compaction through burial is not considered in this
study. As new layers are deposited, the transport properties remain
unchanged.

■ RESULTS AND DISCUSSION
Initial Hydrate Formation. Two different hydrate

accumulations were achieved during cases 1A and 1B. In
both cases, the use of a capillary pressure curve (Figure 5) has
modified the in situ pressure gradient with depth. With both
gas and brine co-existing in the pores, the pressure in the gas
phase has to overcome the capillary entry pressure of the given
curve (near 10 bar). The resulting pressure gradients are no
longer linear, and the excess pressure displaces the base of the
GHSZ a few meters down (column 4 in Figure 5). In addition,
the local increase of salinity that results from hydrate formation
has also lifted the boundary of stability of hydrates.
In the cases where hydrate saturation did not affect the

transport properties (top row of Figure 5), most methane was
turned into hydrates. The resulting accumulation was a thick
layer of hydrates (near 40 m) with residual gas only. Salinity
increased locally to 6.4 wt % NaCl at the point of maximum
hydrate saturation (68.7%).

Results varied greatly when hydrate saturation was used to
scale both capillary pressure and permeability. As hydrates
started forming, a smaller amount of gas was able to pass
through the hydrate-saturated interval. The resulting accumu-
lation concentrated in a thinner layer of hydrate. Because less
hydrates have formed, the maximum salinity was 4.4 wt %
NaCl. The remaining methane formed a gas accumulation
trapped by hydrates. The capillary pressure resulting from this
free gas accumulation displaced the base of the GHSZ further
down.
The first scenario might produce a weak response not

detectable as BSR. The second scenario would yield a stronger
reflection. On the basis of these results, if the intrinsic capillary
entry pressure of the host sediments is high, there would be a
larger discrepancy in depth between the BSR and the
thermodynamic phase boundary.

Evolution during Sedimentation. A useful feature of a
numerical simulation like T+H is its capacity to keep track of
all variables involved in hydrate transition phases and the
transport of heat and mass. In complex systems, like those
observed in this study, it becomes a powerful tool to
understand the mechanisms behind the thermodynamic
evolution of a hydrate occurrence over geological time.
However, there are still limitations inherent to the simulator
that constrain the capacity of this methodology. These
limitations refer to the consideration of the mechanical
properties of fine-grained sediments in two main processes:
burial and compaction of sediments and the effects of hydrate
formation in unconsolidated fine-grained sediments. For the
first part, although it was possible to emulate the process of
sedimentation by stacking up layers and updating the boundary
condition, the resulting mechanical compaction of sediments
was not represented. However, the base of the GHSZ, the
interval where most melting and reformation occurs, represents
a narrow interval in depth where the transport properties
remain roughly constant over time. With regard to the second
process, in fine-grained sediments, hydrates can form nodules
and lenses that mechanically displace grains.38 These processes
can also have an impact on the effective transport properties of
the system. Addressing these processes go beyond the scope of
the simulator. Despite these considerations, the methods and
results of this study are still meaningful and offer a building
block in understanding the effects of hydrate formation on the
transport properties of porous systems during sedimentation.
The simulations of the sedimentation rate showed the

evolution of a hydrate accumulation over geological time. As
expected, the temperature increase as a result of sedimentation
caused hydrate melting. However, the rate of dissociation was
asynchronous with the rate of sedimentation. The evolution of
the hydrate−gas boundary follows a staircase pattern that does
not follow the theoretical GHSZ that the in situ conditions of
the pressure, temperature, and salinity would yield (Figure 6).
Each step of this pattern represents a cycle where methane and
hydrate reacommodate following the local conditions.
Each cycle consisted of a period of fast growth of hydrates

followed by slow melting. The length of the cycles was
constrained by the rate at which the temperature increased
(sedimentation) and the amount of hydrate that had formed at
the beginning of each cycle. For the 220 mm/year
sedimentation rate, at least two full cycles were observed
(Figure 6). Melting started at the warmest and deepest
intervals of the hydrate layer. Expelled methane reentered the
gas column underneath, and the remaining hydrate became

Figure 3. Scaling of both intrinsic permeability (top) and capillary
pressure (bottom) in the presence of hydrates in T+H, with input
parameters in Table 2. The initial capillary pressure curve (SH = 0)
was built using reference data from the Gulf of Mexico (GOM) and
Blake Ridge (BR) sediments.35,36
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Figure 4. Schematic representation of how the sedimentation rate is modeled. On the left is a depth versus time chart showing how the sediment
column changes over time. The methane gas source starts at t0 and stops at t1. At t1, sedimentation starts and stops once it has deposited a thickness
of 200 m. On the right is a P versus T chart displaying the boundary of stability (green) and the in situ P and T gradients at t0, t1, and t2. The green-
shaded region highlights the P and T ranges, where hydrates are stable. The depth at which the in situ gradients cross the stability boundary over
time is displayed on the right and defines the base of the GHSZ.

Figure 5. Cases 1A and 1B, with resulting hydrate accumulations from buoyancy-driven gas flow. The top row shows results for an accumulation
where scaling of transport properties is not considered. The bottom row shows the results for an accumulation in the bottom where parameters
from Table 2 were used to modify both k and Pc. From left to right, the first column shows the 1D evolution through time of hydrate (white) and
gas (red) saturation. The green stippled horizontal line shows the base of the GHSZ at initial P and T conditions. The second and third columns
show the distribution of phases and salinity concentrations at the end of hydrate formation (75 kyr). The last column shows the in situ (blue) P and
T and the corresponding melting point (green) at both the beginning (stippled lines) and end (continuous lines) of the simulation. The green-
shaded region highlights the P and T ranges, where hydrates are stable.
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more concentrated. This is shown by how the maximum
saturation of hydrates was reached toward the end of each
cycle, because the bulk amount of hydrate (mH) was at its
minimum (Figure 6). After the gas column reached its
maximum height, gas flowed through the hydrate layer and
melted the remaining hydrate. It migrated upward, reached the
shoaled base of the GHSZ, and formed new hydrates.
Figure 7 shows a detailed overview of one of these cycles. It

tracks the interaction between the externally imposed temper-
ature changes and the internal phase changes of hydrates and
the resulting gas flow. The initial amount of hydrate was the
result of an influx of gas migrating into the colder and
shallower intervals (between points 1 and 2 in Figure 7). A
peak in salinity was recorded at this instant. The melting of
hydrates underneath dilutes the salinity locally, supporting the
growth of more hydrates at this depth (between points 2 and 3
in Figure 7). The remaining hydrates were concentrated in a
thin layer with high saturation. The peak in saturation allowed
the layer to become an effective capillary seal able to support
the underlying thick column of free gas. At this stage, melting
was prolonged by the interplay between the variations of
salinity and pressure (between points 3 and 4 in Figure 7). A

very subtle increase in salinity suggests that hydrates were
reformed as the capillary pressure kept increasing. Once the
capillary entry pressure of the hydrate-bearing layer is
overcome, the gas breaks through the seal and flows to a
shallower interval, exceeding to form a new hydrate
accumulation (between points 4 and 5 in Figure 7). The
final melting was marked by a brief decrease in both the salinity
and temperature.
When the permeability was decreased (1 μD), the

simulation showed similar processes. However, the cycles
were much shorter and more frequent during the same time
span (Figure 8). The thickness of formed hydrate layers on
each cycle was also thinner. Similarly, at a higher
sedimentation rate (2 m/year), the simulation also showed a
higher frequency of cycles (Figure 9) for the same thickness of
sediments being deposited over time.
The process of sedimentation modeled here showed how the

hydrates change as the system becomes progressively warmer.
Although the hydrates are in net melting, the dynamic
fluctuations of both SH and NaCl(aq) concentration steer
the rate at which fluid phases move through the system and
phase changes occur, causing periods of melting and

Figure 6. Case 3A, with evolution of hydrate occurrence during sedimentation (220 m/kyr). From top to bottom, the first chart shows the 1D
evolution through time of hydrate (white) and gas (red) saturation. The green line shows the depth at which the temperature and pressure match
the melting point at the given conditions. The second chart shows the bulk mass of hydrate through time during sedimentation (continuous) and
with no sedimentation (stippled, case 2). The third chart shows the maximum hydrate saturation reached at each point in time. The fourth and last
chart shows the maximum (purple) and minimum (orange) salinity during sedimentation (continuous) and with no sedimentation (stippled).
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reformation. Each cycle is initiated by gas flowing into the
GHSZ and forming hydrates. The amount of methane capable
of flowing is determined by the intrinsic transport properties of
the sediments. In cases 3A and 4, the hydrate layers are thicker
than in case 3B, where the intrinsic permeability is 100 times
smaller.
The highest amount of hydrates (mH) is reached at this

point. This is reflected on the NaCl(aq) concentration
reaching its peak. However, these hydrates are distributed
over a thick layer, and SH is not at its maximum. This means
that the system is still permeable and can be drained by gas.
The temperature keeps increasing, and the hydrates at the

deepest part of the layer are the first to melt. The higher
melting point caused by the diluted brine and the availability of
gas at a pressure high enough to invade the hydrate-bearing
intervals result in further formation of hydrates. SH reaches its
maximum; permeability decreases; and the capillary entry
pressure increases. At this point, the hydrate layer is an
effective flow barrier. Both permeability and sedimentation rate
can have an impact on the maximum SH at this stage. With a
lower permeability (case 3B; Figure 8), more methane remains
as free gas trapped below hydrates. The larger gas column
results in a higher capillary pressure, and the low permeability
results in a slower rate at which more methane can turn into
hydrate. The peak in SH is also lower when the sedimentation
rate is increased (case 4; Figure 9). When melting occurs at a

faster rate, not enough time is given to develop a concentrated
layer of hydrate with high SH. The lower peak in SH makes the
capillary entry pressure of the hydrate-bearing layer lower and
the length of the cycle shorter.
During the final stages of melting, the system goes through a

period where each loss of hydrate can be compensated by gas
invading the layer and forming new hydrates. No major
increases are observed in SH, but the slight increase in salinity
decreases the melting point, making the hydrate progressively
less stable. Because hydrates cannot support the underlying gas
accumulation, the hydrate flow barrier fails and gas breaks
through. When gas breakthrough occurs, the heat transported
by the gas melts the remaining hydrate, reducing mH to zero,
just before a new hydrate layer is formed.
If the intrinsic permeability of the host sediments is not low

(1 mD, cases 3A and 3B), gas may leak through the hydrate
layer. As soon as it approaches the boundary of stability, it
starts forming a new hydrate layer and, therefore, a new flow
barrier. This mechanism was observed in both cases 3A and
3B, during periods where the thickness of the free gas zone was
at its maximum.
Assuming that the effects of hydrate growth on sediment

transport properties resemble those used in these models, the
rate at which shoaling occurs is influenced by both intrinsic
permeability and capillary entry pressure. Unlike the modeled
sedimentation rate, shoaling occurs in pulses. The length of

Figure 7. Case 3A, with the pressure and temperature evolution through time at 1255 mTVDMSL between 100 and 275 kyr. The top chart shows
the 1D evolution through time of hydrate (white) and gas (red) saturation. The black horizontal line displays the depth at which pressure and
temperature have been logged, and the circled numbers highlight the points where major changes occur in the pressure and temperature. The main
chart at the bottom shows the logged pressure and temperature overlaid by the hydrate stability boundary at different salinity concentrations. The
green-shaded region highlights the P and T ranges, where hydrates are stable. At point 1, hydrates start forming. Between points 2 and 3, hydrate
saturation increases but salinity decreases as a result of the melting of underneath hydrates. At point 3, maximum hydrate saturation is reached, but
all hydrates below this depth have melted in the system. Melting is actively occurring, but the incoming gas from underneath and the increased
pressure preserve the hydrate accumulation. At point 4, the system quickly melts, salinity decreases, gas breaks through, and pressure decreases. At
point 5, the system is filled by brine and residual gas.

Energy & Fuels pubs.acs.org/EF Article

https://doi.org/10.1021/acs.energyfuels.1c03611
Energy Fuels XXXX, XXX, XXX−XXX

G



Figure 8. Comparison between cases 3A and 3B, with permeability sensitivity. On the left, hydrate evolution in the system with a permeability of 1
mD (top) and a system with a permeability of 10 μD (bottom). On the right column, final saturation of both gas (SG) and hydrate (SH).

Figure 9. Comparison between cases 3A and 3C, with sedimentation rate sensitivity. On the left, hydrate evolution in a system with a
sedimentation rate of 220 mm/year (top) and a sedimentation rate of 2 m/year (bottom). On the right column, final saturation of both gas (SG)
and hydrate (SH).
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each pulse is a function of the heating through burial
(sedimentation rate), maximum SH, and thickness of the free
gas zone.
BSR responses are normally assumed to coincide with the

boundary of stability and used to derive the geothermal
gradient.39 These methods normally assume linear gradients of
both pressure and temperature. However, during sedimenta-
tion, within each pulse or cycle of melting, the local pore
pressure underneath the hydrate layer is actively changing.
This makes the pressure gradient no longer linear or
hydrostatic, particularly toward the end of each cycle. In a
basin that has been experiencing sedimentation over the
previous thousands of years, the characteristics of the BSR
response can be affected by where, within the melting cycle,
the hydrate occurrence is taking place. The identification of
multiple BSR responses can be associated with those
transitional periods observed in cases 3A and 4, where gas
has leaked through the hydrate layer and the hydrate
occurrence is shoaling.

■ CONCLUSION
(1) During sedimentation, a hydrate occurrence experiences
pulses of melting and reformation. The length and frequency of
each pulse are influenced by the rate of sedimentation and the
transport properties of the host sediments. (2) Although the
mechanical properties of sediments are not considered in this
study, it is possible to emulate the processes of sedimentation
and burial within the context of natural gas hydrate
occurrences. The results are a building block in understanding
the effects of hydrate formation on the transport properties of
porous systems during sedimentation. (3) By keeping track of
the variations in the pressure, temperature, phase saturations,
and concentration of soluble components, it is possible to
understand the evolution of each cycle. (4) The characteristics
of a BSR response in a system that has been under active
sedimentation will vary depending upon the stage of melting
that the system is currently experiencing. (5) In a system with
a high intrinsic capillary entry pressure, toward the end of the
cycle, hydrate-bearing sediments can become a capillary seal.
This results in a boundary of stability placed deeper than what
the hydrostatic gradient predicts. (6) Leakage of methane
through permeable hydrate layers and reformation of hydrates
at shallower depths over long periods can result in double
BSRs.
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■ NOMENCLATURE

Abbreviations
BR = Blake Ridge
BSR = bottom simulating reflector
GHSZ = gas hydrate stability zone
GOM = Gulf of Mexico
IODP = International Ocean Discovery Program
ODP = Ocean Drilling Program
T+H = TOUGH+HYDRATE

Symbols
λ = thermal conductivity
ϕ = effective porosity (hydrate-scaled)
ϕ0 = intrinsic porosity
ϕc = critical hydrate-filled porosity at which permeability is
reduced to zero
ρ = density
W, G, and H = subscripts representing aqueous, gas, and
hydrate phases, respectively
cp = specific heat
k = effective permeability (hydrate-scaled)
k0 = intrinsic permeability
kr = relative permeability
krF = permeability reduction factor
Pc = capillary pressure
Pc* = hydrate-scaled capillary pressure
Pce = capillary entry pressure
S = phase saturation
Sirr = irreducible phase saturation
Xinh = brine salinity
aq and g = aqueous and gaseous states of aggregation
CH4 = methane
H2O = water
NaCl = sodium chloride
kyr = thousands of years
m = total mass
mD and μD = permeability in millidarcy and microdarcy,
respectively
mTVDMSL = meters below mean sea level
P = pressure
T = temperature
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Modelling Relative Permeability: 
Stretching the learnings from 
laboratory experiments

BACKGROUND

• In multiphase flow through hydrate-bearing rocks the 

e�ective phase permeability is a�ected by both:

 - porosity reduction driven by hydrate growth

 - each phase inhibiting the flow of the other.

• Core flooding experiments in methane hydrate-bearing 

Bentheim sandstone show that e�ective gas permeability 

decreased from mD-scale to µD-scale. Growth of 

pore-filling hydrate can make the gas phase disconnected 

and capillary immobile.

• Agreement between experimental data and numerical 

predictions is essential to better understand the 

complexity of the experiments and the limitations of the 

models. 

METHODS

Experiments are reproduced using the equilibrium model of 

TOUGH+HYDRATE (T+H) on a simple 2-dimensional grid 

representation of the core.

• Least squares regression on the experimental data to find 

the T+H input parameters to calculate relative permeability 

(krg) and permeability reduction factor (PrF).

• Initialization of grid at 10 degC and modelling core flooding 

to estimate relative permeability before hydrate formation.

• Initialization of grid at 4 degC and modelling core flooding 

to estimate relative permeability after hydrate formation.

DISCUSSION

• It is possible to reproduce laboratory experiments in T+H. 

However, further iterations should be performed honoring 

the uncertainty of the initial measurements and make a 

statistical analysis of the simulated results.

• Preliminary fitting of the permeability reduction factor 

relationship is a�ected by low measurements (µD scale). It 

yields a relationship where the sandstone is “clogged” when 

hydrate saturation is above ~50%.

• Simulation of hydrate formation reflected the experimental 

results in terms of final phase saturations. In addition, it was 

possible to keep track of changes in salinity concentration 

associated to hydrate formation.

• Simulations of core flooding experiments before hydrate 

formation were successful and replicated the results 

obtained in the laboratory.

• In hydrate bearing samples, simulations produced 

numerical instability reflecting the complexity of the system 

and how challenging is to carry out these experiments.

• In T+H the e�ective phase permeability in presence of 

hydrates is scaled by the permeability reduction factor.

By scaling the relative permeability relationships, it is 

assumed that the porous media keeps the same wettability, 

tortuosity and other e�ects that have an impact on the 

shape of the curve.

Experimental data

Preliminary fitting of models to data

Hydrate growth simulation

Model comparison to data

Hydrate growth over time

ϕ ϕ

ϕ ϕ

Stone (1970)

Xu et al (2004)
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Appendix B

Pre- and post-processing scripts for
TOUGH+HYDRATE

The scripts can be found in a GitHub repository: TH-PrePost [Bello-Palacios, 2021]. The
scripts hold a simple structure of nested functions that can be used in or adapted to be used in
any T+H simulation file. In addition to standard Python packages, the user is encouraged to
have installed the pandas and numpy libraries. The installation of Jupyter is also encouraged.

Currently, they only support Cartesian grids. However, the code is open to being adapted for
radial grids. Instead of extensive documentation, the repository includes a Jupyter notebook,
a web-based interactive computational environment for running Python scripts. This notebook
includes a tutorial to showcase the main functionalities of the routines.

Below, there is a simple recipe to read and process all input and output files.

import sys

sys.path.append('<path-to-TH_scripts-folder')

from TH_post import *

from TH_proc import *

from MeshMaker import *

from Aux_Functions import *

#Define simulation file location

file_in = r'<path-to-simulation-input-file>'

#Read input file
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ip_data = read_TH_data(file_in)

#Read output files

op_data = get_output(file_in)

#Read Time_Series and Hydrate_Status files

subdoms, interfs, hyd_status, ss_groups = read_Time_Series(file_in)

The stored variables shall consist mainly of pandas dataframes that could be easily accessed
for plotting or further calculations.
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