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Abstract

Despite the impressing development of solar technologies, there are still chal-
lenges with the energy efficiency of the existing devices. Solar photovoltaic
panels suffer from low efficiency, one of the reasons being overheating. Com-
bined photovoltaic thermal (PV/T) systems have been introduced as a so-
lution to this obstacle in controlling the temperature of the solar cell and
taking advantage of the excess heat generated in the panel. The most com-
mon PV/T system focuses on cooling the back of the photovoltaic panel.
Another option is implementing fluid on top of the panel, directly absorbing
the radiation that is harmful to the panel. Nevertheless, traditional heat
transfer fluids exhibit overall poor thermal properties, limiting the thermal
efficiency of conventional solar thermal systems. Therefore, the concept of
dispersing nanoparticles into a base fluid has been introduced and proven
to enhance several thermal and optical properties of a heat transfer fluid,
providing the opportunity to increase the efficiency of the already existing
solar collecting devices.

Since the first published paper, many researchers have studied the enhanced
properties of nanofluids and how they improve different solar energy devices,
especially solar collectors. Further research is needed for optical PV/T sys-
tems to obtain optimal energy efficiency, and is a motivation to the focus of
this project. The objective of the study was to investigate a numerical model
of an optical carbon-based nanofluid PV/T system using computational fluid
dynamics software. The objective was to study how different operational con-
ditions affected the system’s efficiency. The focus variables were the optical
fluid’s extinction coefficient and the fluid mass flow rate. The following cases
were studied: a standalone photovoltaic panel, water in the PV/T at mass
flow rates of 1, 5, and 10 kg/min, and nanofluid in the PVT at concentrations
of 0.003 to 0.08 wt. % at the same mass flow rates. The system was under
constant radiation in all of the cases. The system’s electrical, thermal, and
total efficiencies were obtained in the simulation.

The results were compared to one another, and the effect of varying the
different parameters were discussed. The highest total efficiency (57.6 %)
of the system was achieved for the case with water in the PV/T system,
with the mass flow rate set to 10 kg/min. It was observed that increasing
the particle concentration resulted in a decreased electrical efficiency and
an increased thermal efficiency. The results from the numerical simulations
agree well with similar studies.

An additional experimental study was also performed, where the thermal
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conductivity of prepared carbon black nanofluids was measured for concen-
trations 0.5 wt.% to 6 wt.%, where the objective was to study how the in-
creasing particle concentration affected the thermal conductivity. This raises
the potential to investigate the possibility of a high concentration nanofluid
cooling the top of the panel, where the panel’s temperature controls the mass
flow. An enhancement of 7.38 % was achieved for the particle concentration
of 4 wt.%. According to the results, increasing the concentration of nanopar-
ticles yields an increasing thermal conductivity. Many similar studies in the
literature support this correlation.
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Nomenclature

Abbreviations

CNT Carbon nanotube

DASC Direct absorption solar collector

PV/T Photovoltaic thermal

SDS Sodium dodecyl sulfate

SWCNT/MWCNT Single/multi-walled carbon nanotube

Greek Letters

β Solar cell temperature coefficient (%/K)

β Tilt angle of plane (◦)

δ Fluid film thickness (m)

ϵ Emissivity

η Efficiency (%)

ηH Dimensionless heat transfer number

Γ Liquid loading (kg/ms)

λ Wavelength (m)

µ Dynamic viscosity (Pas)

νe Kinematic viscosity (m2/s)

ρ Density (kg/m3)

σ Extinction coefficient (m−1)

σ Stefan Boltzmann’s constant (5.669 · 10−8 W/m2K4)

τ Shear Stress (Pa)

Latin letters

∆CB Uncertainty of concentration of CB

∆k Uncertainty of thermal conductivity (W/mK)

∆SDS Uncertainty of concentration of SDS

ṁ Mass flow rate (kg/s)
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fb Body force per unit volume (N/m3)

T Viscous stress tensor

v Velocity vector

A Area (m2)

c Speed of light in vacuum (2.998 · 108 m/s)

cp Specific heat capacity (J/kgK)

cp,F Specific heat capacity of fluid (J/kgK)

cp,PV Specific heat capacity of photovoltaic panel (J/kgK)

E Energy (J)

e Energy flux (W/m2)

e Enthalpy (J)

Fg Gravitational Force (N)

F1−2 View factor

g Gravitational acceleration (m/s2)

H Total fluid enthalpy (J)

h Heat transfer coefficient (W/m2K)

h Planck’s constant (6.626 · 10−34 Js)

I Intensity (W/m2)

I0 Incident intensity (W/m2)

k Thermal conductivity (W/mK)

kavg Average thermal conductivity (W/mK)

L Length of plane (m)

m Mass (kg)

nenh Enhancement (%)

Nu Nusselt number

p Pressure (Pa = kg/ms2)

Pr the Prandtl number
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Q Heat (J)

q Heat flow rate (J/s)

q0 Incident heat flux (W/m2)

qg Heat generation rate in system (J/s)

qin Heat transfer rate into system (J/s)

qout Heat transfer rate out of system (J/s)

r Fluid depth (m)

SE Energy source term per unit area (Jkg/sm2)

sm Momentum source (kg/ms2)

Su Mass source per unit area (kg/s2)

T Temperature (K)

Ts Sonication time (min)

U Internal energy (J)

u Fluid velocity (m/s)

u0 Inlet fluid velocity (m/s)

V Volume (m3)

W Work (J)

x Spatial coordinate (m)

y Fluid depth (m)

y Spatial coordinate (m)

z Spatial coordinate (m)

Re the Reynolds number

Subscripts

AMB Ambient

b Blackbody radiator

e At the leading edge

f Fluid
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g gravitational

IN At fluid inlet

OUT At fluid outlet

PV Photovoltaic

PV,C Photovoltaic, cooling

ref Reference

th Thermal

w Wall

VII



Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Specific Objectives . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Theory 7
2.1 Nanoparticles and Nanofluids . . . . . . . . . . . . . . . . . . 7
2.2 Gravity-Driven Film Flow . . . . . . . . . . . . . . . . . . . . 12
2.3 Thermal Physics . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Computational Fluid Dynamics . . . . . . . . . . . . . . . . . 25

3 Methods 32
3.1 Computational Fluid Dynamics Model . . . . . . . . . . . . . 32
3.2 Thermal Conductivity Experiment . . . . . . . . . . . . . . . 42

4 Results and Discussion 46
4.1 Computational Fluid Dynamics Results . . . . . . . . . . . . . 46
4.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . 58

5 Conclusion 63

6 Future Work 66

A Computational Fluid Dynamics Results 77
A.1 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.2 Mesh Independence Results . . . . . . . . . . . . . . . . . . . 77
A.3 Efficiency Results . . . . . . . . . . . . . . . . . . . . . . . . . 79

B Thermal Conductivity Measurements 80

VIII



1 Introduction

1.1 Motivation

The world is facing an increasing energy demand. The global primary energy
consumption in 1950 was about 28 516 TWh, facing a fivefold increase to 173
340 TWh in 2019. The share of fossil fuel in 1950 was 71 % of the consump-
tion, while in 2019, the share increased to 79 % [1]. Figure 1 shows how the
global primary energy consumption by source since the year 1800 and up to
2019, reproduced from [2]. The Covid-19 pandemic has impacted the energy
picture in the last years, partly due to the uneven economic rises and falls.
For example, in 2021, the electricity demand faced a slight decrease of 1 % [3].
Coal and oil use experienced a considerable rebound in 2021, contributing to
the second-largest annual rise in CO2 emission in history [4].

Figure 1: Global primary energy consumption by source, reproduced from [2]

Despite this temporal decrease, the energy demand is predicted to rise by 4
% in 2022. Followed by these predictions, almost half of this demand will be
covered by fossil fuels, where coal accounts for the most significant portion.
This threatens to push the CO2 emissions to record levels in 2022. Renew-
ables are predicted to rise by 6 % in 2022. However, this is not sufficient
to compensate for the rapid increase in electricity demand and will only be
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able to cover half of it. Fossil fuels are predicted to cover about 40 % of
the additional demand in 2022, with nuclear power covering the rest [3]. In
other words, renewables are not growing fast enough to keep up with the
rising electricity demand.

The UN Climate Change Conference (COP21) in Paris resulted in the Paris
Agreement in 2015, aiming to reduce emissions in order to limit the temper-
ature increase of the century to 2 ◦C, with an ideal limitation of 1.5 ◦C. Each
country participating vowed to update its climate action plan every five years.
All the agreement details were finalized at the Climate Change Conference
(COP26) in Glasgow in 2021. The global average temperatures increased by
1.1 ◦C since the pre-industrial age, with the emissions from the energy sector
being the major contributor. The world population is predicted to grow by
around 2 billion by 2050, and the current energy system cannot meet the
increasing energy and technology demand while also satisfying the climate
goals. In the ”World Energy Outlook 2021” report [4], it is stated that the
solar photovoltaic energy generation needs to see a more rapid growth than
the announced pledges state if the climate goals are to be satisfied.

There are still significant gaps to fill in energy technology to satisfy the 1.5 ◦C
Paris climate objectives, and the world should achieve net zero emissions by
2050 to reach them. This is an immense motivation for the heavy competition
conventional energy sources (for instance, oil, coal, and gas) are receiving
from non-conventional sources [5]. The global energy consumption would
be required to be reduced by 11 % from 2019, along with an increase in
renewables to reach a 79 % share. In comparison, the renewable share was 19
% in 2019. To achieve this, renewables’ energy efficiency needs to significantly
improve in the following years, making countries less dependent on imported
fossil fuel energy. A positive note is that renewable energy production costs
continue to decrease [6].

The sun is the most abundant energy source available to the earth. The solar
radiation reaching the earth’s surface in an hour and a half carries enough
energy to cover the global energy consumption for an entire year [7]. The sun
radiates electromagnetic waves, where wavelengths incident upon the earth’s
surface range from about 300 to 2500 nm, including the radiation containing
the most energy (300 – 1100 nm) and the near-infrared spectrum (1000 – 2500
nm) [8]. Figure 2 is reproduced from [8] and displays the electromagnetic
spectrum and which parts of it that occur in solar radiation.
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Figure 2: Electromagnetic Spectrum, reproduced from [8]

Solar technologies aim to convert solar energy into electrical and thermal
energy. The existing devices for this purpose are photovoltaic panels and solar
collecting devices [7]. From 2011 to 2021, the global installed solar energy
capacity increased from 72 921 MW to 849 473 MW. Solar photovoltaics
account for most of this, whereas solar thermal installation only contributes
by 0.8 %. This is partly due to the accelerating installation of cheap solar
photovoltaics worldwide [9].

Solar photovoltaics is currently, after wind, the cheapest energy technology
worldwide. The technology in these areas is growing rapidly, and the clean
energy sector is expanding in investment and employment [4]. One reason
for this is the increasing demand for renewable energy, resulting from the
climate challenges the world is experiencing [10].

Despite the rapidly increasing solar energy technology, there are still a few
energy efficiency challenges. Today’s commercial devices fail to efficiently
transform the energy of solar radiation into more useful energy forms. There
are many obstacles to both photovoltaics and solar collectors [11]. A known
problem with photovoltaics is the temperature-dependent performance. For
most solar cells, the electrical efficiency decreases significantly when the cell
temperature increases [12]. Another major drawback to solar photovoltaics is
that only a small range of wavelengths from the incoming radiation is useful
for generating electrical energy. It varies for different materials, but for most
silicon cells, the effective range for generating electrical energy is between
700 and 1100 nm [13]. The remaining energy is rejected as heat within the
panel, dissipating to the surroundings or heating the panel [14].

There are different types of solar collectors, and conventional surface collec-
tors depend on surface absorption. Here, there are several required steps of
heat transfer to harvest the energy. The system is therefore exposed to sig-
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nificant heat loss during the process, partially due to the thermal resistance
between the surface absorber and the heat transfer fluid. A direct absorption
solar collector (DASC) removes this obstacle, where the radiation is absorbed
directly within the fluid. Therefore, the heat transfer steps between the ab-
sorbing surface and the heat transfer fluid are avoided. There is not as much
heat loss to the environment because the surface exposed to the environment
does not hold a notably high temperature [15].

Photovoltaic thermal systems combine the two groups of solar technology
and generate electrical and thermal energy. The radiation with energy levels
outside the photovoltaic bandgap is either reflected or absorbed by the panel,
where the absorbed radiation generates heat. The most successful solution to
this problem is cooling by air or water. Without actively cooling the panel,
the temperature can increase by 1.8 ◦C for every 100 W/m2 [14].

There are two main types of PV/T systems, and figure 3 shows a sketch of the
concept of them. The first and most common type consists of a photovoltaic
solar cell with a heat transfer fluid system behind it to harvest the excess
heat from the photovoltaic panel. Water is the most frequently used fluid for
this matter. The second type consists of a solar cell covered by an optical
fluid that is supposed to selectively transmit useful radiation to the solar cell.
The other radiation is either reflected or absorbed by the fluid [13].

Figure 3: Conceptual sketch of both thermal and optical PV/T system (EL.
and TH. denotes electrical and thermal energy, respectively)

It was Martin Wolf [16] who first studied the performance of a flat plate
PV/T system for residential application in 1976. For countries with low so-
lar radiation and a cold climate, the PV/T system can be used to cool the
photovoltaic device and heat space. In warmer areas, they can be more suited
for residential water heating [17]. PV/T systems prevent the photovoltaic
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panel from being damaged by thermal stress by controlling the working tem-
perature of the panel and extending its service life. They are also more
space- and cost-effective and increase the overall efficiency. Application of
PV/T on a small scale can be used for water distillation, while the large-scale
application can supply energy to households [18].

Conventional heat transfer fluids like water, oils, and glycols have been
frequently used in generating power, electronics, air-conditioning systems,
chemical production, nuclear power, space and defense, transport, micro-
electronics, and other heat transfer processes [19]. However, these fluids
exhibit relatively poor thermal properties, especially compared to solids [20].
Therefore, the objective to enhance the thermal properties of heat transfer
fluids has become a widely studied subject.

The concept of dispersing nanoparticles in a fluid to enhance the heat trans-
fer properties was first introduced by Choi [21] in 1995. Before, microsized
particles were used and researched. The large size of the particles, however,
led to comprehensive problems like clogging and corrosion. Choi introduced
a solution to these problems: nanosized particles dispersed in a base fluid, re-
ferred to as nanofluids. Their impressive optical and thermal properties have
sparked broad interest in the application of nanofluids in several engineering
fields [19].

When it comes to heat transfer of fluid, thermal conductivity is an important
property. It is the fluid’s ability to conduct heat [22]. Dispersing nanopar-
ticles into a base fluid is known to enhance the thermal conductivity of the
fluid, and thus the performance of a thermal system ([22], [5], [19], [21], [23], [24]).

Since the first published article, the nanofluid area has received increasing
attention and research, leading to over 2000 published papers by 2022. The
subject of nanofluids has mainly been studied in the academic fields of en-
gineering, physics, chemical engineering, and materials science. The list of
potential applications for nanofluids continues. Some of the most popular
applications are solar collectors, photovoltaic systems, car radiators, refrig-
erators, boilers, medicine-drug delivery, cooling of electronic equipment, lu-
brication of components, heating and cooling of buildings, desalination, CO2

absorption, porous media, aerospace, oil recovery and any liquid-based heat
exchanger [25].

1.2 Specific Objectives

The objective of this project was to numerically study an optical PV/T
system for different cases using computational fluid dynamics software. The
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photovoltaic panel was simulated alone, and the PV/T system was simulated
for the cases corresponding to using carbon-based nanofluid at concentrations
0 wt.% to 0.08 wt.%. This was done by varying the extinction coefficient in
the simulation file. For each concentration, the mass flow rate of the system
was varied between 1 kg/min and 10 kg/min. In the simulation, the system’s
thermal, electrical, and total efficiencies were calculated. These results were
later compared and discussed against the literature.

The objective of the additional experimental part of this project was to pre-
pare carbon black nanofluid at different particle concentrations, followed by
measuring their thermal conductivity. Concentrations of 0.5 wt.% to 6 wt.%
were prepared, and the transient hot-wire method was used for the measure-
ments. The results were discussed and compared to the literature.
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2 Theory

2.1 Nanoparticles and Nanofluids

Nanoparticles are small particles whose size is less than 100 nm. The most
commonly used nanoparticles range from 10 to 50 nm in diameter [26]. A
nanofluid is a result of dispersing nanoparticles into a base fluid. It has been
found that carbon-based materials and metals are the most successful materi-
als because they are cost-effective and highly absorptive, which are valuable
qualities of a nanofluid. Water is a frequently used base fluid in different
nanofluids [26]. Nanofluids have proven to exhibit impressive heat transfer
characteristics and have therefore become the subject of many studies since
the first published article in 1995 by Choi [21].

A fluid’s ability to absorb sunlight can significantly increase by inserting
nanoparticles. The absorption process depends on the material, size, shape,
and volume fraction of the nanoparticles [27]. For volume concentrations <
1 %, nanoparticles can lead to enhanced thermal properties, but the pho-
tothermal conversion dominates when the concentration becomes very low.
It is, however, crucial to choose the suitable nanoparticle material for the
application of interest, or there is a risk of negatively affected properties
of the fluid [27]. Under the right circumstances, nanofluids can enhance
the convective, conductive, and radiative heat transfer, not the least pho-
tothermal conversion. Extensive enhancement can be achieved without any
significant increase in pumping power. These characteristics make nanofluids
promising in large and small-scale solar collection and heat transfer systems.
Nanoparticles also exhibit qualities that could enhance the phase change pro-
cess in a nanofluid by volumetric light absorption [27]. The enhancement of
heat transfer is dependent on several factors, such as an increase in ther-
mal conductivity, the chaotic movement of the nanoparticles, fluctuations,
and interactions [20]. Through experimentation, researchers have concluded
that adding nanoparticles to a base fluid increases thermal conductivity and
viscosity. Although to obtain the best results, it is a prerequisite that the
nanofluid is stable [25]. This can be achieved by adding some specific steps
to the preparation process described later in this chapter.
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Figure 4: Nanofluid sketch

Figure 4 shows a conceptual drawing of a nanofluid. Materials that have been
frequently investigated in nanofluids are metals such as aluminium (Al), cop-
per (Cu), gold (Au), silver (Ag), single- and multi-walled carbon nanotubes
(SWCNT/MWCNT) [19], carbon black particles [28], and graphene [22].
Heris et al. [20] investigated the convective heat transfer of copper oxide
(CuO) and aluminium oxide (Al2O3) dispersed in water in laminar flow.
They observed an increased heat transfer coefficient when increasing the par-
ticle concentration in the nanofluid. Several studies have been performed for
Al2O3 nanoparticles dispersed in water and used in flat-plate solar collectors
([29], [30], [31]). Crisostomo et al. [32] studied core-shell Ag-SiO2 nanopar-
ticles dispersed in water as an optical filter on top of a photovoltaic panel.
Hjerrild et al. [33] also analyzed Ag-SiO2 for the same purpose but extended
their research by comparing with carbon nanotubes. Abdelrazik et al. [34]
investigated silver in a water-based nanofluid for optical filtering in a similar
PV/T system. Al-Shamani et al. [35] investigated SiO2 nanofluid for a tubu-
lar PV/T system. Abdallah et al. [36] studied low concentration MWCNT
nanofluid, also for PV/T application. Struchalin et al. [37] also researched
the performance of MWCNT nanofluid, but for use in a tubular direct ab-
sorption solar collector (DASC).

As mentioned in Chapter 1.1, there are two ways of using a fluid in a PV/T
system. Some materials are efficient to exploit in thermal nanofluids for
broadband absorption, mostly pure materials. The most successful materi-
als for optical filtering are semiconductors, metals, and core-shell composite
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nanoparticles [38]. The core-shell particles consist of a core and a shell of dif-
ferent materials. The radius ratio between them can be optimized to achieve
the desired optical properties of the particles. The most frequently used op-
tical nanoparticles in the literature are core-shell Ag-SiO2 ([34], [32], [33]),
all yielding good results for filtering desired wavelengths. Taylor et al. [38]
studied core-shell noble metals and silica (Si) nanofluids as an optical filter
in a PV/T, using aluminium (Al), gold (Au), and silver (Ag). Core-shell
particles are cost-effective because the amount of material needed is less
than that for pure materials [38]. Semiconductor nanoparticles absorb and
transmit radiation in ranges similar to photovoltaic cells and are therefore
efficient in these optical PV/T systems [38]. Metals have a natural frequency
called the plasmon peak, where they experience a peak in the absorption and
oscillation of the electrons inside the metal. This peak is usually found at
wavelengths between 0.2 and 0.5 µm [26]. Due to their resistance to corrosion
and oxidation, noble metals are the best alternative for this case [38].

It is essential to obtain a stable nanofluid for experiments and heat transfer
applications. If the nanofluid is not stable, there will be agglomerates and
sediment, changing the fluid’s thermal properties. This can lead to malfunc-
tions when used in a system and incorrect measurement values [26]. Many
researchers have studied how to obtain stable nanofluids, where the method
for achieving this depends on the material and concentration. Two main
methods are often used for nanofluid preparation: a one-step and a two-step
process. The one-step method involves achieving the desired particle size and
volume fraction by synthesizing the particles inside the base fluid. On the
other hand, with the two-step method, the particles are synthesized to their
intended shape before being dispersed in the base fluid. Often some addi-
tives are applied to increase the stability. Research shows that the one-step
method might be the most successful if it is possible to implement on a large
scale without a significant cost [26]. In this project, the two-step method is
used.

The two-step process may take from a few minutes up to several hours,
depending on the stability and quality needed for the application. The sta-
bility additive that is used also varies, depending on the application. Taylor
et al. [26] studied the solar absorption in nanofluid and compared the re-
sults to model predictions. In this case, extremely low volume fractions (<
0.001 %) of nanoparticles and about 1% of sodium dodecyl were dispersed
into the base fluid and sonicated for 15 to 30 min. It was discovered that a
probe sonicator outperformed a bath sonicator in this case. When investigat-
ing the performance of carbon black nanofluids, Kosinska et al. [39] mixed
the particles in water and sodium dodecyl sulfate (SDS). The suspension
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was mixed with a magnetic stirrer for 20 minutes before being placed in an
ultrasonic bath for 1 hour. Concentrations from 0.25 to 1 wt.% were pre-
pared. This method has proved to be successful in other research as well
([40], [41], [42], [43], [28], [44]). Some surfactants that are frequently used
in carbon-based aqueous nanofluids are sodium dodecyl benzene sulfonate
(SDBS), sodium dodecyl sulfate (SDS), and dodecyl betaine (DB). These
surfactants prove to obtain long-term stable solutions and increase thermal
properties. Sedong et al. [45] did an experimental study concluding that SDS
was the most suitable surfactant for carbon-based nanofluids. This surfac-
tant yielded the highest achieved thermal conductivity. Struchalin et al. [37]
achieved high stability in the prepared nanofluids, where no visible deposi-
tion of particles was observed for at least 45 days. In this case, the base fluid
consisted of water, 10 wt.% ethanol, and defoamer, which was applied after
the dispersion process. The downside with surfactant stabilized nanofluids is
that they tend to break down under increasing temperature. One option is to
re-sonicate the nanofluid to maintain the stability; another is to investigate
more advanced methods [26].

Verma et al. [5] concluded that particle concentration is an essential param-
eter for the resulting efficiency of solar collectors. An advantage of nanopar-
ticles is the low concentration required to achieve a significant increase in
efficiency, and the risk of clogging is low. According to Taylor et al. [26], an
optimum particle concentration can be found for each nanofluid in a solar
collector. At very low concentrations, increasing the concentration will also
increase the thermal efficiency up to the optimum concentration. Beyond
this concentration, the nanofluid will gradually act more and more like a sur-
face absorber due to the increasing abundance of particles at the top layer
of the nanofluid. As mentioned, surface absorbers suffer from high heat loss
due to the high temperature and direct contact with the surrounding air.
The mass flow rate will have to be increased to avoid this heat loss. This
means a higher pumping power is needed; hence the system becomes more
expensive [19]. Struchalin et al. [37] discovered an optimum concentration
of 0.01 wt.% multi-walled carbon nanotubes in a tubular DASC. Otanicar
et al. [46] found the optimum concentration of silver nanoparticles dispersed
in water to be 0.25 wt.% in a volumetric absorber, enhancing the thermal
efficiency by 7 % compared to a conventional surface absorber. Karami et
al. [47] found the optimum concentration of copper oxide nanofluid to be 0.01
wt.% in a DASC, where the highest thermal efficiency was achieved.

Water is, as earlier mentioned, the most commonly used base fluid in heat
transfer applications. Also, Therminol VP-1 is a commonly used base fluid.
This heat transfer fluid is used a lot for solar collectors. The liquid has a
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slightly higher viscosity than water and has no color. Its boiling point is
at 257◦C, which makes it ideal for medium-temperature collectors. Com-
pared to water, this base fluid is less dominant of an absorber at the longer
wavelengths [26]. Sharaf et al. [15] studied the effect of the base fluid
in a nanofluid DASC. For particle volume concentrations up to 0.005 %,
water-based nanofluids were more efficient than therminol-based ones, while
therminol-based nanofluids were the best solar absorbers for higher particle
concentrations.

Carbon is a frequently used and studied material for nanofluids. This is
among others due to its high radiation absorption, high thermal conductivity,
strength, and large surface area [19]. Carbon-based nanofluids are relatively
easy and inexpensive to produce [28], which is another advantage of using
these particles for large-scale applications. Hwang et al. [48] concluded that
multi-walled carbon nanotube nanofluids display a higher thermal conduc-
tivity than other investigated nanofluids. This can be explained by the high
thermal conductivity of the particles. For low particle concentrations (< 0.1
wt.%) of carbon-based nanofluids, the thermal properties can be assumed to
be the same as for water [37]. In this case, only the optical properties of
the fluid are different from water, such as absorption, reflection, and scatter-
ing.

In their study, Struchalin et al. [37] achieved the highest average efficiency of
the collector at 80 %. Compared to a traditional opaque surface solar collec-
tor, the volumetric collector gained up to 37.9 % higher thermal efficiency.
They also discovered that increasing the system’s flow rate led to a decrease
in fluid heating, which can be understood because the fluid is present in the
collector for a shorter amount of time. The carbon-based particles yielded
the highest thermal efficiency compared to other materials from the litera-
ture. In addition, they could prove a higher thermal efficiency of the DASC
when using carbon-based nanofluid than water. Kosinska et al. [28] used
spherical carbon nanoparticles (Timcal Enasco 350g) in their study, with
concentrations 0.5 – 2 wt.%. The thermal performance of the nanofluid was
investigated, and the maximum thermal efficiency was discovered to be 16
% higher than that of pure water. Yang et al. [49] measured the convec-
tive heat transfer of graphite nanofluids under laminar flow in a horizontal
tube heat exchanger. The results proved that the nanoparticles increased the
heat transfer coefficient of the system. Bester [50] researched carbon black
nanofluid in concentrated solar power applications. Through experiment,
they found an optimum volume concentration of 0.001 %, where the heat-
ing rate faced an increase of 42 % compared to the base fluid, which in this
case was saltwater. However, due to severe thermal losses, the maximum effi-
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ciency of the collector resulted in being only 23 % higher than that of the base
fluid. The high thermal losses can explain this due to high temperatures in
the collector. Yang et al. [49] used graphite, Li et al. [51] investigated carbon
nanotubes (CNT), and Hamze [22] did experimental research on few-layer
graphene (FLG) particles. These different carbon-based nanosized particles
will differ in performance in nanofluid application because they have different
sizes, densities, surface areas, purity levels, and geometry. These properties
will affect the resulting nanofluid’s thermal conductivity, viscosity, absorp-
tion, and specific heat.

Even though nanofluids show promising thermal properties and potential in
many applications and industrial areas, there are some drawbacks. Differ-
ent nanofluid materials can be very hazardous to living creatures and the
environment and expensive to produce. Because of the toxicity of many of
the materials, nanofluids might not be suitable for, for example, water pu-
rification. They can also impose problems in complex geometrical systems,
like clogging, deposition, and erosion. This problem can, as mentioned, be
somewhat avoided by adding stabilizing additives [28].

2.2 Gravity-Driven Film Flow

Thin gravity-driven film flow along an inclined plane is described by math-
ematical analysis in [52]. The flow is assumed to be steady, laminar, with
constant thickness and fully developed velocity gradients on a surface free of
ripples. In addition, there is assumed to be no pressure drop along the plane,
and the drag at the free surface of the liquid is considered so small that the
shear stress here is ignored.

Figure 5 illustrates a fluid element in this type of flow, reproduced from [52].
In the figure, β is the angle of tilt, b is the layer width, δ is the thickness
of the fluid layer, L is length of the fluid element, r is the thickness of the
control volume element, Fg is the gravity force, and τA is the shear force on
the lower surface of the element.
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Figure 5: Thin fluid film flow on an inclined plane

From the model assumptions, a mathematical relation for the velocity profile
of the flow can be derived. The assumption of steady flow requires the sum
of the forces parallel to the flow to equal zero. As seen in figure 5, this is the
sum of the sheer force τA at the bottom of the fluid layer and the parallel
gravity component of Fg. This force balance results in:

Fgcosβ − τA = 0. (1)

With some manipulation of equation (1), the resulting velocity distribution
in the layer is:

u =
ρgcosβ

2µ
(δ2 − r2). (2)

Figure 6 illustrates the velocity boundary layer and the parabolic behavior
of the velocity in the thin fluid layer.
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Figure 6: Velocity profile in a thin fluid film flow

If the fluid element has a cross section dS, the differential mass flow rate
is:

dṁ = ρudS = ρubdr, (3)

where dr is the thickness off the differential volume element. Integrating
both sides of equation (3) gives the formula for the mass flow rate:

ṁ =

∫ δ

0

ρubdr =
bδ3ρ2gcosβ

3µ
. (4)

Solving equation (4) results in the mathematical expression for the fluid flow
film thickness:

δ = (
3µΓ

ρ2gcosβ
)1/3, (5)

where Γ is the liquid loading ṁ
b

[52].

When dealing with fluid dynamics, the Reynolds number is a significant
dimensionless number. The number decides whether the flow is laminar,
turbulent, or partially laminar and turbulent [52]. The Reynolds number for
a flat plate thin film flow depends upon the inlet velocity u0, the fluid film
thickness δ, the fluid density ρ, and the viscosity µ. It is expressed as

Re =
u0δρ

µ
. (6)
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For most simple fluid flow cases, Reynolds numbers below 2100 are associated
with a fully laminar flow. For Reynolds numbers between 2100 and 4000,
there is a transition region, where the flow can be either laminar or turbulent
at a point. Ordinarily, Reynolds numbers above 4000 indicate that the flow
is fully turbulent.

2.3 Thermal Physics

2.3.1 Heat Transfer

Heat transfer is a process where energy is transferred due to a temperature
difference. In all cases, heat flows to a region of lower temperature than the
source region. There are three basic modes of heat transfer: conduction,
convection, and radiation [53].

Conduction

Conduction is a mode of heat transfer where heat flows without any motion
of matter and is driven by a temperature gradient. On a small scale, the
heat transfer happens at a molecular level, where molecules in a fluid col-
lide. Energy and momentum are transferred from high-energy molecules to
molecules of lower energy. This happens because regions of high temperature
contain molecules of high energy and the opposite. There is a proportionality
relation between the heat flux and the gradient, which according to to [53]
can be presented as:

dq

dA
= −k

∂T

∂x
+

∂T

∂y
+

∂T

∂z
= −k∇T, (7)

where the left side represents the heat flux normal to the surface, k is the
thermal conductivity, and ∇T is the temperature gradient in the spatial
directions x, y and z. The thermal conductivity property is characteristic of
each material. The negative sign in equation (7) can be explained by the fact
that heat always flows in the direction of decreasing temperature [53].

Convection

Convection is the heat transfer mode where heat is transferred to the fluid
in motion from a boundary surface. There are two types of convection:
forced convection and natural convection. Figure 7 illustrates convective heat
transfer due to a fluid flowing past a plate.
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Figure 7: Illustration of forced convection over a plat plate

Forced convection refers to the case when a pump or a similar device induces
the fluid flow. In contrast, natural convection occurs due to density differ-
ences caused by a temperature gradient. Even though the motion of fluid
drives the convection process, the actual process occurring on a smaller scale
is conduction within the moving fluid. In other words, the internal energy is
transferred within the fluid.

When considering convective processes where heat is transferred from a
boundary surface to a fluid with relatively low average velocity, an impor-
tant property to introduce is the heat transfer coefficient h. The property is
presented in Newton’s law of cooling, expressed as:

q

A
= h(Tw − Tf ), (8)

where q is the heat flow rate, A is the bounding surface area, Tw is the tem-
perature of the wall, and Tf is the characteristic temperature of the fluid. Tf

is often considered the enthalpy-mixed-mean temperature, the temperature
the fluid will reach if it is stirred into a constant temperature. The heat
transfer coefficient h highly depends on geometry, physical fluid properties,
and fluid velocity [53].

According to the no-slip condition, heat transfer is due to conduction because
the velocity is zero at the wall for a fluid flowing over it. Therefore, at the
wall, equation (7) is the one accounting for heat transfer. By combining
Fourier’s law with Newton’s law of cooling, the heat transfer coefficient is
expressed as
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h =
q/A

Tw − Tf

= −k(δT/δy)|y=0

Tw − Tf

. (9)

An important dimensionless number in heat transfer is the Prandtl num-
ber, defined as the ratio between the momentum and thermal diffusivity.
Physically, this describes how fast heat is transferred relative to how quickly
momentum is transferred. If Pr < 1, heat is transferred more rapidly than
momentum in the fluid, Pr = 1 means the thermal and velocity boundary
layers are of the same thickness. Lastly, if Pr > 1, heat is transferred slower
than momentum, which is the case for high viscosity fluids like oil [52]. For
laminar flow over a flat plate, the Prandtl number of the fluid is:

Pr =
cpµ

k
, (10)

where cp is the fluid’s specific heat, deciding how much energy is needed to
increase 1 kg of the fluid by 1 K, µ is the fluid’s viscosity, and k is the thermal
conductivity.

The Nusselt number is also an important dimensionless variable. Physically,
it signifies the ratio of convective heat transfer to conductive heat transfer in
the fluid film. In heat transfer for flow over a flat plate, the average Nusselt
number over the entire plate is:

Nu =
hL

k
, (11)

where L is the distance from the inlet of the flat plate to the outlet. h is
the average heat transfer coefficient over the entire plate, and for laminar
flow, [53] expresses this constant as:

h =
k

L
0.664

3
√
Pr

√
Re =

k

L
0.664 3

√
cpµ

k

√
u0δρ

µ
, (12)

where δ is the film thickness, ρ is the density, and u0 is the inlet velocity.
Equation (12) only holds for Prandtl numbers greater than or equal to 1.0
and a Nusselt number higher than or equal to 10 [53].
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Radiation

Thermal radiation is electromagnetic radiation emitted from a body, and
the energy flux depends highly on the object’s temperature. The radiation
wavelength can range from 0.1 to 100 µm, and all objects with temperatures
above 0 K emit thermal radiation. Radiation heat transfer does not require
any medium to travel through; the most efficient heat transfer occurs in a
vacuum. For a blackbody, an object emitting the same amount of energy as
it absorbs, the energy flux emitted is expressed by the Stefan Boltzmann’s
law :

eb = σT 4, (13)

where the Stefan Boltzmann’s constant σ = 5.669 · 10−8 W/m2K4. Equation
(13) only holds for an ideal radiator, and engineering surfaces generally do
not perform as ideal radiators [53]. In this case, equation (13) is modified
to:

e = ϵσT 4, (14)

where ϵ is the emissivity of the surface of the body and holds a value between
0 and 1. In the case where there is heat exchange by radiation between two
blackbodies 1 and 2, the net heat exchange from 1 to 2 is expressed as:

q = σA1(T
4
1 − T 4

2 ), (15)

where T1 is the temperature of body 1, and T2 is the temperature of body
2. When only a fraction of the radiation from body 1 hits body 2, equation
(15) becomes:

q = ϵσA1F1−2(T
4
1 − T 4

2 ), (16)

where the view factor F1−2 is the value of this fraction. For real bodies,
the view factor also depends on the emissivity of the bodies as well as the
geometric view.

18



Solar Absorption in a Fluid

Solar radiation is another term for electromagnetic waves, which are emit-
ted from the sun [54]. The energy of an electromagnetic wave is inverse
proportional to the wavelength:

E =
hc

λ
, (17)

Where h = 6.626 · 10 −34 Js is Planck’s constant, c = 2.998 · 108 m/s is
the speed of light in vacuum and λ is the wavelength of the electromagnetic
wave [55]. The solar radiation at the earth’s surface is often measured in
W/m2, which is referred to as the intensity of solar radiation [54]. The
radiation incident on the surface of the earth holds wavelengths between 300
and 2500 nm, as seen in figure 2.

Figure 8 is reproduced from [56] and shows the solar AM1.5 direct normal
radiation, which is a representation of the direct solar radiation reaching the
surface in the areas with the highest level of incident sunlight. The figure
shows a sharp peak in radiation in the visible spectrum (400 - 700 nm).

Figure 8: Solar Radiation Spectrum, reproduced from [56]

The principle of using particles to harvest solar energy was first officially
studied by Hunt [57] in 1978, and later by Andresen et al. [58] in 1988.
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Since then, particle-gas absorbing mixtures have been extensively applied
for radiation heat absorption [27]. The thickness and extinction coefficient
of a fluid decides how radiation intensity attenuates as it travels through
the fluid. The extinction coefficient accounts for scattering and absorption
within the fluid. Beer-Lambert’s law is often used to decide the amount of
heat that is absorbed in a nanofluid ([39], [37], [43]) and is illustrated in
figure 10. Beer-Lambert’s law describes the radiation that is still present
at a given depth in the fluid compared with the incoming radiation and is
defined as:

I

I0
= exp(−σy), (18)

where σ is the extinction coefficient of the fluid, and y is the fluid depth
where the radiation intensity I is considered. I0 is the intensity of the in-
coming direct radiation [26]. Figure 9 shows a sketch of solar absorption in
a nanofluid.

Figure 9: Sketch of solar radiation being absorbed by nanoparticles in a
nanofluid
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Figure 10: Sketch of the dissipation of radiation travelling through a fluid

For very low particle concentrations, it can be proven that the scattering in a
nanofluid can often be neglected when calculating the extinction coefficient.
This is because the nanofluid has a much higher absorption efficiency than
scattering efficiency due to the low concentration and small particles with
large gaps in between them [19, 26].

In reality, the nanoparticles will experience some level of agglomeration with
a two-step preparation method. If the manufacturer’s average particle diam-
eter is between 20 and 40 nm, the real value can range from 50 to 120 nm.
Because a slight change of the diameter can increase the scattering intensity
significantly [15], it should be accounted for when particle agglomeration oc-
curs [26]. With a nominal particle size of 100 nm, as much as 5 % of the
incoming light can be scattered by a nanofluid. However, if the average par-
ticle size is < 50 nm, any potential scattering can be neglected for volume
fractions below 0.6 % [26, 15].

An ideal nanofluid for volumetric solar absorption must effectively absorb
the solar radiation within the wavelength range 300 nm < λ < 2500 nm.
Taylor et al. [26] studied the best conditions for efficiently absorbing solar
radiation in this wavelength range and convert into heat within the working
fluid. The nanofluids prepared in the project were expected to absorb >
95 % of the AM1.5 direct normal radiation with a fluid depth of 10 cm.
Another significant result of this study proved that nanoparticles mainly
absorb radiation in the shorter wavelengths of the solar spectrum, while the
base fluid absorbs radiation with longer wavelengths in the infrared spectrum
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(> 900 nm). Water actually proves to be a more efficient absorber of solar
radiation than nanoparticles at these wavelengths. Therefore, water will emit
most radiation at long wavelengths, behaving like a blackbody [26].

Struchalin et al. [37] measured the extinction coefficients corresponding to
different concentrations of carbon black nanofluids for two wavelength ranges
of the solar spectrum. The first range includes the wavelengths 400 - 1100
nm (1), and the second range corresponds to wavelengths 1000 - 1700 nm (2).
The extinction coefficient values are plotted in figure 11. In the introduction,
it was mentioned that the photovoltaic cell only converts solar energy into
electrical energy at wavelengths between 700 and 1100 nm, and figure 8 shows
that the intensity peaks between 400 and 700 nm. Therefore, it is sufficient
to use the extinction coefficients from range (1) in the case of this project
and consider it to be the average extinction coefficient over the entire range
of incident solar radiation.

Figure 11: Measured extinction coefficient for different volume fractions. The
data is obtained from Struchalin et al. [37]
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2.3.2 Thermophysical properties

The thermophysical properties of a fluid are decisive in the fluid’s thermal
abilities. They include the specific heat capacity, thermal conductivity, vis-
cosity, the heat transfer coefficient, density, and surface tension. To decide
the thermal performance of a heat transfer fluid, it is necessary to look at how
these thermophysical properties behave when the system’s operating condi-
tions are changed. Operating parameters for a nanofluid can be temperature,
ambient conditions, base fluid, particle size, particle shape, and particle con-
centration. These parameters need to be chosen correctly to obtain the most
efficient thermal properties [5].

Thermal conductivity

Thermal conductivity is a material’s ability to conduct heat and is defined as
the proportionality between heat flux and temperature gradient. The prop-
erty is critical when considering the thermal performance of a heat transfer
fluid. Dispersing nanoparticles into a base fluid is known to enhance the
thermal conductivity significantly ([22], [59], [60], [61]). Several factors affect
the thermal conductivity of a nanofluid, and the most important factors are
the material, particle size, temperature, pH-value, Brownian particle motion,
base fluid, specific surface area, particle concentration, and stability [5, 19].
Increasing the particle size will, in most cases, cause the nanofluid to become
unstable, negatively affecting the thermal conductivity. Specific surface area
is the ratio between the particle surface area and mass, and an increase of
this parameter creates a larger surface for heat transfer from the particles,
increasing the thermal conductivity. Increasing the temperature will increase
thermal conductivity, and so will increasing the particle concentration. How-
ever, increasing the concentration too much will decrease the value because
the nanofluid becomes unstable with agglomerates [19]. The material’s ther-
mal conductivity also affects the resulting nanofluid conductivity, in most
cases positively because solids generally have higher thermal conductivity
than fluids. Unstable nanofluids will quickly form agglomerates and decrease
thermal conductivity. Therefore, stabilizing additives might be necessary.
Brownian motion of the particles is the most crucial factor thermal con-
ductivity depends on [24, 21]. This is the key mechanism that controls the
thermal behavior of the fluid-particle suspension and is directly connected to
the temperature of the fluid. Figure 12 is a schematic of the essential factors
that affect the thermal conductivity of a nanofluid.
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Figure 12: Schematic showing factors affecting the thermal conductivity of
a nanofluid

From experiment, Lee et al. [23] concluded that thermal conductivity in-
creases linearly with volume fraction for Al2O3 and water nanofluid. Ma-
suda [61] studied the nanofluid’s thermal conductivity by experiment. The
highest enhancement of thermal conductivity in nanofluids to be reported
was 32.4 % for Al2O3 nanofluid in temperature range 31.85 - 86.85 C. Chan-
drasekar et al. [59] measured the thermal conductivity of Al2O3 dispersed
in water and achieved an enhancement of 9.7 % by increasing the particle
concentration. Lee et al. [60] also found that suspending 4 % volume fraction
of CuO particles in ethylene glycol resulted in a 20 % increase in thermal
conductivity. Some researchers have observed an enhancement of thermal
conductivity with increasing particle size, with volume concentrations of 1-2
%. Others have studied MWCNT and water nanofluids and concluded that
they exhibit a higher thermal conductivity than other common nanofluids. It
has also been concluded that base fluid type affects thermal conductivity. For
instance, ethylene glycols have outperformed water for thermal conductivity
matters in nanofluids [5].

2.3.3 Thermal and electrical efficiencies

There is a strong correlation between the temperature, solar irradiance, and
electrical power conversion of photovoltaic panels [11, 12]. Decreasing solar
radiation decreases electrical output, while an increasing cell temperature
will decrease the electrical efficiency of the cell [12]. The equation for the
electrical energy efficiency of the PV-panel is:
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ηPV = ηref (1 − β[T − Tref ]), (19)

where ηref is the reference efficiency of the photovoltaic panel, β is the tem-
perature coefficient, T is the average temperature of the panel, and Tref is
the reference temperature of the panel [11].

In the case of a fluid film flow over the panel, the radiation attenuation from
equation (18) in the fluid must be accounted for. Therefore the electrical
efficiency of the panel becomes:

ηPV,C =
I

I0
ηPV = exp(−σδ)ηPV . (20)

The thermal efficiency of a thin fluid film subject to heat transfer is:

ηth =
ṁcp(TOUT − TIN)

q0A
, (21)

where ṁ is the mass flow rate, cp is the specific heat of the fluid, and TIN

and TOUT are the fluid temperatures at the inlet and outlet of the fluid flow,
respectively [11].

Assuming that all the energy harvested in the fluid goes to heating, the total
energy efficiency of the PV/T system is found by adding the right sides of
equations (20) and (21):

ηTOT =
ṁcp(TOUT − TIN)

q0A
+ exp(−σδ)ηPV . (22)

2.4 Computational Fluid Dynamics

Computational fluid dynamics (CFD) is the process of finding a numerical
solution to physical problems including fluid dynamics, using CFD software.
Many physical processes are complicated and time-demanding to analyze
through an experimental setup, and using CFD solves these problems. In
such an analysis, the fluid flow is examined in accordance with its physical
properties, simultaneously [62].

Three essential equations describe the relationship between the physical prop-
erties of interest for the analysis, which will be presented in this chapter. The
mathematical models depend on the physical situation, for example, whether
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it includes heat transfer, mass transfer, phase transfer, etc. It is also im-
portant to validate the model against theoretical or experimental analysis
to achieve an accurate solution to the case [62]. In this project, the soft-
ware used for the numerical analysis is Simsenter STAR-CCM+ 2020.1 from
Siemens.

2.4.1 Governing Equations of CFD

All of the governing equations used in computational fluid dynamics are
derived from the three laws of conservation, saying that mass, momentum,
and energy are conserved within a closed system [62, 63]:

1. Conservation of mass - the continuity equation
2. Conservation of momentum - Newton’s second law
3. Conservation of energy - the first law of thermodynamics

The physical flow variables velocity, pressure, and temperature must be ob-
tained simultaneously from these three basic conservation equations. How-
ever, pressure and temperature are the two independent thermodynamic vari-
ables required. The final conservation equations also contain the thermody-
namic values density ρ, enthalpy h, viscosity µ, and thermal conductivity k.
These properties are decided from the independent values of pressure and
temperature. For any physical case involving fluid flow, velocity, pressure,
and temperature should be analyzed at every point in the flow [62].

A fluid flow regime can be investigated with a Lagrangian or a Eulerian ap-
proach. The principle of the Lagrangian method is calculating the properties
of a volume element following the flow. This is a time-dependent method,
where the computer follows the flow through space and time. The Eulerian
method investigates the physical properties of the flow within a volume el-
ement fixed in space [62]. Figure 13 shows a volume element following the
Lagrangian approach and another volume element that corresponds to an
Eulerian approach.
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Figure 13: Volume element representation with a Lagrangian and an Eulerian
approach

For a Lagrangian flow model, these equations describe the motion:

x = x(a, b, c, t),

y = y(a, b, c, t),

z = z(a, b, c, t), (23)

where a, b, and c are the initial spatial coordinates of the volume ele-
ment.

For an Eulerian flow model, it is the velocity components that are the un-
known functions of the independent variables x, y, z, and t, giving the ve-
locity components:

u = u(x, y, z, t),

v = v(x, y, z, t),

w = w(x, y, z, t). (24)

Mass conservation

The mass conservation principle can be mathematically described as

Dρ

Dt
+ ρ(∇ · v) = 0, (25)
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where D
Dt

is the substantial time derivative operator, v is the velocity, ρ is the
density, and ∇ is the gradient operator. For incompressible flow, equation
(25) becomes:

∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0, (26)

where u, v and w are the spatial velocity components in directions x, y
and z, respectively. This equation is often referred to as the continuity
equation [62].

Momentum Conservation

The equation for conservation of momentum, also referred to as the Navier-
Stokes Equation, is:

D(ρv)

Dt
= −∇p + ∇ ·T + ρg, (27)

where ρ is the density, T is the viscous stress tensor, and ρg is the gravita-
tional force per unit volume [62].

The terms of the equation denote the local change of momentum with time,
momentum convection, the surface force, the diffusion term, and the mass
force, respectively.

For viscous, newtonian fluids, equation (27) simplifies to:

D(ρv)

Dt
= −∇p + µ∇2v + ρg + F, (28)

where F represents any external forces on the fluid.

Energy Conservation

The equation for energy conservation is the third law of thermodynamics,
and it states that the sum of the work and heat added to a system equals
the increase in the system’s internal energy.

dE = dQ + dW. (29)

The energy equation is given as:
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D(ρ(e + 0.5|v|2)
Dt

= −p∇v + ρv · g + ∇ · (T · v) + qv + ∇ · (k∇T ). (30)

The first term of equation (30) denotes the rate of change of the total energy
of the fluid with time where ρ is the density, e is the enthalpy, and v is
the velocity. The second and third term make up the net work done by
pressure and gravity, where p is the pressure. The next term is the viscous
term where T is the viscous stress tensor, which physically is associated with
the work done by shear stresses in the fluid. qv is the volumetric heat due to
radiation. Finally, the last term is the net heat to the fluid due to conductive
heat transfer, where k is the thermal conductivity [63].

Mesh Independence Study

The CFD program separates the domain into many small subdomains, called
cells, to get an accurate solution to the physical problem. All of the cells
in the domain form the mesh. In other words, the domain of interest is
discretized into these small cells to which the mathematical equations can be
applied, assuming they have a linear behaviour within each cell. Therefore, in
an area where a parameter is highly sensitive, the mesh needs to be finer. The
mesh is a common cause of errors in the computed solution. When the mesh
is not fine enough in the areas of highly fluctuating parameters, there is a
high risk of getting results far from reality. To find the most suitable mesh for
the physical problem, it is necessary to carry out a mesh independence study.
Properties like cell type, cell number, and computation time are essential to
obtain an accurate solution. This mesh optimizing method depends on the
conditions of the physical problem, but for a thin fluid film over a flat plate,
the steps can be:

1. Prism layer total thickness independence

2. Number of prism layers independence

3. Base size independence

Convergence

In computational fluid dynamics, convergence is an important issue. The
convergence of a solution is affected by factors like phase change, turbulence,
and mass transfer. The convergence is controlled by the error between the
solutions of the last two stages of computation, meaning how much the so-
lution fluctuates between the stages. The less this error is, the more stable,
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hence more accurate the solution is. Even though the solution converges, it
does not always mean it is correct. To achieve convergence, the mesh can be
refined or changed in other ways. It is also important to repeat the solution
to avoid ambiguities in the simulating process [62].

Laminar and Turbulent Flow

Laminar and turbulent flow patterns differ a lot, generating very different
solutions in computer software. A turbulent flow case takes much more
computing power than a laminar flow case. This is because a turbulent flow
is not steady, so it will change over time, requiring the entire domain to be
recalculated for each time step [62].

Thin Fluid Film Model

For simulation of a running fluid film, STAR-CCM+ can offer several pos-
sible solutions to solve the problem. The Thin Fluid Film model takes into
consideration the complex interactions between the film, the surroundings,
and the surface over which the film flows. There are for this model many
options on how to model the film. It is possible to define an initial film layer
on the surface, boundary surfaces can be defined as fluid film inlets and out-
lets, fluid film mass sinks and sources can be defined, and a phase changing
gas can be defined in a region and evaporate to create a fluid film. The
model solves the transport equations for mass, momentum, energy, species,
and volume fraction [64]. In the model, a shell region is created within the
initial domain created as a one-cell thick two-dimensional surface domain.
The boundaries for the domain are edges and interfaces to the surface and
surroundings. The model assumes that the fluid film is created on one of
the bounding surfaces of a background fluid region, for example, air. The
velocity profile is assumed to be parabolic in the model, as shown in figure
6. The model also assumes the layer to be thin enough for the flow to be
laminar by the laminar boundary layer approximation [64].

A physics continuum in a region must be specified before setting up a fluid
film on a region. The solvers of the model are:

• Fluid film segregated flow solver,

• Film velocity solver (momentum conservation),

• Film thickness solver (mass conservation).

Mass conservation in the model is solved by using equation (26) and can
be applied to several species of a multicomponent film to calculate the film
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thickness. Momentum conservation is solved for equation (28), where the
momentum source term F in the equation is due to the capillary force. Lastly,
the energy equation is solved by using equation (30). When the fluid film
volume fraction is solved, the film occupied volume is subtracted from the
gas phase volume in the cells adjacent to the fluid film.
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3 Methods

3.1 Computational Fluid Dynamics Model

3.1.1 Model description

Figure 14 shows the entire PV/T setup of the study. The model consists of an
inclined solar cell at the bottom (3), covered by a flat plate direct absorption
solar collector (DASC) with a fluid film flowing over the panel (2) with a
fluid inlet (1). Figure 15 displays a schematic of the model’s dimensions.
Assumptions made for the system are:

• Steady temperature distribution,

• Newtonian fluid,

• Laminar flow,

• Steady flow,

• No slip at the solid surface.

Figure 14: Sketch of the PV/T

32



Dimensions 1610 x 950 x 38 mm
Weight 18 kg

Temperature coefficient β -0.4 %/◦C
Reference efficiency ηREF 15.8 %

Reference temperature TREF 25 ◦C
Reference irradiation IREF 1000 W/m2

Table 1: Specifications for the photovoltaic panel, obtained from [65]

Figure 15: Dimensions of the PV/T system

Table 1 contains all the properties of the photovoltaic panel necessary for the
numerical calculations obtained from REC Group [65].

Because the fluid flow is assumed to be symmetric in the direction parallel
with the inlet step, the geometry in STAR-CCM+ is simplified by short-
ening this side. This is to give the simulated model a more competitive
computational running time, which is always a goal when running computer
simulations. The model used for the simulating process in STAR-CCM+
is the Thin fluid film model, which is described in detail in Chapter 2.4.1.
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The other physical models chosen in the simulation correspond to the case
of constant density of the media, laminar flow, and segregated flow and fluid
temperature. The implicit unsteady model is also added, which only means
that an iterative procedure to find the value of a quantity at a given time-
step in the simulation is used. In practice this means that the solution at
each point in the domain is updated for each time step, thus the solution is
dependent on time. The background domain in the model is chosen to be
air.

3.1.2 Creating the Mesh

To have a competitive running time for the simulation and achieve the most
accurate results, a mesh independence study was carried out. The aim was
to study which type of mesh gives the most accurate results compared to the
theoretical value for the fluid film thickness. The mesh independence study
was carried out by varying the base size, the number of prism layers, and
prism layer total thickness, one at a time. The simulated fluid film thickness
was compared to the theoretically calculated value from equation (5). The
mass flow rate is kept at 5 kg/min during the entire mesh independence
study.

Prism layer total thickness independence

In the first case, the base size was set to 0.015 m, while the number of prism
layers was set to 2. The error between the theoretically and numerically
calculated film thickness versus the prism layer total thickness is plotted in
figure 16, and the exact values are shown in table 7 in Appendix A.

Figure 16: Fluid film thickness error vs prism layer total thickness
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The optimal value for the prism layer total thickness is 0.0015 m in this case,
which is 10% of the base size.

Number of prism layers independence

When deciding the number of prism layers, the base size was kept at 0.015 m
and the prism layer total thickness was 0.0015 m as shown above. The film
thickness error value is shown for a varying number of prism layers in figure
17. The values are displayed in table 8 in Appendix A.

Figure 17: Fluid film thickness error vs number of prism layers

According to the simulated results, the lowest error is achieved when the
number of prism layers is 1. However, the error value seems to converge for
6 prism layers, and a more accurate solution is therefore likely.

Base size independence

The obtained values for the number of prism layers and the prism layer total
thickness are used when finding the optimal base size. The film thickness
error is plotted versus base size values in figure 18. The plotted values can
also be seen in table 9 in Appendix A.
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Figure 18: Fluid film thickness error vs base size

Because of the alternating values of thickness error in the figure, the simula-
tion was run for base sizes outside this range as well. It was observed that
the alternating behaviour repeats itself. The lowest film thickness error is
found when the base size is equal to multiples of 0.07 m. Considering these
results, the base size was set to 0.07 m. The optimized mesh parameters are
presented in table 2.

Prism layer total thickness (m) Number of prism layers Base size (m)

0.0015 6 0.07

Table 2: Optimal values for the mesh

After implementing these values in the simulation, the resulting error between
the theoretical and numerical solution for fluid film thickness is 1.1 µm, which
is ≈ 3.5 % of the theoretically calculated fluid film thickness. An image of
the mesh is shown in figure 19.
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Figure 19: Mesh image in STAR-CCM+

3.1.3 Model Validation

The use of computational fluid dynamics as a tool for predicting the be-
haviour of physical flow systems is widespread. Therefore, it is relevant to
question the accuracy of the solutions this method yields [66]. A valida-
tion study of the model is therefore crucial for deciding the reliability of the
model. The simulated values for outlet temperature and fluid film thickness
were compared to theoretical models. The model validation was carried out
with no present radiation or other external heat sources. The parameters set
for the fluid are associated with water.

Figure 20, obtained from [53], is an experimentally developed figure showing
the temperature distribution in the laminar boundary layer in flat plate flow.
This figure was chosen to validate the simulation results.
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Figure 20: Theoretical model for temperature distribution in the laminar
boundary layer of flat plate flow. The figure is reproduced from [53]

In the model, y denotes half the fluid film thickness, and the velocity at this
position is considered to be the average fluid velocity. The parameter x is
the spatial coordinate along the plate, which in this case was set equal to
the length of the panel because the temperature was to be studied at the
fluid flow outlet. νe, ue, and Te are the kinematic viscosity, the x-component
of the velocity, and the fluid temperature considered at the leading edge,
respectively. Furthermore, Tw is the average wall temperature, and T is
the fluid temperature at the outlet. To compare several results from the
theoretical model with the simulation, the wall temperature was varied from
10 to 60 ◦C. The mass flow rate was held at 5 kg/s. The surface average
temperature at the fluid outlet was studied in the simulation. When the
simulation converged, the resulting values were compared with the theoretical
values calculated from the model in figure 20.

In addition, the numerically solved values for fluid film thickness was vali-
dated against the theoretical formula in equation (5). The film thickness was
solved at mass flow rates from 1 to 10 kg/min, and the plate temperature
was held at a constant value of 20 ◦C. The error between the theoretical and
numerical results were found and discussed for all the flow rates.

38



3.1.4 Thermal Balance

It is essential to obtain thermal balance for the PV panel to complete a
numerical analysis of the model. This is done by applying the first law of
thermodynamics, where the internal energy change is

∂U

∂t
= qin − qout + qg, (31)

where qin is the heat transfer rate into a system, qout is the heat transfer rate
out of a system, and qq is the heat generation rate in the system [13].

From equation (16) describing the thermal radiation emission from an engi-
neering surface to another body, the radiative heat loss to the surroundings
from the photovoltaic panel can be expressed as:

q = σϵA(T 4
PV –T 4

AMB). (32)

Here, TPV is the uniform temperature of the panel, while TAMB is the ambient
temperature.

The convective heat transfer from the bottom of the panel to the surroundings
due to temperature gradient is derived from Newton’s law of cooling given in
equation (8) and is expressed as:

q = hA(TPV − TAMB), (33)

where h is the heat transfer coefficient. The amount of heat transfer to the
fluid is expressed as:

q = ṁcp,F (TOUT − TIN), (34)

where in this case, TIN is the inlet fluid temperature, TOUT is the outlet fluid
temperature and ṁ is the mass flow rate of the fluid.

The transient condition for the total amount of heat in the panel is given
as:

q = mPV cp,PV
dTPV

dt
, (35)
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where mPV is the mass of the PV-panel, cPV is the specific heat of the panel,
and TPV is the temperature of the panel [53].

Lambert-Beer’s law expresses the solar radiation transmitted through the
fluid film in equation (18), where the heat is:

q = q0e
−σδA. (36)

Some radiation transmitted to the panel will be transformed into electrical
energy within the panel, and this energy is derived from the equation (19)
for electrical efficiency, giving:

q = ηPV q0e
−σδA, (37)

where A is the area of the top surface of the panel [18]. Now, applying
equations (32) - (37) to equation (31), the thermal balance equation for the
panel is obtained as:

mPV cp,PV
dTPV

dt
= q0e

−σδA− ṁcp,F (TOUT − TIN)

−hA(TPV − TAMB) − σϵA(T 4
PV –T 4

AMB) − ηPV q0e
−σδA. (38)

The thermal balance equation (31) was implemented in the simulation as a
field function and set as boundary heat flux on the solar panel surface, which
is the wall upon which the film flows. Beer-Lambert’s law from equation
(18) was implemented as ”Energy Source Option” to the fluid film region.
The values for the extinction coefficients from figure 11 were used in the
simulating process, which is assumed constant for radiation from 400 - 1100
nm. As mentioned earlier, this is the most energetic range of the solar ra-
diation spectrum and contains the bandgap wavelengths of the photovoltaic
panel. Because of this simplification, the absorption coefficient of the fluid
is assumed to be constant over the entire solar radiation spectrum.

Monitored values

The monitored values were surface average temperature at the outlet and
the photovoltaic panel surface, and field functions with the electrical and
thermal efficiencies in equations (20) and (21) were also reported. First, the
case without cooling or absorption was run. Then, the simulation was run
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Parameter Value

Film thickness at inlet 5 mm
Fluid temperature at inlet 20 ◦C

Initial PV surface temperature 20 ◦C
Constant ambient temperature 20 ◦C

Radiation Heat Flux 1000 W/m2

Table 3: Conditions for the Model in STAR-CCM+

for extinction coefficient values 50 - 1000 m−1 for the mass flow rates of 1, 5,
and 10 kg/min.

The system’s boundary conditions, initial conditions, and static conditions
are shown in table 3.
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3.2 Thermal Conductivity Experiment

3.2.1 Motivation

To better understand the effect of dispersing nanoparticles into a base fluid,
it is necessary to carry out experimental measurements of thermophysical
properties. Thermal conductivity, dynamic viscosity, surface tension, density,
and specific heat are interesting properties to understanding the heat transfer
performance of fluid [22].

As mentioned in Chapter 2.3.2, many researchers have reported an increased
thermal conductivity when increasing the nanoparticle concentration in a
nanofluid for different nanoparticle materials. However, many experiments
are only carried out for low particle concentrations ( < 1 wt.%). In addition
to optical filtering, the PV/T system of this study holds potential for ther-
mal cooling as well. This would be implemented so that the temperature of
the photovoltaic panel controls the fluid flow. This way, the solar cell will be
exposed to all solar radiation during a specific period to be cooled by a high
concentration nanofluid. As mentioned earlier, very low particle concentra-
tions rarely result in any significant enhancement to heat transfer properties
of a fluid, but this is not the case for higher concentrations. Therefore, this
part of the study aims to gain an understanding of how a high concentration
of carbon black particles dispersed in a base fluid affects the fluid thermal
conductivity.

In this part of the project, carbon black nanofluids were prepared at con-
centrations 0.5 wt.% - 6 wt.%, and different base fluids were used. This was
done due to challenges with instability and to see how the base fluid affects
the results. The thermal conductivity of the freshly prepared nanofluids was
measured with a laboratory thermal measuring device.

3.2.2 Nanofluid Preparation

The nanoparticle types used in this experiment are carbon nanofibres from
Bergen Carbon Solutions [67] and carbon black spherical nanoparticles from
Timcal Ensaco [68].

Bergen Carbon Solutions use advanced and innovative nanotechnology to
transform CO2 into carbon and oxygen. This production method is, there-
fore, also a contributor to reducing the CO2 emissions [67]. The length of
the nanofibres is > 5 µm, and the thickness is > 50 nm. The manufactured
properties of the nanofibers are given in table 4.
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Property Value Unit

Carbon content < 95 %
CNF content > 80 %

Length > 5 µm
Thickness > 50 nm

Metal impurities ≤ 10 %

Table 4: Manufactured properties of carbon nanofibers

The base fluids in this experiment were water-based with applied sodium
dodecyl sulfate (SDS) and Triton X-100, individually.

SDS is an anionic (negatively ionized) surfactant often used as a stabiliz-
ing surfactant in nanofluids [69]. Several nanofluid research projects have
achieved good stability results when applying 1 wt.% SDS in the nanofluid,
some of them are Taylor et al. [26] and Struchalin et al. [37]. Sedong et al. [45]
did an experimental study and reported that using SDS as a surfactant for
carbon-based nanofluids would yield higher stability than using other surfac-
tants. This also implies that higher thermal conductivity is achieved, which,
as mentioned, is desirable for a heat transfer fluid.

Triton X-100 is a non-ionic dispersant that differs from surfactants such as
SDS on a molecular level [69]. The surfactant is often applied to bring down
the surface tension of a media [70]. Several researchers have reported high sta-
bility and heat transfer enhancement by using Triton X-100 ([22], [69], [71], [70]).
Assael et al. [69] did an experimental study on the thermal conductivity of
MWCNT nanofluids with different surfactants (for instance SDS and Triton
X-100). They achieved enhancement values up to 13 % when using Tri-
ton X-100, but concluded that the other ionic surfactants were favourable
for enhancement increase of MWCNT nanofluids. For TiO2-deionized water
nanofluid, Sözen et al. [70] reported that Triton X-100 was the most effec-
tive surfactant compared to the ionic surfactant Sodium Dodecyl Benzene
Sulfonate (SDBS).

The correct weight of nanoparticles and base fluid was measured with a Met-
tler Toledo weight scale [72], with an uncertainty of 0.001 g. The nanofluids
were dispersed by an ultrasonic probe (UP200Ht [73]), with sonication du-
ration of 40, 60, and 120 minutes. The powers applied were 50 W and 200
W. This device was also used for the sonication process by Taylor et al. [26]
and Hamze [22], and was as mentioned reported to work better than a bath
sonicator to break up agglomerates.
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3.2.3 Thermal Conductivity Measurements

The transient hot-wire (THW) method was applied for the thermal conduc-
tivity measurement part of the experiment. This method is often stated to be
the quickest and most accurate way to measure the thermal conductivity of
a fluid ([22], [74]). The method is extensively used in literature ([75], [45]).
The device THW-L2 (Thermtest Inc., Canada) was used for the measure-
ments, with an uncertainty of 5 % [22]. The device consists of a thin alumel
wire (60 mm long and 0.1 mm thick), which is heated during the measuring.
Figure 21 contains a detailed sketch of the fluid container and the part of the
measuring device in contact with the fluid. The wire is fully inserted into the
fluid. The fluid container only requires about 20 ml for a measurement.

First, the fluid was poured into the container. It was further placed into a
heat bath. Once the desired temperature (20 ◦C) was achieved, the measure-
ment was initialized manually in Thermtest, which is the computer software
corresponding to the device. All of the individual parts of the measuring
system are illustrated in figure 22. Each sample was measured five times,
with at least 5 minutes between each measurement. The average value was
calculated as the resulting thermal conductivity. Hamze et al. [22] achieved
good results with this device in their study compared to theory and other
studies.

Figure 21: Sketch of the container with liquid and the part of the measuring
device in contact with it
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Figure 22: Sketch of all the connected parts of the experimental setup

Distilled water was used for the base fluids in all cases. Before perform-
ing measurements on the nanofluids, the device was calibrated with distilled
water. Measurements were performed for base fluids where there were no
nanoparticles dispersed. Nanofluids of concentrations 0.5, 2, 4, and 6 wt.%
were prepared and measured. Due to problems with achieving stable nanoflu-
ids and limited time in the laboratory, the results differed significantly. Un-
fortunately, there was no time to prepare and measure all the concentrations
with the same preparation method and base fluid. The measurement results
are gathered in tables 13 - 16 in Appendix B.

For a small dataset of N measurements (usually 5 to 10) where the uncer-
tainties differ for each measurement, the uncertainty of the average value
is:

∆xavg =

√
(∆x1)2 + (∆x2)2 + (∆x3)2 + ...

N
. (39)

Equation (39) from [76] was used to calculate the uncertainties of all the mean
values of measured thermal conductivity. For calculating the uncertainty of
the addition z = x + y, the uncertainty can be calculated like this:

∆z =
√

(∆x)2 + (∆y)2, (40)

and for the division part z = x
y
, the calculated uncertainty is:
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∆z = |x
y
|

√(
∆x

x

)2

+

(
∆y

y

)2

. (41)

For calculating the uncertainties for mass concentrations of surfactant and
particle concentration, equations (40) and (41) were combined.

4 Results and Discussion

4.1 Computational Fluid Dynamics Results

4.1.1 Model Validation

Figure 23 displays the numerically and theoretically solved fluid outlet tem-
peratures, together with the corresponding static flat plane temperature.
Table 6 in Appendix A.1 shows the results in a plot.

Figure 23: Theoretically and numerically solved fluid outlet temperature
(vertical axis) vs static wall temperature (horizontal axis)
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It can be seen from the figure that the results agree very well within the cho-
sen temperature range. The error between the theory and simulation seems
to increase with increasing wall temperature. This is likely because the CFD
model captures the heat loss to the surroundings, which was not considered
in the theoretical model with results depicted in figure 20. The highest error
between the values is 3 % of the theoretical value for a plate temperature
of 60 ◦C. Higher temperature leads to higher heat loss; therefore, the error
will probably continue to increase with increasing temperature. However, in
the chosen range of temperatures, the model is successfully validated by the
theory.

The theoretically and numerically solved values of the fluid film thickness for
different mass flow rates between 1 and 10 kg/min are displayed in figure 24.
It can be seen that the compared values lie very close to one another; in fact,
the highest error found is only 2 % of the theoretical value for a mass flow
rate of 1 kg/min.

These two validation methods yield high accuracy for the model in STAR-
CCM+. It is safe to say that the model is a good representation of the
theory. However, it is difficult to tell how these results would compare to an
experimental study of this same system. To further validate the model, an
analogous comparison might be helpful. As indicated above, it is important
to note that there were no external heat sources to the fluid or plate in the
model validation process.
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Figure 24: Comparison plot between theoretical and numerically solved fluid
film thickness

Figure 25 displays the temperature distribution of the fluid film along the
panel, while figure 26 shows the fluid film thickness while the fluid moves
down the panel. The image shows the fluid film when it has only covered
about half of the length of the plane, hence it has not yet reached a steady
state. As can be seen in the figure, the fluid film thickness beyond this point
is equal to 0 m.
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Figure 25: Temperature distribution of the fluid film (the extinction coeffi-
cient is set to 800 m−1 and the mass flow rate is 1 kg/min)

Figure 26: Fluid film thickness of the fluid film moving down the panel

Figure 27 shows the fluid film thickness plot in STAR-CCM+. In this case
the extinction coefficient is set to 800 m−1 and the mass flow rate is 1 kg/min.
It can be seen that the fluid film thickness is ≈ 0.19 mm for this case.
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Figure 27: Plot showing the fluid film thickness in the steady flow (the
extinction coefficient is set to 800 m−1 and the mass flow rate is 1 kg/min)

Figure 28: Plot showing the fluid film average temperature in the steady
flow (the extinction coefficient is set to 800 m−1 and the mass flow rate is 1
kg/min)
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4.1.2 Efficiency of the System

The numerically solved photovoltaic panel temperature and electrical effi-
ciency without a fluid film on top are shown in table 5. As it can be seen,
the resulting electrical efficiency is 11.6 %. In an experimental study, Al-
Shohani et al. [77] observed a Si-cell electrical efficiency of 12.1 %, which is
close to this value.

Intensity (W/m2) TPV (◦C) ηelectrical (%)

1000 91.4 11.6

Table 5: Simulated case of PV efficiency without cooling

The plots in figures 29, 30 and 31 display the simulated electrical, thermal
and total efficiencies for mass flow rates 1 kg/min, 5 kg/min and 10 kg/min,
respectively. Tables 10, 11 and 12 in Appendix A show data from the same
results.
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Figure 29: The electrical efficiency obtained from numerical simulations

Figure 30: The thermal efficiency obtained from numerical simulations
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Figure 31: The total efficiency obtained from numerical simulations

Figure 29 shows how the electrical PV efficiency is affected by increasing the
particle concentration for the different mass flow rates. The efficiency values
are similar at the lower concentrations (0 – 0.001 wt.%). The coinciding
values in this range of concentrations suggest that the electrical efficiency is
not highly dependent on mass flow rate when the concentration is very low.
Considering this result, increasing the flow rate would result in a higher cost
for the system due to the increased pumping power.

It can be seen from the plot how the electrical efficiency decreases when the
particle concentration is increased. The rate of decrease becomes higher when
the flow rate is increased, so the lowest value (10.6 %) of electrical efficiency
is achieved when the flow rate is 10 kg/min, and the particle concentration
is 0.08 wt.%. This is a decrease of -8.2 % compared to the photovoltaic
panel alone. The highest electrical efficiency (15.8 %) is found for the case
associated with water when the flow rate is 5 kg/min. This is the same as
the manufactured reference efficiency. However, it is an enhancement of 36.2
% compared to the numerically solved electrical efficiency of the photovoltaic
panel alone, given in table 5.

Figure 30 shows how the modelled thermal efficiency is affected by increas-
ing the particle concentration for the three different flow rates. First, one
noticeable point is how close the plotted lines of 5 kg/min and 10 kg/min
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lie to one another, as opposed to the plotted line of 1 kg/min. Increasing
the flow rate from 1 to 5 kg/min results in a high jump in thermal efficiency,
while further increasing it to 10 kg/min results in a much lower jump. At
a very low mass flow rate, the fluid is exposed to radiation for longer, so it
is expected to be more heated. However, the low flow rate also decreases
relative to the photovoltaic panel and the surroundings, so the heat loss will,
as expected, be higher. Also, because the heat transfer coefficient depends
on the flow rate, it will be lower in this case, hence less heat flux between
the panel and the fluid.

The same trend of thermal efficiency increasing proportionally to particle
concentration is seen for all flow rates. As mentioned in Chapter 2.3.1, in-
creasing the concentration in a nanofluid leads to higher radiation absorption,
resulting in a higher fluid temperature due to the photothermal conversion.
Equation (21) implies that the thermal efficiency is proportionally dependent
upon the fluid outlet temperature. This explains the increased thermal effi-
ciency. The highest thermal efficiency of 44.4 % is found when the flow rate
is 10 kg/min, and the associated particle concentration is 0.08 wt.%. The
lowest thermal efficiency, 39.5 %, corresponds to the case where pure water is
considered, and the flow rate is 1 kg/min. Al-Shohani et al. [77] investigated
a water-based PV/T system, and the highest achieved thermal efficiency of
the system was 41.5 %, which only differs from the results of this project by
2 %. This suggests that the model used in this study is sufficient for the case
of water.

Figure 31 shows how the total efficiency changes with the particle concentra-
tion. As for the thermal efficiency in figure 30, the plotted lines for 5 kg/min
and 10 kg/min are roughly coinciding, even more for the total efficiency re-
sults. For mass concentrations from 0 to 0.014 wt.%, 10 kg/min is slightly
more efficient than 5 kg/min. Between 0.014 wt.% and 0.027 wt.%, the two
lines coincide. From 0.027 wt.% and up to 0.08 wt.%, 5 kg/min is the slightly
more efficient flow rate. This means that doubling the flow rate leads to no
remarkable efficiency enhancement. The highest total efficiency of 57.6 %
corresponds to the case of water at a flow rate of 10 kg/min. The lowest
total efficiency (53.7 %) of the system corresponds to the volume fraction
of 0.08 wt.% and a mass flow rate of 1 kg/min. From the presented results
for efficiencies, the system seems to be most efficient when the fluid applied
is water. Considering the additional energy it takes to double the pumping
power, the case of flow rate 5 kg/min might actually be the most efficient
one.

Abdelrazik et al. [34] numerically investigated the effect of different operating
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conditions in a PV/T with silver and water nanofluid as an optical filter. In
this case, almost all the radiation in the range below the bandgap of the solar
cell panel was absorbed. At low atmospheric temperature (25 ◦C), increasing
the volume fraction of particles in the nanofluid resulted in decreasing elec-
trical efficiency. The study explained the decrease by reduced transmission
in the nanofluid. The same was discovered by Hjerrild et al. [33] when 0.088
wt.% carbon nanotubes from Sigma-Aldrich [78] dispersed in water were
applied in an optical PV/T system. The nanofluid PV/T achieved higher
thermal efficiency but lower electrical efficiency than for water. Similar re-
sults were achieved by He et al. [79], investigating Ag/TiO2 nanoparticles in
an optical PV/T system. This is similar to the behaviour of the numerically
solved results in this study, with the same type of system.

Hjerrild et al. [33] also carried out the same study using core-shell Ag-SiO2

particles in water, where concentrations 0.001 wt.% - 0.026 wt.% were consid-
ered. The study yielded a total efficiency enhancement of 30 %, compared to
the case of using water. A composition of Ag-SiO2 and carbon nanoparticles
was also investigated in the system, resulting in reduced electrical efficiency.
The high absorption explained the highest thermal efficiency values for the
cases where carbon-based solutions were applied. On the other side, the
highest electrical efficiency was achieved for the cases where no carbon-based
nanofluid was applied.

For higher atmospheric temperature (45 ◦C), the electrical efficiency obtained
by Abdelrazik et al. [34] did increase by increasing the particle fraction. Also,
increasing solar concentration resulted in an increased electrical gain. This
result suggests that the designed PV/T system is more efficient at higher
temperatures and solar concentrations than the lower ones. This suggestion
is also stated by Maadi et al. [18]. Because the solutions in this study are
obtained at a low atmospheric temperature (20 ◦C), this can be part of the
explanation for the decreasing electrical efficiency. By increasing the mass
flow rate, Abdelrazik et al. [34] increased thermal and electrical efficiency.
This is opposite to the results of this project, where increasing the mass flow
rate decreases electrical efficiency. It is, however, important to note that the
two studies investigate different types of nanofluids.

Crisostomo et al. [32] used core-shell Ag-SiO2 particles in water as an op-
tical filter for a PV/T system, where the electrical efficiency exhibited 9 %
enhancement compared to the photovoltaic panel alone. The advantage of
these particles is that the optical properties of the particles can easily be
controlled by the thickness of the shell and the radius of the core, leading
to a successful spectral splitting. Han et al. [80] experimentally investigated
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a silver (Ag) and water-based PV/T system. The maximum electrical effi-
ciency was obtained for the case with base fluid as an optical filter (8.8 %),
which is lower than the manufactured photovoltaic efficiency (15.8 %). The
thermal efficiency reached 79.4 %. The nanofluid exhibited good absorp-
tion for wavelengths below the PV bandgap range (325 - 670 nm) and good
transmittance within the bandgap. Han et al. [81] also carried out a study
for silver particles in CoSO4 and water, yielding similar results. El-Samie et
al. [82] did a numerical study on an optical PV/T system, considering Ag,
Fe3O4 and SiO2. Compared with the standalone PV, the total enhancement
of the system ranged from 179 to 240 %.

Zhang et al. [83] studied a computational model of the energy enhancement of
an optical nanofluid PV/T system. Silver was used as nanoparticle material,
the height of the nanofluid channel was 5 mm, the mass flow rate was 0.3
l/min, and the inlet temperature was 25 ◦C. Beer-Lambert’s law was applied
to calculate transmittance in the nanofluid. When the mass flow rate is
increased, so is the optical thickness. As discovered in this project, in figure
29, increasing the optical thickness leads to a decrease in electrical efficiency
due to lower transmittance. This is because Beer-Lambert’s law depends on
the optical thickness, as seen in equation (18).

Stylianou [84] used CFD software to investigate a low concentration PV/T
system. A case study resulted in thermal and electrical efficiencies of 84.6 %
and 10.1 %, respectively. Compared to the results of this study, the electrical
efficiency is about 5 % lower than the lowest electrical efficiency achieved.
The optimized flow rate was reported to be 0.067 kg/s, corresponding to 4
kg/min. This is close to the optimal flow rate found in this study (5 kg/min).
When the mass flow rate was doubled, the thermal output increased. The
highest electrical efficiency is found in the case of the highest mass flow rate,
8 kg/min, which is not the case in this study. However, the highest electrical
efficiency results for the simulated flow rates in this study are very close to
one another.

As explained in Chapter 2.3.1, the extinction coefficients assigned to the dif-
ferent particle concentrations used in this project are assumed to be constant
using the extinction coefficients measured by Struchalin et al. [37]. Trong
et al. [85] investigated the radiation extinction of carbon-based nanofluids.
For low concentrations, the extinction coefficients varied with wavelength.
However, for example, at concentration 0.005 wt.%, the absorption became
relatively high at all wavelengths, with slightly higher light transmission be-
tween 400 and 1400 nm. This implies that carbon-based nanofluids are more
suitable for optical filtering at very low particle concentrations.
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According to Gimeno-Furió et al. [86], the extinction coefficient of carbon-
based nanofluid is a bit higher for the shorter wavelengths of the range.
Because this is not accounted for in this project, the numerical model might
have under-predicted the system’s electrical efficiency. This is because if
more of the radiation within the photovoltaic bandgap (700 - 1100 nm) is
transmitted, the electrical generation will be higher. To obtain a more re-
alistic numerical model of the PV/T system, it would be an idea to model
the actual nanoparticles in the simulation, applying a multiphase flow model.
The model might also be improved by accounting for varying absorption in
the nanofluid at different incident wavelengths.

Another important note is that the model in this study does not include evap-
oration within the fluid, which is an essential factor considering heat transfer.
Ni et al. [87] studied vapor generation within nanofluid in a solar receiver and
how it affects several fluid properties. Findings could show that evaporation
increased the heat transfer coefficient about ten times. Accounting for evap-
oration in the model of this study would possibly yield different results due to
higher heat transfer between the domains. The heat transfer from the panel
would possibly be higher, causing the electrical efficiency to increase. This
would, however, lead to increased heat loss from the fluid, leading to lower
thermal efficiency. Carbon black nanofluids generally have a higher rate of
absorption than most metal-based nanofluids, and hence higher evaporation
rate [88]. Therefore, it is crucial to consider this to obtain accurate results
in a numerical model.

In other studies of optical PV/T systems, it seems that metal materials such
as silver, especially core-shell nanoparticles, might be more suitable for this
type of system due to their successful selective absorption. Several studies
also exhibit good results when using water, in some cases even better than
using nanofluids. There are several studies on PV/T systems with different
approaches ([89], [18], [35], [90], [33], [34]). However, few studies focus on
the operating conditions of a PV/T system and how they affect thermal and
electrical performance.
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Figure 32: Temperature increase vs mass flow rate at concentration 0.01
wt.%

Figure 32 displays the simulated temperature difference between the fluid
inlet and outlet versus the mass flow rate. For comparison, the experimental
and computed results of Struchalin et al. [37] for a tubular DASC are included
in the plot. It can be seen that the curves are similar in shape, where the slope
is steep for the lower mass flow rates and flattens for increasing flow rates. In
practice, this means that for high flow rates, the thermal efficiency becomes
less dependent on the flow rate of the fluid. The same is suggested earlier
in this chapter. However, it can be seen in figure 32 that the temperature
increase is higher than for the case for the tubular DASC. Because this study’s
thin fluid film flow PV/T module differs significantly from a tubular DASC,
the results will naturally differ.

4.2 Experimental Results

4.2.1 Nanofluid stability

The nanofluid preparation process faced challenges due to relatively low sta-
bility. After a day, there was significant and visible nanoparticle sediment at
the bottom of the nanofluid container. This was the case for all concentra-
tions (0.5 wt.% - 6 wt.%). For comparison, Struchalin et al. [37] observed no
visible particle deposition in at least 45 days. However, this was the case for
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much lower particle concentrations than those prepared in this project. The
high concentration itself might be a reason for the unstable nanofluid. A pos-
sible solution to this problem might be increasing the amount of surfactant.
Nonetheless, this solution might spark other problems when measuring ther-
mal conductivity. When the concentration of SDS is too high, it might be
difficult to know what dominates the thermal conductivity of the nanofluid,
the surfactant, or the nanoparticles added to the water.

4.2.2 Thermal Conductivity

The measured values of the thermal conductivity is given in tables 13 - 16
in appendix B. Ts is the sonication duration in minutes, kavg is the average
of the measured thermal conductivity values, and nenh is the percentage
enhancement of thermal conductivity compared with the base fluid measured
property. The measured thermal conductivity results from these tables are
plotted in figure 33.

Figure 33: Measured thermal conductivity vs particle concentration

The results are somewhat scattered, but there is a general trend of increasing
thermal conductivity for increasing particle concentration. This behaviour
is expected, as mentioned in Chapter 2.3.2. However, some of the measured
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values in tables 13 and 15 exhibit negative enhancement compared to the
base fluid. As discussed in Chapter 2.3.2, the stability of the nanofluid is
important for the thermal conductivity value. If particle agglomerates form
within the nanofluid, it might cause instability and decreased thermal con-
ductivity. Because the surface of the nanoparticles is not functionalized, this
is a possible explanation for the negative enhancement. The uncertainty of
the thermal conductivity measuring device is relatively high, and an impor-
tant source of possibly inaccurate measurements.

In figure 34, some of the measured results from this study are plotted. To
compare the results with the literature, the results from the study of Han et
al. [89] are shown in the same figure. In their study, carbon black water-based
nanofluid was prepared, and the thermal conductivity was measured. In the
preparation process, the particles were functionalized, meaning they under-
went a complicated process to enhance the stability of the nanofluid. The
transient hot-wire method is used to measure the thermal conductivity, as in
this study. The range of investigated particle concentrations was narrower,
but it is explained in the study that the same trend can be expected for other
concentrations. The slope of the curve from Han et al. is notably steeper
than the one corresponding to this study. One possible explanation for this
is the particle functionalization step in the other study, obtaining a more sta-
ble nanofluid than in this study. However, at concentrations between 2 and
3 wt.%, the results agree. Another experimental study of thermal conduc-
tivity of surface-modified multi-walled carbon nanotubes dispersed in water
was carried out by Li et al. [51] for concentrations up to 5 wt.%. At particle
concentrations 1 wt.% and 5 wt.%, the thermal conductivity was enhanced
by 31.99 % and 69.7 %, respectively. This is a significantly higher enhance-
ment than achieved in this study, giving more reason to believe that the
modification step of the preparation process is vital to the results.

Hwang et al. [48] studied the thermal conductivity of multi-walled carbon
nanotubes dispersed in water. The highest enhancement achieved was 11.3 %
at concentration 2 wt.%, which is significantly higher than the corresponding
results of this study. The increase of thermal conductivity seems to increase
linearly up to 4 wt.% and flatten slightly up to 6 wt.%. This is possibly
also connected to stability matters because, for very high concentrations, it
is more difficult to obtain a stable nanofluid.
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Figure 34: Chosen measured values of thermal conductivity from this study
and Han et al. [89]

Fadhillahanafi et al. [91] conducted an experimental study measuring the
thermal conductivity of multi-walled carbon nanotubes and water-based nanoflu-
ids, with and without surfactant (polyvinylpyrrolidone, PVP). For particle
concentration 0.5 wt.% nanotubes and 0.01 wt.% PVP, the thermal conduc-
tivity was improved by 22.2 %. The highest measured enhancement at this
particle concentration without surfactant in their study is 1.18 %, which is
significantly lower. An important factor might be stability, and the study re-
ported good nanofluid stability using PVP as a surfactant. The results prove
the positive effect of using stabilizing additives in nanofluids to achieve high
thermal conductivity.

As mentioned previously, Sedong et al. [45] did an experimental investigation
of the thermal conductivity of various surfactants on graphene and carbon
nanotube aqueous solutions. The surfactants studied were dodecyl benzene
sulfonate (SDBS), sodium dodecyl sulfate (SDS), and dodecyl betaine (DB).
Increasing the SDS concentration resulted in increased thermal conductivity.
This can also be seen in table 13 from this study.

Table 16 shows that higher enhancement is achieved by increasing the power
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of the ultrasonic device. In their experimental study on the stability of
nanofluids, Sözen et al. [70] reported that the most effective dispersion power
was 200 W. These results support the results of this study, where there is re-
ported a significant enhancement for all the concentrations in table 16.

For the case where Triton X-100 is used as a surfactant, the nanofluid yields
the highest enhancement value (5.07 %) for the particle concentration 2
wt.%. As mentioned in Chapter 3.2.2, the addition of Triton X-100 to
a nanofluid results in higher stability and enhanced thermal conductivity
([22], [69], [71], [70]). However, some researchers state that for thermal con-
ductivity enhancement matters, ionic surfactants like SDS are favourable.
More research on this subject may be necessary.
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5 Conclusion

In this project, an optical PV/T system was numerically investigated in a
CFD model. The studied cases correspond to a standalone photovoltaic
panel, a PV/T system with water, and a PV/T system with nanofluids us-
ing extinction coefficients of 50 to 1000 m−1. The particle concentrations
corresponding to the extinction coefficients were approximated according to
the experimental results from Struchalin et al. [37]. The cases were simu-
lated for the mass flow rates of 1, 5, and 10 kg/min. The electrical, ther-
mal, and total efficiencies were numerically solved for each case and the re-
sults were discussed. This project also involved an experimental part, where
high concentration carbon black nanofluids were prepared at 0.5 wt.% - 6
wt.%. Their thermal conductivity was measured using the transient hot-
wire method.

The electrical efficiency that was found using the numerical modelling was
the highest (15.8 %) for the case corresponding to water applied to the sys-
tem. The value was achieved when the mass flow rate was set to 5 kg/min.
Compared with the simulated case of the standalone photovoltaic panel, this
corresponds to an electrical enhancement of 36.2 %. Increasing the extinction
coefficient of the fluid in the model leads to a decreasing efficiency, agreeing
with results from similar studies. The decrease can be explained by reduced
transmission to the panel because of increased radiation absorption within
the fluid. The lowest electrical efficiency, 10.6 %, was obtained when the
flow rate was 10 kg/min, and the extinction coefficient was 1000 m−1, corre-
sponding to a particle concentration of 0.08 wt.%.

The opposite trend is discovered for the numerically calculated thermal ef-
ficiency of the system that increases with the extinction coefficient. The
lowest thermal efficiency, 39.5 %, was obtained for water when the mass flow
rate was set to 1 kg/min. The low absorption in the fluid can explain this
result, and the low mass flow rate increases the heat loss. Decreasing the
mass flow rate yields a lower heat transfer coefficient value, and the opti-
cal depth is lower. Both of these factors decrease the thermal performance
of the fluid. The highest thermal efficiency can be seen for the mass flow
rate of 10 kg/min, with an extinction coefficient associated with a particle
concentration of 0.08 wt.%. In general, an increased mass flow rate results
in a higher heat transfer coefficient and a thicker layer of fluid, hence this
result is reasonable. Increasing the mass flow rate also means that the fluid’s
residence time in the collector is lower and it is therefore exposed to less
heat loss. Lastly, the higher the particle concentration, the more heat will
be absorbed in the fluid.
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Concerning the total efficiency of the system, it can be observed that it de-
creases with increased particle concentration and decreased mass flow rate.
The mass flow rates of 5 kg/min and 10 kg/min gave relatively similar re-
sults for the total efficiency, suggesting that the overall most efficient case
corresponds to a mass flow rate of 5 kg/min. This suggestion can also be
found in other studies, and doubling the flow rate will possibly only increase
the power required by the system. The computational model yielded the
optimal efficiency results when water was applied, as seen in other studies of
a similar PV/T system.

Because some optical PV/T systems using other materials can show enhance-
ment compared to water, it is reasonable to suggest that broadband absorbing
material such as carbon black is not the most efficient in this type of PV/T
system. The spectral filtering particles, such as core-shell nanoparticles con-
sisting of metals and semiconducting materials, seem more suitable for an
optical PV/T like this one. Carbon-based materials prove to be very efficient
in direct absorption solar collectors and thermal PV/T systems because of
their high radiative absorption. Also, carbon black exhibits impressive ther-
mophysical properties, which are more prominent in these collectors and for
higher particle concentrations.

Assumptions made in the modelled case are that the fluid is newtonian,
steady temperature distribution, laminar and steady flow, and no drag force
at the top layer of the fluid. In reality, several of these assumptions may
be incorrect. There is, therefore, good reason to question the obtained re-
sults. However, the overall behaviour of the modelled case seems to agree
well with other experimental and numerical investigations. Hence, the model
can be a good starting point for numerical studies of PV/T systems. Due
to the model’s simplicity, it might be suitable for predicting trends and ef-
fects of changing the operational conditions. The model can be improved by
advancing the numerical model to achieve more realistic results.

Considering the results from this project and the compared literature, it is
safe to conclude that the optical PV/T yields an enhanced electrical effi-
ciency compared to a simple photovoltaic panel. Water has proved to be the
most efficient choice of fluid to use in this type of module. The advantage
of applying a nanofluid in this PV/T system is the opportunity to control
the optical and thermal properties of the fluid, which affects the amount of
electrical and thermal output. This can, for example, be used to follow the
demand for electricity and heat in a building.

It is challenging to obtain stable solutions when preparing high concentra-
tion carbon-based nanofluids. For particle concentrations 0.5 - 6 wt.%, there
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was significant visible sediment after less than 24 hours, also when applying
stabilizing additives such as Triton X-100 and SDS. The highest value of en-
hanced thermal conductivity, 7.38 %, is obtained for the nanofluid of particle
concentration 4 wt.%. The literature shows significantly higher enhancement
results for nanoparticles that have been functionalized before dispersing into
the base fluid. There is reason to believe that the low enhancement is due to
the missing stability of the nanofluid. However, the statement that increasing
the particle concentration will increase the thermal conductivity agrees well
with the results. When the particle concentration becomes relatively high,
it is essential to obtain a stable nanofluid, or the thermal properties might
only be negatively affected.
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6 Future Work

Much research is available on the application of nanofluid in solar technology,
especially for different types of flat-plate solar collectors. There is a number of
studies on various material nanoparticles for different applications. However,
there is less experimental and computational research on the application of
nanofluids in optical PV/T systems. For the possibility of implementing this
in commercial use, more research should be carried out. Further studies
should include these key points:

• An optical nanofluid PV/T system with a high conentration of nanopar-
ticles, where the flow of the nanofluid is dependent on the temperature
of the photovoltaic panel

• The correlation between operational conditions and energy efficiency
of the system,

• Ambient temperature and incident radiation intensity effect on the ef-
ficiency of the PV/T,

• A CFD-model accounting for the varying absorption of the solar spec-
trum, reflection, and the varying ambient temperature and incident
radiation throughout the day,

• The relation of the optical thickness to the absorption in the fluid film,

• A study considering the economic feasibility of the optical nanofluid
PV/T system.
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A Computational Fluid Dynamics Results

A.1 Model Validation

Tw(◦C) Ttheory (◦C) Tnumerical(
◦C)

10 10.4 10.0
15 15.2 15.0
20 20.0 20.0
30 29.6 30.0
40 39.1 40.0
50 48.7 50.0
60 58.3 60.0

Table 6: Constant wall temperature and theoretically and numerically solved
fluid outlet temperatures

A.2 Mesh Independence Results

Prism layer total thickness (m) | δtheoretical − δsim | (10−6 m)

0.00075 1.51592
0.00150 1.29128
0.00225 1.29362
0.00300 1.29525
0.00375 1.29589
0.00450 1.36596

Table 7: Absolute difference between expected and simulated value of fluid
film thickness
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Number of prism layers | δtheoretical − δsim | (10−6m)

1 1.28928
2 1.29128
3 1.29167
4 1.29184
5 1.29193
6 1.29198

Table 8: Absolute difference between expected and simulated value of fluid
film thickness, varying the prism layer total thickness

Base size (m) | δtheoretical − δsim | (10−6m)

0.02 1.38288
0.03 1.23166
0.04 1.19613
0.05 1.16101
0.06 1.32764
0.07 1.32764

Table 9: Absolute difference between expected and simulated value of fluid
film thickness, varying the base size
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A.3 Efficiency Results

σ (m−1) ηelectrical (%) ηthermal (%) ηtotal (%)

50 15.7 39.5 55.2
100 15.5 39.5 55.1
200 15.3 39.7 54.9
300 14.9 39.8 54.8
400 14.6 39.9 54.5
500 14.4 40.1 54.5
600 14.1 40.2 54.3
700 13.9 40.3 54.2
800 13.6 40.5 54.0
900 13.3 40.6 53.9
1000 13.1 40.7 53.8

Table 10: Electrical, thermal and total efficiency simulated for different ex-
tinction coefficients for mass flow rate 1 kg/min

σ (m−1) ηelectrical (%) ηthermal (%) ηtotal (%)

50 15.8 41.5 57.3
100 15.5 41.7 57.2
200 15.0 41.9 56.9
300 14.6 42.1 56.7
400 14.1 42.4 56.5
500 13.7 42.6 56.3
600 13.2 42.8 56.0
700 12.8 43.0 55.8
800 12.4 43.2 55.6
900 12.0 43.4 55.4
1000 11.6 43.6 55.2

Table 11: Electrical, thermal and total efficiency simulated for different ex-
tinction coefficients for mass flow rate 5 kg/min
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σ (m−1) ηelectrical (%) ηthermal (%) ηtotal (%)

50 15.8 41.8 57.6
100 15.4 42.0 57.4
200 14.8 42.3 57.1
300 14.2 42.6 56.8
400 13.6 42.9 56.5
500 13.1 43.2 56.2
600 12.6 43.4 56.0
700 12.1 43.7 55.7
800 11.6 43.9 55.5
900 11.1 44.2 55.3
1000 10.7 44.4 55.0

Table 12: Electrical, thermal and total efficiency simulated for different ex-
tinction coefficients for mass flow rate 10 kg/min

B Thermal Conductivity Measurements

CB wt.% ∆CB (10−5) SDS wt.% ∆SDS (10−5) Ts kavg ∆k nenh

0 1 3.33 40 0.602 0.013 0
0.5 3.33 1 3.33 40 0.600 0.013 -0.20
2 3.34 1 3.33 120 0.590 0.014 0.57
4 3.34 1 3.33 120 0.646 0.014 7.38
0 0.25 3.33 40 0.595 0.013 0

0.5 3.33 0.25 3.33 40 0.587 0.013 -1.38
0.5 3.33 0.25 3.33 120 0.590 0.013 -0.59

Table 13: Measured values of thermal conductivity for the carbon
nanofibers [67] with water and SDS (Power = 50 W)
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CB wt.% ∆CB (10−5) TX-100 wt.% ∆TX (10−5) Ts kavg ∆k nenh

0 1 3.33 0 0.576 0.013 0
0.5 3.33 1 3.33 40 0.600 0.014 1.18
2 3.34 1 3.33 120 0.605 0.014 5.07

Table 14: Thermal conductivity for the carbon nanofibers [67] with water
and Triton X-100 (Power = 50 W)

CB wt.% ∆CB (10−5) SDS wt.% ∆SDS (10−5) Ts kavg ∆k nenh

0.5 3.33 0.25 3.33 120 0.580 0.013 -2.65
2 3.34 1 3.33 120 0.579 0.013 -3.69

Table 15: Thermal conductivity for the spherical carbon naoparticles (Timcal
Ensaco 350g) [68] with water and SDS (Power = 50 W)

CB wt.% ∆CB (10−5) SDS wt.% ∆SDS (10−5) Ts kavg ∆k nenh

2 3.34 1 3.33 60 0.619 0.014 2.96
4 3.34 1 3.33 60 0.638 0.014 6.12
6 3.35 1 3.33 60 0.643 0.014 6.88

Table 16: Thermal conductivity for the spherical carbon naoparticles (Timcal
Ensaco 350g) [68] with water and SDS (Power = 200 W)
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