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Abstract

In the field of instruments for measurements, process monitoring and control, ultrasonic flow meters

(USFMs) are one of the fastest-growing technologies [1]. USFMs have been developed for measuring

both flow rate and water cut in pipes, including XSENS Flow Solutions’ "XACT flow rate and fraction

meter for liquids" [2]. Such measurements, with their corresponding uncertainties, are of increasing

importance to the oil and gas industry. For correct water cut measurements provided by a USFM,

the instrument is dependent on high precision sound velocity measurements of the individual liquid

components that constitute the emulsion.

The main objective of this thesis is to develop a measurement cell based on the pulse-echo buffer

rod method for high-precision sound velocity measurements with a relative expanded uncertainty of

less than 1000 ppm = 0.1% (95% confidence level). Due to the measurement cell’s intended use in

industrial applications, a number of dimensional and environmental preferences were established in

advance by XSENS Flow Solutions [2]. These preferences had to be taken into account when designing

the measurement cell, and constrained the possibility of achieving the desired uncertainty in this

project.

Several uncertainty sources have been identified during the project. They are a consequence of 1) the

dimensional constraints, 2) coherent noise sources due to buffer rods 3) overall uncertainty contri-

butions. A detailed uncertainty budget has been carried out to account for all identified uncertainty

contributions, resulting in a relative expanded uncertainty of 2231 ppm at 45.7oC , primarily due to

uncertainty in the sample length.

The constructed measurement cell has been used for sound velocity measurements in distilled water,

saline water, and vegetable oil for a temperature span of T = 20oC to T = 45oC . Compared to theo-

retical models, accurate sound velocity measurements were acquired, resulting in deviations as low

as 7 ppm for saline water, and 20 ppm for distilled water. An adaptation of Khimunin’s diffraction

correction model has been introduced in the project for diffraction correction through several medi-

ums. The accurate experimental sound velocity measurements motivated a preliminary analysis of

the diffraction correction model through simulations in COMSOL with promising results.
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Chapter 1

Introduction

1.1 Background and motivation

Acoustic sensors and instruments are getting more advanced and prominent every year. Due to the

possibility of non-intrusive testing and monitoring, acoustic sensors play a crucial role in several

�elds like medical and industrial research, amongst others. Flow measurements, non-destructive

testing, seismic surveys, medical ultrasound, and sonars are only some of the applications where

new developments are made every year.

In the �eld of instruments for measurements, process monitoring and control, ultrasonic �ow meters

(USFMs) are one of the fastest-growing technologies [1]. Due to its non-intrusive and non-invasive

nature, as well as its fast response and high accuracy, it is one of the most common �ow measurement

devices [3]. Ultrasonic �ow meters based on transit-time, measure the difference between sound

waves sent upstream and downstream in a pipe, which is directly proportional to the sound velocity

of the medium in question [4]. This can, in turn, be used to measure the �ow rate in pipes. USFMs

have further been developed for measuring the water cut in pipes, including XSENS Flow Solutions'

"XACT �ow rate and fraction meter for liquids" [2]. Such measurements, with their corresponding

uncertainties, are of increasing importance to the oil and gas industry.

For suppliers and re�neries, the quality of crude oil exchanged is evaluated according to the water

cut measurement, thus the fraction of water in crude oil [5]. It is further a critical part of production

control and management [5], and the instrument's trustworthiness is hence paramount. For correct

water cut measurements provided by a USFM, the instrument is dependent on high precision sound

velocity measurements of the individual liquids components that constitute the emulsion.

For water, the temperature and pressure dependency can usually be determined using existing the-

oretical models, provided that the sound velocity at a speci�c temperature and salinity can be mea-

sured accurately. For crude oils, however, few such models exist, and the models are almost always

dependent on the exact composition of the oil in hand [6]. To ensure high accuracy of the water cut

measurements, high-precision sound velocity measurements as a function of temperature and pres-

sure are thus needed.
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In this work, the pulse-echo buffer rod method will be evaluated and tested as a candidate method

for measuring sound velocity in liquids at high precision. The design and measuring method was

described by Øyvind Nesse in his dissertation [7] and will be used as a basis throughout the project.

The resulting measurement cell will be used by XSENS Flow Solutions [2] as a sound velocity reference

base for their patented high precision USFMs.

1.2 Related work

Different ultrasonic systems are widely used in various �elds of science and engineering to measure

the acoustic properties of liquids and gases. Numerous sources are found on measuring methods ap-

plied for measuring acoustic properties and the corresponding accuracy, advantages and limitations.

In 1998, a feasibility study was carried out at Christian Michelsen Research [8] prior to developing a

method for high-precision sound velocity measurements for natural gas under pressure, which in-

cluded an extensive review of available literature and available measurement methods. In 2007, Norli

[9] introduced an updated literature survey, including a synopsis of [8], to research the exciting sound

velocity measurement methods to propose a method for measuring the sound velocity in natural gas

under pressure. Although the discussions from the papers above are speci�ed for gases, many of the

discussed methods are just as applicable for liquids. This topic is thus a subject of extensive research.

It is usually divided into two categories: resonator methods which is based on standing waves in cavi-

ties, and transient methods using transient sound �elds to characterise the medium [8, 9]. Under the

category of transient methods, the use of a buffer-rod to obtain acoustic properties, as for this project,

is a widely discussed approach[10].

Depending on the acoustic property of interest, methods where a buffer-rod is utilised may differ

in terms of the shape and composition of the buffer and measurement cell, as well as the amount of

transducers used [10]. For amplitude measurements, in relation to the determination of the re�ection

coef�cient and attenuation of the medium in question, a synopsis of buffer-rod techniques can be

found in [10] and [11].

The pulse-echo buffer rod method, �rst introduced by Papadakis et al. [12], is a classic method due to

its robustness, simplicity, and low-cost [13]. A sound pulse generated by the transducer propagates

through a buffer rod, through the sample liquid and onto a re�ector. Some of the sound energy is re-

�ected as echos at the interfaces, and the transit time between the echos can be used to calculate the

sound velocity. The principle design is sketched in Fig. 1.1, from [7]. The presence of the buffer rod

eliminates any direct contact between the transducer and the liquid sample, thus protecting it from

any high pressures and corrosive liquids. It is also a simple and robust design and has no moving

parts, which is often preferred. Further, propagation delays in the buffer, coupling agent, and delays

due to electrical and mechanical conversions cancel out [8]. Although the design is simple and has

no moving parts, problems arise when applying buffer rods. Unwanted echoes due to twice traversed

buffer propagation, mode converted waves, and overall re�ections from the edges may act as coher-

ent noise. They can overlap with the main echoes, signi�cantly reducing the Signal-to-Noise ratio
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(SNR) and the accuracy of the sound velocity measurements. This is reported in several studies using

buffer-rods, both for sound velocity measurements [14, 15], and for amplitude measurements [13, 16].

In cases of small dimensions, the most dominating source of uncertainty is, however, often the prop-

agation path since it can be challenging to determine the path length with adequate precision. One

established method is to calibrate the propagation path with a known liquid sample [7, 10, 15, 17, 18].

Calibrating the path length was done by McClements and Farley in 1990[19], using the pulse-echo

buffer rod method with a Plexiglas buffer and a frequency of 2.1 MHz. They achieved a claimed accu-

racy of 0.5 m/s using different concentrations of NaCl at 20 oC.

The pulse-echo buffer rod method was further used by Nesse [7] to study the phase velocity and at-

tenuation in several emulsions. Two measurement cells were created, one for low-frequency (250-

900 kHz) range and one for high-frequency (1.4-14 MHz) range measurements. The path length was

calibrated against a known liquid sample. Diffraction effects were assumed negligible, and a total

uncertainty of 1 m/s was reported.

Acquiring high-precision sound velocity measurements without calibrating the measurement cell is

considerably more dif�cult. In 2005, Benedetto et al. [20] created a sound velocity cell based on the

double-re�ected pulse-echo method, thus a single transducer placed between two parallel re�ectors,

operating at 5 MHz. By measuring the distance between the transducer and re�ectors with a co-

ordinate measuring machine, an overall estimated uncertainty of 0.1% was obtained throughout a

temperature span of 0 ¡ 120oC and for pressures up to 90 MPa.

Solberg [21] created a measurement cell based on the three-way pulse method. The method was

proposed by Lunde and Vestrheim [8], and utilises two transducers on either side of a measurement

chamber. The sound velocity is obtained by measuring the transit time between the direct propaga-

tion and the three times re�ected propagation, using the transducers themselves as re�ectors. Sol-

berg measured the path length with a caliper and obtained a relative expanded uncertainty of 0.16%

(95 % con�dence level, k = 2) for tap water at room temperature, using a transducer operating at 500

kHz.

As the measurement cell is to work under the same conditions as the USFM, a frequency range of

200-500 kHz is preferred to account for dispersion effects in crude oils. Most of the reported sound

velocity cells operate far outside of this range [15, 17, 19, 22], and many possible design implemen-

tations are thus not applicable. For the candidate method, Nesse's low-frequency measurement cell

has therefore been used as a tentative design for further development. The design is presented in Fig.

1.1.
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Figure 1.1: Schematic drawing of the measurement cell created in [7] based on the pulse-echo buffer rod
method; a) side view b) top view.

1.3 Objective

This project aims to create a measurement cell utilising the pulse-echo buffer rod method to measure

the sound velocity in single- and dual-phase liquids with a relative expanded uncertainty (95% con-

�dence level) below 1000ppm as a function of temperature and 1 atm. A documented and traceable

uncertainty budget will be carried out by considering and identifying possible uncertainty sources

which can affect the total uncertainty of the sound velocity in the liquid medium.

Due to the industrial application of the project, several criteria were set in advance. To account for

relevant dispersion effects and attenuation when measuring the sound velocity in castor oils, the

preferable operating frequency range was set to 200-500kHz. Further, the measurement cell had to

be small, light and easy to transport, and is is to measure single and dual-phase liquids under atmo-

spheric pressure conditions within a temperature span of 20-60 oC. As liquids behave differently upon

heating, a sound velocity range of 1250 - 1580 m/s is selected to account for saline water and crude

oils at high temperatures. To act as a reference base, it is vital to control and calculate the measure-

ment uncertainty, where a relative expanded uncertainty below 1000ppm = 0.1 % at 95% con�dence

level is preferred within relevant environmental parameters. Because coherent noise sources may

interfere due to the set criteria, two signal processing methods will be evaluated in terms of accu-
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racy; the zero-crossing method based on direct transit time measurements and the Fourier spectrum

method.

As a long-term goal, this research will lay a foundation for developing high-precision sound velocity

cells for measuring single- and dual-phase liquids under high temperature and pressure conditions

for industrial applications.

1.4 Thesis outline

This thesis consists of 8 chapters with including appendices. In Chapter 1 , the motivation of the

project, previous work and objective is presented. In Chapter 2 , the pulse-echo measurement method

will be introduces, and theory relevant for the sound velocity measurements will be presented. Chap-

ter 3 is divided into two parts, where the �rst part will describe the experimental setup and measure-

ment methods relevant for measuring the sound velocity. The second part contains considerations

done prior and the development process toward creating the measurement cell, and will present the

�nal result. Chapter 4 consists of simulations and numerical analysis, used for accurate determina-

tion of the sound velocity. In Chapter 5 , all relevant uncertainty models for experimental and theo-

retical sound velocity measurements will be presented, together with a sensitivity analysis. Chapter

6 will present the experimental results and associated uncertainties when applicable. Chapter 7 is

an overall discussion, and Chapter 8 draws the conclusion and recommendations for further work.

Appendices include Matlab scripts, detailed calculations and uncertainty standards.
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Chapter 2

Theory

Chapter 2 provides the theoretical background of this work and contains �ve main sections with sub-

sections. In Section 2.1, a short description of the theoretical sound velocity in different liquid medi-

ums relevant to the project will be presented. Section 2.2 describes the principle of the pulse-echo

buffer rod method, and the equation to calculate the sound velocity will be derived in the time and

frequency domain. The correction terms needed in the sound velocity calculations are presented in

Section 2.3. Beam pattern and transducer radius will be presented in Section 2.4, and in Section 2.5,

a model for thermal expansion in the measurement cell will be described.

2.1 Sound velocity

Sound waves can travel through any gases, liquids or solids and will be affected by the medium's

physical properties [23]. Some mediums can further be dispersive, where higher frequency waves

travel faster than lower frequency waves. A sound wave will thus not retain its initial shape when

propagating through a dispersive medium[24]. Three characteristic sound velocities may therefore

be de�ned. The phase velocity is the velocity of a mono frequency wave where all points have equal

phase [8]. The group velocity is the velocity at which an envelope of waves with slightly different

frequency propagates [25], and the signal onset can be used to �nd the signal velocity [8].

Suppose the sound velocity is to be calculated in a dispersive medium. In that case, the phase velocity

at the carrier frequency is generally desired, which is found by measuring the stationary part of the

signal [8]. If the media is independent of frequency, thus nondispersive, the signal, phase, and group

velocities are all equal [8].

Sound velocity in solids can further be separated into compressional and shear waves. In compres-

sional waves, particle displacement is parallel to the direction of the wavefront, while shear waves

have a particle displacement perpendicular to the wavefront [23]. Shear waves, in contrast to com-

pressional waves, can only exist in solids [23]. The relationship between shear and compressional

waves in solid material can be expressed through Poisson's ratio, º , given as [26]
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º Æ
1

2
¢

³
cc

cshear

´2
¡ 2

³
cc

cshear

´2
¡ 1

, (2.1)

where cc and cshear are the compressional and shear sound velocities, respectively.

This project aims to calculate the compressional sound velocity in single and dual-phase liquids un-

der different temperature conditions. It is thus necessary to be able to verify the results and compare

the results with theoretical models. A short description of the sound velocity in water is thus pre-

sented in the following.

2.1.1 Sound velocity in water

The sound velocity in water is mainly dependent on temperature, salinity and pressure. During this

project, distilled water will be used as a reference medium. This being non-saline water and a non-

dispersive medium, the sound velocity will only be dependent on temperature and pressure. As a

result, a simpli�ed expression provided by Kinsler et al. [23] for calculating sound velocity in distilled

water will be adapted in this project. The equation is given as

ctd Æ1402.7Å 488
T

100
¡ 482

³ T

100

´2
Å 135

³ T

100

´3
Å

³
15.9Å 2.8¢

T

100
Å 2.4

³ T

100

´2´
¢

PG

100
, (2.2)

where ctd is the theoretical sound velocity in distilled water (subscript td for theoretical, distilled).

The temperature T is given in oC and PG is the gauge pressure in bar [27],

PG ÆP ¡ Patm ÆPM ¡ ½w gh, (2.3)

where PM is the measured ambient pressure, ½w gh is the hydrostatic pressure, and Patm ´ 1.01325

bar is the standard atmospheric pressure [27]. Eq. (2.2) has an uncertainty of 0.05% (500ppm) for

0 Ç T Ç 100oC and 0 Ç PG Ç 200 bar [23]. No con�dence level is provided, and a con�dence level of

95% is thus assumed. The density of distilled water, ½w

The density of pure water, ½w , as a function of temperature can be expressed by the Kell formulation

[28]. In this project, however, the density is set to constant ½w Æ998kg/ m 3, corresponding to density

in water at 20 oC [28]. The change in sound velocity due to a change in density is assumed negligible,

which is calculated to be a valid assumption in Section 6.1.3.

Generally, sound velocity in saline water increases with increased salinity [23]. Several theoretical

equations exist for calculating the sound velocity in saline water, where common ones are the ones

often referred to as the UNESCO equation [29] and the Del Grosso equation[30]. The equations, how-

ever, have different ranges of validity. Only the UNESCO equation will be adequate within the oper-

ating range for both salinity and temperature in this project. It has a temperature range of 0 ¡ 40oC,

a salinity range of 0-40 ppt (parts per thousand), and a 0 to 1000 bar pressure range [31]. Due to con-

cerns regarding the validity of the UNESCO equation with distilled water [32], the equation has not



2.2. PULSE-ECHO BUFFER ROD MEASUREMENT METHOD 9

been used for the distilled water measurements.

The original UNESCO algorithm was formulated by Chen and Millero [29] but was later recalculated

by Wong and Zu [31] following the adoption of the International Temperature Scale of 1990[33]. Their

form of the UNESCO equation will be used in this project, given as

ct s(S,T,P) ÆCw(T,P) Å A(T,P) ¢SÅ B(T,P) ¢S3/2 Å D(T,P) ¢S2, (2.4)

where ct s is theoretical sound velocity in saline water (subscript ts for theoretical, saline), S is salinity

given in parts per thousand (ppt), T is temperature in oC, and P = PM Å½sgd is the measured pressure

added with the hydrostatic pressure in bar. Cw(T, P), A(T, P), B(T, P) and D(T, P) are different expres-

sions, together containing 42 different numerical values. The remainder of the equation is therefore

presented in Appendix B.

An uncertainty in the model itself has been hard to �nd, but following the article of Leroy et. al. [32],

it is set to be 0.15 m/s. The con�dence level is not stated, and is thus assumed 68% as it is based on

experimental measurements.

The density of saline water, ½s is a function of temperature, salinity, and ½w [34]. In this project, the

density is set to constant ½s Æ1013.2kg/ m 3, which in Section 6.1.3 is shown to be a valid assumption.

2.2 Pulse-echo buffer rod measurement method

2.2.1 Principle of the pulse-echo buffer rod method

The principle of the pulse-echo buffer rod method is shown in Fig. 2.1. A transducer, acting as both

a transmitter and a receiver, sends out an acoustic signal which propagates through a solid buffer. At

the buffer/sample interface, the signal is partially re�ected and partially transmitted. The transducer

acquires the re�ected part of the acoustic signal, now acting as a receiver, and yields the �rst echo .

The transmitted part of the signal propagates through the sample before it is re�ected at the sam-

ple/re�ector interface. It then propagates back to the transducer, yielding the second echo. The �rst

and second echo will in the following be named Signal A = SA and Signal B = SB respectively.
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Figure 2.1: Illustration of the principle of the pulse-echo buffer rod method.

Figure 2.2: Schematic illustration of Signal A and B, used for transit time determination, together with identi�-
cation of different parts of the pulse. Illustration inspired by [8].
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2.2.2 Sound velocity in time domain

The sound velocity can be found by measuring the two-way transit time in the sample liquid. Fig.

2.3 shows the system setup of the measurement cell. This system setup will be used to derive an

equation for the sound velocity in the time domain. A similar approach was presented in Lunde and

Vestrheim's feasibility study [8]. Their notations will be applied here, adjusted to the measurement

setup used in this project.

A set of idealized assumptions will be used to develop the model, such as negligible phase shifts upon

re�ection at the buffer/liquid interface and liquid/re�ector interface due to plane wave propagation

[8]. The noise due to electronic switching when switching between transmitter and receiver is also

assumed negligible.

It will be shown in the following that t j in the system model presented in Fig. 2.3 corresponds to the

total transit time, where subscript j = A, B denote the transit time for Signal A and Signal B (cf. Fig.2.1).

Figure 2.3: System model of the experimental setup. Illustration inspired by [8].

The signal generator and the transmitting electronics excites the transmitting transducer with a volt-

age pulse. This pulse is converted to particle velocity which propagates through the buffer where the

pulse is partially re�ected and partially transmitted, shown in Fig. 2.1.

The re�ected pulse at the buffer/sample interface, propagates back to the transducer where it is con-

verted to a voltage pulse by the transducer. The voltage pulse is sent through the receiving electronics

and is detected by the oscilloscope. The received pulse, shown as Signal A in Fig. 2.2, can then be used

to calculate the transit time of Signal A, t A, by measuring zero-crossing number i in a characteristic

part of the pulse. The characteristic part can either be the signal onset, the transient part or stationary

part, cf. Fig. 2.2. The measured transit time of zero-crossing number i for signal A, t A, can thus be

expressed as

t A Æ2¢t bu f f er
plane Å t cor r

A , (2.5)
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where t bu f f er
plane is the plane wave travel time through the buffer with length D, and

t cor r
A Æt el,T Å t el,R Å t rem

A . (2.6)

In equation 2.6,

• t el,T = travel time through transmitting cables, T/R-switch and transmitting transducer,

• t el,R = travel time through receiving cables, T/R-switch and receiving transducer,

• t rem
A = travel time of t A due to remaining effects not included in t el,T or t el,R, further explained

in Section 2.3.

The transmitted pulse at the buffer/sample interface, propagates through the sample liquid and is

re�ected at the re�ector. It then propagates back to the transducer where it is converted to a voltage

pulse. The voltage pulse is then sent through the receiving electronics and is detected by the oscillo-

scope as signal B in Fig. 2.2. The measured transit time of zero-crossing number i for Signal B, tB , can

thus be expressed as

tB Æ2¢t bu f f er
plane Å 2¢t sample

plane Å t cor r
B , (2.7)

where t sample
plane is the plane wave travel time through the liquid sample with length L, and

t cor r
B Æt el,T Å t el,R Å t rem

B . (2.8)

In Eq. (2.8), t rem
B is the travel time in tB due to remaining effects not included in t el,T or t el,R. These

effects will be explained in Section 2.3. Time delays due to the transmitting and receiving electronics

and transducer, t el,T and t el,R can be assumed to be the same for t A and tB [35].

The difference in arrival between Signal A and Signal B, de�ned ¢ t , can be expressed as

¢ t ÆtB ¡ t A. (2.9)

Inserting Eqs. (2.5) and (2.7) into Eq. (2.9) yields

¢ t Æ2¢t sample
plane Å t cor r

B ¡ t cor r
A . (2.10)

By inserting for the correction factors, Eqs. (2.6) and (2.8), into Eq. (2.10), ¢ t can be expressed as

¢ t Æ2¢t sample
plane Å t rem

B ¡ t rem
A . (2.11)

Since

t sample
plane Æ

L

cs
, (2.12)

where L ÆL0¢KT is the sample length as a function of temperature, with L0 equal to the sample length

at T0, and KT the thermal expansion of the sample area, the sound velocity in the liquid sample, cs,
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can be found using Eqs. (2.11) and (2.12) as

cs Æ
2L

¢ t ¡ ¢ t rem , (2.13)

where

¢ t rem Æt rem
B ¡ t rem

A . (2.14)

The change in propagation length, L, due to thermal expansion will be treated in Section 2.5.

2.2.3 Sound velocity in frequency domain

A short burst may be favourable when one wants to avoid coherent noise contributions. Although

the sound velocity can be calculated with the time-domain model using a short burst by measuring

the signal onset or the transient part of the signal (cf. Fig. 2.2), the accuracy of the sound velocity

calculations with direct transit time measurements can be limited if the signal does not have a steady-

state region [36, 37].

Therefore, an alternative method will be presented based on �nding the group velocity of the pulse

in the frequency domain. The model is based on the work in Sæther's dissertation [14] and will be

adapted to the current project.

In this method, the propagation will be described with a plane wave propagation and a diffraction

term, thus a correction due to the assumption of plane wave propagation. It is thus assumed that

phase delays due to other sources than transmitting and receiving electronics, de�ned ¢ t rem in time-

domain calculations, only consist of diffraction correction. In Section 2.3, this is explained in detail

and shown to be a valid assumption.

The on-axis propagation is de�ned along the sound-axis of the transducer, thus the z-axis shown in

Fig. 2.4.

Figure 2.4: Direction of propagation in the system model, here shown for Signal B. Tx = Rx is the transducer,
acting as both the transmitter and receiver. Illustration inspired by [14].

From Fig. 2.1, a system model can be set up for both Signal A and Signal B in the frequency domain,

presented as a block diagram in Fig. 2.5. Each block represents the transfer function of a component

in the measurement setup shown in Fig. 2.3. Between each block is a node, and either a voltage V,

on-axis particle velocity v, or the on-axis sound pressure p is de�ned at each node[14]. The variables
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are labelled with a number after the order in the system they appear, together with either letter A or

B, corresponding to Signal A and Signal B, respectively. All variables are presented in the frequency

domain.

Figure 2.5: System model of the pulse-echo buffer rod method presented as a block diagram where a) Signal A
and b) Signal B. Illustration inspired by [14].

For Signal A, Fig. 2.5a), the voltage signal in on the signal generator, transmitting electronics and

transmitting transducer are denoted V0,A, V1,A and V2,A respectively, where the transmitting electron-

ics include T/R-switch and coaxial cables. The signal generator's emf is assumed to be the same as

the input voltage signal[14].

The particle velocity at the transducer's front surface, acting as a transmitter, is denoted v3,A, p4,A is

the on-axis sound pressure at the buffer/sample interface and p5,A is the free-�eld pressure at the

transducer's front surface, acting as a receiver, in the absence of the transducer. V6,A and V7,A are

the pressure-wave induced input voltages on the receiving electronics and the oscilloscope, where

the receiving electronics are the cables and T/R-switch. RBB is the plane wave pressure re�ection

coef�cient at the buffer/sample interface, [23]

RBB Æ
½scs ¡ ½bcb

½scs Å ½bcb
, (2.15)

where ½b is the density in the buffer, ½s is the sample's density, and cb and cs are the compressional

sound velocities in the buffer and sample respectively.

Using Fig. 2.5, the transfer function for Signal A can be written

V7,A

V0,A
Æ

V1,A

V0,A
¢
V2,A

V1,A
¢

v3,A

V2,A
¢
p4,A

v3,A
¢
p5,A

p4,A
¢
V6,A

p5,A
¢
V7,A

V6,A
. (2.16)

Diffraction correction for Signal A can be expressed as [38]

H diff
A Æ

­
p5,A

®

p pl
5,A

, (2.17)
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where
­
p5,A

®
is the average pressure over a "measurement area" equal to the transducer surface at

distance d = 2D, and p pl
5,A is plane wave pressure at the same distance 1 ,

p pl
5,A Æv3,A ¢½bcb ¢e¡ i 2kbD ¢RBB, (2.18)

assuming no unwanted re�ections. In Eq. (2.18), D is the buffer length and kb Æ! / cb is the buffer

wave number with cb equal to the buffer sound velocity, ! Æ2¼f , where f is the frequency. Eq. (2.16)

can thus be expressed as:

V7,A

V0,A
Æ

V1,A

V0,A
¢
V2,A

V1,A
¢

v3,A

V2,A
¢½bcb ¢e¡ i 2kbD ¢RBB ¢

­
p5,A

®

p pl
5,A

¢
V6,A­
p5,A

®¢
V7,A

V6,A
. (2.19)

For Signal B, Fig. 2.5b), V0,B , V1,B and V2,B are the voltage signal on the signal generator, transmitting

electronics and transmitting transducer respectively. The signal generator's emf is assumed to be the

same as the input voltage signal [14]. The transmitting electronics include the coaxial cables and the

T/R-switch. Further, v3,B is the particle velocity at the transducer's front surface, acting as a trans-

mitter. The on-axis sound pressure at the buffer/sample interface, the sample/re�ector interface and

the sample/buffer interface are denoted p4,B , p5,B and p6,B respectively. p7,B is the free-�eld pressure

at the transducer's front surface, acting as a receiver, in the absence of the transducer. The pressure-

wave induced input voltage on the receiving electronics is denoted V8,B , and V9,B is the input voltage

on the oscilloscope. With normal incidence, the plane wave pressure transmission coef�cients from

the buffer into the sample, TBS, and from the sample into the buffer, TSB, are given as [23]

TBS Æ
2½scs

½scs Å ½bcb
, TSB Æ

2½bcb

½scs Å ½bcb
. (2.20)

The plane wave pressure re�ection coef�cient at the re�ector, RR, can further be expressed as

RR Æ
½r cr ¡ ½scs

½r cr Å ½scs
, (2.21)

where ½r is the density, and cr is the compressional sound velocity of the re�ector.

As for Signal A, the transfer function for Signal B can be written

V9,B

V0,B
Æ

V1,B

V0,B
¢
V2,B

V1,B
¢

v3,B

V2,B
¢
p4,B

v3,B
¢
p5,B

p4,B
¢
p6,B

p5,B
¢
p7,B

p6,B
¢
V8,B

p7,B
¢
V9,B

V8,B
. (2.22)

The diffraction correction for signal B can be written as [23]

H diff
B Æ

­
p7,B

®

p pl
7,B

, (2.23)

where
­
p7,B

®
is the average pressure over a "measurement area" equal to the transducer surface at

1Section 2.3.1 will introduce diffraction correction and provide a more detailed explanation.
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distance d = 2D + 2L, and p pl
7,B is the plane wave propagation at the same distance,

p pl
7,B Æv3,B ¢½bcb ¢e¡ i 2kbD ¢TBS¢TSB ¢e¡ i 2ksL ¢RR, (2.24)

assuming no unwanted re�ection. Further, ks Æ! / cs is the sample wave number, and L is the sample

length as a function of temperature, i.e. L ÆL0 ¢KT . Eq. (2.22) can thus be expressed as

V9,B

V0,B
Æ

V1,B

V0,B
¢
V2,B

V1,B
¢

v3,B

V2,B
¢½bcb ¢e¡ i 2kbD ¢TBS¢TSB ¢e¡ i 2ksL ¢RR ¢

­
p7,B

®

p pl
7,B

¢
V8,B­
p7,B

®¢
V9,B

V8,B
. (2.25)

By dividing Eq. (2.25) with Eq. (2.19), the following expression is obtained:

V9,B

V0,B

V7,A

V0,A

Æ

V1,B

V0,B
¢V2,B

V1,B
¢v3,B

V2,B
½bcbe¡ i 2kbD TBSTSBe¡ i 2ksLRR ¢hp7,B i

p pl
7,B

¢ V8,B

hp7,B i ¢V9,B

V8,B

V1,A

V0,A
¢V2,A

V1,A
¢v3,A

V2,A
¢½bcb ¢e¡ i 2kbD ¢RBB ¢hp5,Ai

p pl
5,A

¢ V6,A

hp5,Ai ¢V7,A

V6,A

. (2.26)

One can further assume that V1,B

V0,B
ÆV1,A

V0,A
, V2,B

V1,B
ÆV2,A

V1,A
, v3,B

V2,B
Æv3,A

V2,A
, V9,B

V8,B
ÆV7,A

V6,A
, V8,B

hp7,B i Æ V6,A

hp5,Ai and V0,A ÆV0,B .

Eq. (2.26) thus reduces to:

V9,B

V7,A
Æ

TBS¢TSB ¢e¡ i 2ksL0 ¢RR ¢hp7,B i
p pl

7,B

RBB ¢hp5,Ai
p pl

5,A

Æ
TBS¢TSB ¢e¡ i 2ksL ¢RR ¢H di f f

B

RBB ¢H di f f
A

. (2.27)

To �nd the speed of sound of the sample, one has to �nd the phase of Eq. 2.27

6

µ
V9,B

V7,A

¶
Æ6

Ã
TBSTSBe¡ i 2ksLRRH di f f

B

RBBH di f f
A

!

(2.28)

Phase shifts upon re�ection and transmission can be neglected due to plane wave propagation[8].

Eq. (2.28) thus reduces to

6
¡
V9,B

¢
¡ 6

¡
V7,A

¢
Æ6

³
H di f f

B

´
¡ 6

³
H di f f

A

´
¡ 2ksL. (2.29)

Applying Eq. (2.12), and knowing that ks Æ! / cs, an expression for cs can be found through Eq. (2.29):

cs Æ
2L

³
6 (V7,1)

! ¡
6 (V9,2)

! Å
6

³
H di f f

B

´

! ¡
6

³
H di f f

A

´

!

´ . (2.30)

In Section 3.4.3, Eq. (2.30) will be used to calculate the sound velocity using the Fourier spectrum

method.

To simplify Eq. (2.30), it is shown in [39] that one can de�ne t A ´ ¡ 6
¡
V7,A

¢
/ ! , tB ´ ¡ 6

¡
V9,B

¢
/ ! ,

t di f f
A ´ ¡ 6

³
H di f f

A

´
/ ! and t di f f

B ´ ¡ 6
³
H di f f

B

´
/ ! . Eq. (2.30) can thus be expressed in the time domain
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as

cs Æ
2L

tB ¡ t A Å t di f f
A ¡ t di f f

B

. (2.31)

The change in length due to thermal expansion, L = L0 ¢KT , will be treated in Section 2.5.

2.3 Non-ideal characteristics

When measuring the sound velocity in the time domain, a correction time, t cor r was introduced for

Signals A and B. As the difference between t A and tB is used, the transit time in the cables, electronics

and transducer can be neglected. The correction terms will thus consist of t rem
A and t rem

B for Signals

A and B respectively.

Several factors may contribute to a time delay in the measured transit times. Diffraction correction,

thus the deviation from the assumption of a plane wave model of propagation, and possible phase

shifts due to thermal and viscous boundary layers at the sample/buffer interface are possible correc-

tion terms that will be studied in the following. A short description will further be provided about

mode-converted waves, which will be treated as an uncertainty in this project. Additional factors

include, but are not limited to:

• Possible imperfect symmetry in the transducer itself or in the mounting of the transducer [40],

not accounted for.

• Possible coherent noise contributions from echos in the measurement cell other than mode-

converted waves, treated as an uncertainty in Section 6.8.2.

• Transit time delays due to thermal and viscous boundary layers at the buffer/sample interface

are assumed to be negligible [35].

• Temperature-related effects on the dimensions of the measurement cell, discussed in Section

2.5.

Other unknown contributions are not accounted for.

The correction term for Signal A, t rem
A , is in this project assumed to only be affected by diffraction

correction,

t rem
A Æt di f f

A . (2.32)

For Signal B, the transit time will be affected by both diffraction correction and boundary layer cor-

rection upon re�ection at the sample/buffer interface,

t rem
B ÆtR Å t di f f

B , (2.33)

where tR is the time shift due to boundary layer correction, and t di f f
B is the diffraction correction in

Signal B. However, as will be evident in Section 2.3.2, the boundary layer corrections can be neglected.
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¢ t rem in Eq. (2.14) thus reduces to

¢ t rem Æ¢ t di f f Æt di f f
B ¡ t di f f

A . (2.34)

In Eq. (2.34), ¢ t di f f is the time domain diffraction correction.

2.3.1 Diffraction correction

Waves propagating from the transmitting transducer are often regarded as plane waves when they are

more spherical. The diffraction correction must be calculated to account for the deviation from the

general assumption of plane wave propagation.

This section introduces the theory related to diffraction correction in this project. In Section 4.1,

simulations will be conducted, which in turn is compared to the theory and assumptions presented

here.

Figure 2.6: Illustration of a plane piston transmitter (left) and a measurement area (right). They are coaxially
aligned with parallel faces, with a distance z = d between them. The transmitter is placed on z = 0 in a xy-plane
and propagates sound waves in the +z-direction towards the measurement area. Figure inspired by [41].

There are several methods to correct for the deviation from plane-wave propagation. In Fig. 2.6, a

sound source in an in�nite �uid medium is coaxially aligned to a receiving circular measurement

area. The sound source is a plane, circular piston vibrating uniformly mounted in an in�nite rigid

baf�e, "the baf�ed piston model"[42]. The measurement area, thus the observation area as there

is no physical receiver present, has a radius a2 equal to the radius of the sound source, a1. Thus

a1 Æa2 Æa, illustrated in Fig. 2.6.

BPDC model - single �uid medium

For a single �uid medium, Khimunin expressed the deviation from plane-wave propagation for a

uniformly vibrating plane piston as [38]

H di f f Æ
hpi A

p plane
, (2.35)
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where p plane is the plane-wave pressure at distance z = d, and hpi A is the average sound pressure over

the measurement area (in the absence of the receiver) at distance z = d, with area equal to the sound

source, A Æ¼a2. Applying Williams baf�ed piston model, Eq. (2.35) becomes [42, 38, 43]

H di f f (d , f ) Æ1¡
4

¼

Z ¼/2

0
exp

h
¡ i kd

³r

1Å 4
³ a

d

´2
cos2µ ¡ 1

´i
sin2µdµ, (2.36)

where µ is the integration variable, k Æ! / c is the wave number and c is the sound velocity in the �uid

medium. Eq. (2.36) must be solved numerically, which is shown in Appendix A.

The diffraction correction is often written with the dimensionless quantity [44]

S´
d

a2/ ¸
Æ

2¼d

ka2 . (2.37)

Eq. (2.37) can be solved for d and inserted into Eq. (2.36), yielding an expression for the diffraction

correction written with the dimensionless quantities S and ka [45],

H di f f (S,ka) Æ1¡
4

¼

Z ¼/2

0
exp

h
¡ i

(ka)2S

2¼

³r

1Å
³ 4¼

S¢ka

´2
cos2µ ¡ 1

´i
sin2µdµ. (2.38)

Khimunin's diffraction correction is based on the baf�ed piston model and will henceforth go under

the name "baf�ed piston diffraction correction" (BPDC), following notations in [46].

Diffraction correction in the pulse-echo solid buffer method

In this project, there are two signals of interest, SA and SB , as explained in Section 2.2.1. Consequently

must the diffraction correction for the respective signals be calculated.

Signal A corresponds to the two-way propagation in the Plexiglas buffer. To calculate the diffraction

correction for Signal A, the buffer/sample interface is assumed to be a plane in�nite perfectly re�ect-

ing surface, an assumption further discussed in Section 4.1. The propagation distance used in the

diffraction correction model is thus only the two-way propagation length in the buffer, thus d = 2D.

The diffraction correction of Signal A, H di f f
A is thus found using the BPDC model (Eq. (2.38)), with

SÆSA Æ
2¼¢2D

kba2
e f f

, (2.39)

where ae f f is the effective transducer radius (Section 2.4). The corresponding time shift has been

shown in [39] to be expressed as

t di f f
A Æ ¡

6 H di f f
A

!
. (2.40)

Eq. (2.40) can be inserted into Eq. (2.34) to calculate ¢ t di f f .

Signal B will transmit into the buffer, propagate through the buffer, through the sample liquid, before

it is re�ected at the re�ector. The BPDC model is restricted to a single �uid medium, and the model

has thus been adapted by the author in cooperation with [35], and will be named "baf�ed piston
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diffraction correction - multiple �uid" (BPDC-MF) model. To the authors knowledge, the model has

not been used before.

Fig. 2.7 illustrates the propagation of Signal B. The signal generated by the transmitter �rst propa-

gates through the buffer with length d = D. At the buffer/sample interface, the sound pulse has devi-

ated from plane wave propagation, corresponding to a deviation in phase of ÁB1, determined by the

distance D and the sound velocity cb .

The sound pulse is then transmitted into the sample liquid. As the sound pulse propagates through

the sample liquid, the deviation in phase will keep increasing from ÁB1, but at a rate determined by

the new sound velocity, cs. At the re�ector interface, a plane in�nite perfectly re�ecting baf�e is again

assumed, and the diffraction length in the sample liquid will correspond to twice the sample length,

d = 2L. After propagating twice the sample length, thus at the sample/buffer interface, the increased

deviation from plane wave is calculated, corresponding to a deviation in phase of ÁB2.

The sound pulse is then transmitted into the buffer, propagates through the buffer before it is detected

at the receiver again. Starting at ÁB2, the deviation in phase will increase at a rate again determined

by the sound velocity and propagation distance. At the receiver, the deviation in phase will be ÁB3,

corresponding to the total deviation in phase of Signal B.

Figure 2.7: Illustration of the BPDC-MF model for calculating the diffraction correction in Signal B.

For each sampled waveform, two diffraction corrections are calculated as a function of distance d

using Eq. (2.38) with f = 500 kHz and a Æae f f . The �rst diffraction correction, shown as the blue

curve in Fig. 2.8, is calculated using c Æcb . The second calculation is performed using the sample's

sound velocity, c Æcs, and is shown as the red curve in Fig. 2.8. Both curves start at d = 0. These

two curves are used to calculate the total diffraction correction for signal B, following three steps.

The �rst step is to calculate ÁB1, found at distance d = D using the blue curve. In the red curve, the

corresponding distance is located where the deviation in phase is ÁB1, shown in Fig. 2.8. From this

distance, the sound wave propagates the length d Æ2¢L, which results in ÁB2. In the �nal step, the

phase ÁB2 is located on the blue curve. The sound wave propagates the length d = D and the resulting
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phase, ÁB3 Æ6 H di f f
B is calculated. When the deviation in phase due to diffraction for Signal B is

calculated, the corresponding time shift can be found using [39]

t di f f
B Æ ¡

6 H di f f
B

!
, (2.41)

which, together with t di f f
A , can be used to calculate ¢ t di f f using Eq. (2.34).

Figure 2.8: The total diffraction correction calculation in signal B using the BPDC-MF model. The blue curve
is the calculated deviation in phase with cb Æ2711 m/s and the red curve is the calculated deviation in phase
with cs = 1480 m/s used as an example, both calculated as a function of distance. Further, D = 70.1 mm and L =
L0 = 25.18 mm.

2.3.2 Boundary layer correction

At the boundary between a �uid and a rigid surface, thin thermal and viscous boundary layers are

generated when sound waves are re�ected [47]. Inside these boundary layers, the acoustic impedance

of the liquid is altered, causing a phase shift and a corresponding time shift [48].

In the candidate method (cf. Fig 2.1), such boundary layers will be generated at the sample/buffer

interface. To account for such effects, a complex pressure re�ection coef�cient, R̂ will be calculated,

following [9]. From Kinsler and Frey [23], the complex re�ection coef�cient is expressed as

R̂ Æ
p r

p i
, (2.42)

where p i is the complex pressure amplitude of the incident wave and p r is the complex pressure
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amplitude of the re�ected wave. Assuming plane wave at normal incidence, and a �nite speci�c

impedance, the complex re�ection coef�cient becomes [48]

R̂ Æ
ẑ ¡ ½scs

ẑ Å ½scs
, (2.43)

where z is the �nite speci�c impedance of the surface, ½s is the density and cs is the sound velocity in

the medium of the incident wave. The complex speci�c impedance can further be expressed as [48]

ẑ Æei ¼/4 ½scs

s
½sc2

s

!¹

p
Pr

° ¡ 1
. (2.44)

Here, ¹ is the shear viscosity of the medium and ° is the ratio of speci�c heats of the medium. Further,

Pr is the Prandtl number given as Pr ÆCp ¹ / · , where Cp and · is the speci�c heat at constant pressure

and the thermal conductivity in the medium respectively.

By inserting Eq. (2.44) into Eq. (2.43), the increase in travel time due to thermal and viscous boundary

layer, tR, can be calculated using

tR Æ
6 R̂

!
, (2.45)

where 6 R̂ is the phase of the complex re�ection coef�cient.

The tabulated values needed for calculating the complex speci�c impedance has been found in Tables

4.2 to 4.6 in Nesse's dissertation [7] for several liquid samples at 21.9 oC. Using the tabulated values

together with f = 500 kHz, the time shift due to thermal and viscous boundary layers can be calculated,

and the results are presented in Table 2.1.

Table 2.1: Tabulated sound velocity and density values for different liquid samples at 21.9 oC [7], and resulting
calculated time shifts due to thermal and viscous boundary layers

Liquid sample
Sound velocity,

cs [m/s]

Density,

½[kg/ m 3]
Time shift, tR [ps]

Exxol D80 1314.4 796.0 36.256

Exxol D100 1342.9 812.0 34.094

Hexadecane 1359.6 772.2 34.346

Dodecane 1290.4 748.4 37.284

Distilled water 1488.0 997.8 1.4528

In Table 2.1, it is evident that time shifts due to thermal and viscous boundary layers increases with

decreasing density and sound velocity. Although the emulsions presented in Table 2.1 will not be used

in this project, it gives an adequate representation of the time shift in emulsions.

It will be shown in Section 4.1 that the diffraction correction, ¢ t di f f , corresponds to approx. 2.7 ¢10¡ 8

- 3.1¢10¡ 9 for a sound velocity span of 1320-1480 m/s. From the calculated time shifts presented

in Table 2.1, it is thus evident that the time shifts due to thermal and viscous boundary layers can
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be neglected for all liquids sample presented. The incremental changes in the respective variables

with increasing temperatures are further assumed to be negligible within the temperature span of the

project.

2.3.3 Mode-converted waves

At the boundary between two media, where one of them is a rigid elastic solid, it is until now assumed

that all waves are at normal incidence. At normal incidence, the transmitted and re�ected waves

will both be of the same type as the incident wave [49]. However, when the angle of incidence is

oblique, another type of wave will be generated. This phenomenon is referred to as mode conversion

and is the process of converting wave energy from shear to compressional, or vice versa [10]. Mode

conversions will occur upon re�ection at the boundary between the Plexiglas buffer and the sample

liquid. A compressional wave will travel in one direction through the buffer, and a shear wave with

a lower sound speed in the opposite direction [23]. Due to sound velocity differences, the mode-

converted wave may act as a coherent noise source and is further assessed in Section 3.5.3. These

mode-conversions and the implication they may have on the signal of interest have been identi�ed

and discussed by several authors[14, 16, 50].

2.4 Beam pattern and effective transducer radius

In the following, it is assumed that the transducer can be described with "the baf�ed piston model"

(cf. Section 2.3.1). This is an idealized assumption as the transducer in the project will be mounted in

a �nite baf�e, as well as vibrating non-uniformly.

When an acoustic wave propagates from a source, it creates a directive pattern according to Fig. 2.9.

This pattern shows that the beam is composed of a main lobe, where most of the energy is located,

and side lobes. The main lobe is the signal of interest and propagates normal to the transducer along

the sound-axis, thus in +z direction. The side lobes will propagate at an angle from the plane, limited

by the nodes at angles µn , where n de�nes node number n [23].

Figure 2.9: Illustration of the far-�eld beam pattern of a single transducer. Illustration is from [51] p. 25.
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The shape of the main lobe and side lobes in Fig. 2.9, will only be present if the wave propagates in

the far �eld [23]. It is therefore necessary to de�ne a distance where the signal propagates from near

�eld to far �eld, given as the Rayleigh-distance, r R, [23]

d È r R ´
A

¸
Æ

¼a2

¸
Æ

¼a2 f

c
, (2.46)

where A = ¼a2, ¸ Æc/ f is the wavelength, and d is distance from the transmitter to the measurement

area, illustrated in Fig. 2.6.

Eq. (2.46) shows that the Rayleigh distance will increase with increasing frequency, and is inversely

proportional to the speed of sound in the medium. When far �eld is achieved, the directional factor (

"Bessel directivity") can be described as [23]

H (µ) Æ
¯
¯
¯
2J1(kasin µ)

kasin µ

¯
¯
¯ (2.47)

where J1 is the �rst order Bessel function of the �rst kind. This can then be used to �nd out how the

beam radiation pattern will look like. The pressure nodes can be found at angles µm given by [23]

kasin µm Æj 1m (2.48)

where j 1m is the value of the argument of J1 that reduces the above Bessel function to zero, i.e.

J1( j 1m ) Æ0 [23].

Each pressure node has an associated pressure lobe, where the angular locations are determined by

H(µ). The values for the pressure lobes and nodes can be found in Appendix A.5 in [23], where it is

found that H (µ) ¼ 0 for the �rst time when j 11 Æ3.83. The main lobe is thus contained within the

node given by [23]:

kasin µ1 Æj 11 () µ1 Æsin ¡ 1
³ j 11

ka

´
Æsin ¡ 1

³ 3.83

ka

´
. (2.49)

In this project, the "3 dB angle" or the "half power angle" will be used to specify the beam width, and

can be calculated using [23]

H 2(µ) Æ0.5, (2.50)

or

µ3dB ¼sin ¡ 1
³ 1.6163

ka

´
, (2.51)

where µ3dB is the the 3 dB angle. The beam width can then further be de�ned as 2 ¢µ3dB . Through

simulations presented in Section 4.2, the side lobes will be studied in detail applying the theory above.

The baf�ed piston model, described in Section 2.3.1, assumes that the entire front face of the trans-

ducer moves uniformly [23]. A transducer's center may move with a larger amplitude than its bound-

aries, which makes the surface move non-uniformly [45]. This deviation can be accounted for by

using the effective transducer radius. The effective transducer radius can be found by solving for a in

Eq. 2.51, thus
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ae f f Æ
c

!
¢

1.6163

sinµ3dB
. (2.52)

2.5 Thermal expansion

This section will present the thermal expansion of the sample area when it is subjected to increased

temperatures.

In general, a material, or an object will expand in all directions when exposed to increasing tempera-

tures, as seen in Fig. 2.10 a), where the orange dotted line shows the expanded boundaries. This also

applies to a hole inside a material or an object, as shown in Fig. 2.10 b). Because the object expands,

the hole inside of the object also expands.

Suppose an object has a length x0 at an initial temperature T0. The change in length of the object

upon a temperature increase ¢ T can be found through [27]

¢ x Æx0®¢ T. (2.53)

Here, ¢ T ÆT ¡ T0, where T0 is the initial temperature and T is the measured temperature, and ® is the

linear thermal expansion coef�cient of the given material. ¢ x Æx ¡ x0 is the �nal length subtracted

with the initial length. Solving for x yields

x Æx0
¡
1Å ®(T ¡ T0)

¢
Æx0

¡
1Å ®¢ T

¢
Æx0 ¢K , (2.54)

where K Æ1Å ®¢ T will serve as an abbreviation for the general increase in x0 with temperature.

Figure 2.10: Illustration of thermal expansion in a material: a) a solid piece of material will expand in all direc-
tions b) a whole inside an object will expand at the same rate as the material surrounding it.

However, the above equation will only hold for a single material or object. The materials that make

up the measurement cell in the project will expand at different rates according to their linear thermal

expansion coef�cients when heated up. The cell is made out of Aluminium Alloy 6082 and Plexiglas

which has linear thermal expansion coef�cients of ®a Æ24¢10¡ 6/ oC and ®p Æ70¢10¡ 6/ oC respectively

[52, 53].
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The Plexiglas is attached to the aluminium using bolts, as shown in Fig. 2.11. In theory, when the

measurement cell is heated up, the aluminium will expand in all directions, increasing the length of

the sample area. However, the aluminium is attached with bolts to the Plexiglas buffer. The bolts will

consequently halter the expansion due to forces acting on both the Plexiglas and the aluminium.

Figure 2.11: Illustration of the expansion of the sample area due to thermal expansions in the materials sur-
rounding the bolts. Sketch is illustrated as seen from the top. Dimensions are not to scale.

The change in sample length due to buffer expansion will be equal to the expansion to the right of the

bolt, named distance db . Further, the expansion of the aluminium chassis, dL A, will be limited by the

bolt placement, where at temperature T0, the distance is given as

LA ÆL0 Å db , (2.55)

where L0 is the sample length at T0. The change in the sample length due to the aluminium expansion

will consequently only be dependent on the expansion on the right side of the bolt, as shown in Fig.

2.11.

With an increase in temperature, ¢ T , the new sample length, L, will be equal to the difference be-

tween the increase in LA, dL A, and the increase in db , dLb

L ÆdLa ¡ dLb . (2.56)

Using Eq. 2.54, the linear thermal expansion of the aluminium chassis can be expressed as

dLa ÆLA Å (LA)®a¢ T, (2.57)
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and the expansion of the buffer can be expressed as

dLb Ædb Å db ¢®p ¢ T. (2.58)

Inserting Eqs. (2.56), (2.57) and (2.58) into Eq. (2.56), results in the expression for the new length as a

function of temperature

L ÆL0 Å ¢ T ¢
³
(L0 Å db) ¢®a ¡ db ¢®p

´
. (2.59)

Following Eq. (2.54), the above equation can be reduced to

L ÆL0 ¢KT , (2.60)

where KT will be the general expansion of L0 with a temperature change ¢ T, and can be expressed as

KT Æ1Å ¢ T ¢
³
®a Å

db

L0

¡
®a ¡ ®p

¢́
. (2.61)

The calculations above, however, only holds for the areas surrounding the bolts. It was decided to

strategically place the bolts so as to prevent or limit acoustic interference due to re�ections from the

bolt surface, meaning that the middle of the Plexiglas buffer is not secured by bolts. Upon heating, the

Plexiglas buffer might experience stress forces around the acoustic axis, causing the middle to bulge

as shown in Fig. 2.12. Such an expansion will decrease the length of the sample area, causing an error

in the sound velocity measurements.

Figure 2.12: Simpli�ed illustration of the possible thermal expansion of the sound axis in the Plexiglas buffer
due to a temperature increase. The expansion is exaggerated and the dimensions are not to scale.

For the candidate project, a sample length of L0 Æ25.18mm is measured (ref. Section 6.2). Based

on Eq. (2.12) and a sound velocity of cs Æ1481m/ s, if the sample length is reduced by 0.01 mm, a

sound velocity change of 0.6 m/s can be calculated. The bulging of the Plexiglas buffer can thus be a

potential source of sound velocity error. However, this expansion is hard to quantify and even harder

to measure without high precision tools. It will thus only be treated in further discussions in Chapter
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7.

The diffraction correction model presented in Section 2.3.1 is dependent on the buffer length which

is secured by bolts on both sides ( Fig. 2.11). In this project, no equation has been created for the

thermal expansion of the buffer, and the uncertainty in this is assumed negligible, as it will be shown

in Section 6.8 that the uncertainty in diffraction correction only accounts for ¼1% of the total uncer-

tainty budget.

2.6 Fourier Transform

The Fourier transform can be used to analyze time-domain signal in the frequency domain, which

will be used in Section 3.4.3 in this project. Fourier synthesis further constructs time signals from a

frequency response by using the inverse Fourier transform [54].

The Fourier transform, X(! ) and the invers Fourier transform, x(t ) can be expressed as [25]

X(! ) Æ
Z 1

¡1
x(t )e¡ i ! t dt ,

x(t ) Æ
1

2¼

Z 1

¡1
X(! )ei ! t d !

(2.62)

In digital processing, the Fourier transform can be discretized in the time domain and frequency do-

main; t Æn¢ t and f = r ¢ f . ¢ t and ¢ f are the intervals between two samples in the time or frequency

domain, and n and r are integers[54]. The discrete Fourier transform (DFT) and the inverse DTF are

de�ned as [55]

X [r ] Æ
N ¡ 1X

nÆ0
x[n ]e¡ 2¼k

N n

x[n ] Æ
1

N

N ¡ 1X

nÆ0
X[r ]e

2¼k
N n

(2.63)

The DFT is usually calculated using the fast Fourier transform (FFT) [54]. This is done in this project

using a pre-de�ned algorithm in Matlab [56].
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Chapter 3

Experimental setup and measurement

methods

This chapter describes the experimental setup and measurement method used in this project. The

chapter consists of �ve main sections with included subsections and can roughly be divided into three

parts. The �rst part, Sections 3.1, 3.2 and 3.3 concerns the measurements and experimental setups

needed to measure the sound velocity. The second part, Section 3.4, will discuss the signal processing

methods applied. A detailed description of the design of the measurement cell and considerations

made prior to construction will be included in Section 3.5.

3.1 Measurements of acoustic properties

Throughout the project, sound velocity measurements, noise measurements, and other acoustic prop-

erties will be measured. A block diagram of the setup used for these measurements is presented in

Fig. 3.1, and a picture is presented in Fig. 3.2.

A transducer is clamped onto the measurement cell and serves as both a transmitter and a receiver

using a T/R-switch (transmitting/receiving). The transducer is excited using a signal generator, and

the received signal is monitored through an oscilloscope. Inside the measurement cell is a temper-

ature probe connected to a computer using an adapter. Software for digital �ltering, storage and

communication is developed by the author in Matlab, presented in Appendix D.2.

The measurement cell is immersed in a water bath for sound velocity measurements at increasing

temperatures. A heater is inside this water bath, which heats the water bath through a temperature

controller. The temperature controller monitors the temperature inside the water bath through a

temperature sensor. The author has identi�ed neither the name nor brand of the temperature sen-

sor. However, since the sensor only measures the water bath temperature, its uncertainty and spec-

i�cations will not affect the measured sound velocity. A pump further circulates the water, so the

temperature is evenly distributed.
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