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Abstract

One of the major environmental concerns regarding wind energy is an increase in noise
levels, both in the atmosphere and the ocean. In this study, the generation and prop-
agation of aeroacoustic noise from wind turbines were studied using available mea-
surements together with several signal processing tools, as well as some well-known
models within the field.

The thesis starts by introducing some general and more advanced concepts in re-
gard to wind energy and aeroacoustics. Observational measurements conducted in a
gust wind tunnel on a scaled wind turbine model were used to quantify noise charac-
teristics from wind turbines. The experiment was conducted using 48 microphones in
a ring array, with a known distance from the source. Then, a simple beamforming al-
gorithm based on delay-and-sum in both 1D and 2D has been applied to identify the
distribution of acoustic source strength on the turbine blade and subregions. However,
our beamforming tool did not account for the sound source to be rotating and an ide-
alised case with a fixed source has therefore been provided for the illustration of the
method.

An open-source program for the Amiet model was adjusted for studying the tur-
bulence interaction and noise generation on the same NACA4412-airfoil, with some
simplifications applied. Next, the low-frequency Parabolic Equation model (PE-model)
for an inhomogeneous atmosphere was used to study the effect of different atmospheric
stability conditions on noise propagation from a wind turbine. Tests for three stability
conditions (stable, neutral, and unstable) for variations of source frequencies, as well
as for different topography were presented and discussed.

The studies conducted in this thesis illustrate the complexity of aeroacoustic noise
and the different parts that need to be accounted for in the development of new wind
farms, both onshore and offshore.
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Chapter 1

Introduction

1.1 Background

The European Union (EU) has pledged to reach net-zero greenhouse gas emissions
by 2050, abating the 3.7 gigatonnes of CO2-equivalents it is currently emitting per year
(European Environment Agency, 2021; European Parliament, 2019). To reach this goal,
a rapid shift towards large scale renewable energy must occur.

1.1.1 The evolution of wind turbines
The harvesting and utilisation of wind energy have been practised by humans for cen-
turies, with simple wind devices dating back thousands of years. The first designs of
the vertical axis windmills stem all the way back to the Persian-Afghan border around
200 BC, while the horizontal axis windmill from the Netherlands was developed much
later (1300 AD) and was often used to grind grain or pump water (Kaldellis and Zafi-
rakis, 2011). The first known modern wind turbine used for the production of electric-
ity was built in Scotland in 1887 by Professor James Blyth, and by the beginning of
the 1900s, there was a large use of small wind-electric generators in several countries
(Price, 2005).

After World War II, due to a shortage of fuels and an increasing demand for elec-
tricity, a more widespread interest in wind energy arose leading to new research going
into understanding the science of wind energy and wind turbines. In more econom-
ically developed countries, multiple research and development programmes for wind
energy were initiated during the 1970s, and significant technological advances were
made (Fleming and Proben, 1984).

With these advances, turbine sizes have increased rapidly in recent decades - both
in height and blade length - generating more energy per turbine. The typical wind
turbines in the 1980s had a rated capacity of 0.075 megawatts (MW) and a rotor di-
ameter of 17 m, see Figure 1.1, with modern onshore wind turbines today generating
an output of around 2-5 MW with an average rotor diameter of 125 m (in 2020) (Of-
fice of Energy Efficiency and Renewable Energy, 2021b). Up-scaling of wind turbines
is mainly driven by cost reductions, making electricity generated from wind turbines a
competitive energy source. The more energy generated per turbine, the fewer turbines
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are needed, leading to lower manufacturing and installation costs. The optimum sizes
for both onshore and offshore turbines are still being explored, and with larger turbine
blades and higher towers, some issues are arising.

Transportation of large turbine blades for onshore installations is considered a com-
plex operation because their shape and form after construction can not be bent or
changed in any way. This limits the radius that the trucks can turn and the routes they
can take. The topography and possible obstacles like bridges, highway overpasses or
roundabouts, must be reviewed and expensive altercations to the roads and shores may
be needed (Office of Energy Efficiency and Renewable Energy, 2021b). Any further in-
crease in the size of onshore turbines will therefore be restricted by logistic constraints,
as well as regulations concerning noise and visibility that will be discussed further in
subsection 1.2.2. Offshore up-scaling, on the other hand, will be easier due to the fact
that it can be engineered at industrial ports and transported directly by ships to the site
(International Energy Agency, 2013).

Figure 1.1: Illustration of the size evolution of wind turbines since 1980 and prospect. Figure from
International Energy Agency (2013).

1.1.2 The role of wind power in the current energy transi-
tion

As other economies struggled under the weight of continuously new lockdowns caused
by Covid-19 in the last couple of years, additions of renewable sources of energy in-
creased by 3% in 2020, the fastest rate it has had in two decades (Cozzi and Gould,
2021; IEA, 2021). The wind industry had a growth of 93 GW in 2020, largely driven
by installations in China, and the industry is expected to exceed 1 TW in the global
cumulative installation of onshore and offshore installations by 2025 (Lee and Zhao,
2021).
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Wind energy in Europe

In Europe, wind energy currently covers 16% (approximately 220 GW) of the annual
electricity demand, saving 118 million tonnes of CO2-equivalents per year. By 2030
it is estimated an installed wind energy capacity of 350 GW, supplying up to 24% of
the electricity demand and save 270 million tonnes of CO2-equivalents - the same as
Spain’s annual CO2-emissions (Wind Europe, 2022a). Denmark is, not surprisingly
given its history, the country with the highest wind energy shares in Europe, with a to-
tal of 46% of its electricity being supplied from wind farms (Wind Denmark, 2022).

The European Commission predicts that wind energy will be the technology provid-
ing the largest contribution to the EU renewable energy targets for 2020 and beyond.
There are numerous research and innovation projects already established in the EU,
aiming to lower the cost and increase the performance and reliability of wind energy
technology, especially offshore (European Commision, 2022).

Wind energy in Norway

Norway is one of the countries with the best resources of wind in Europe, as shown in
Figure 1.2. This can be credited to the long coastline with direct access to the Atlantic
Ocean and high mountains. Wind energy has met a lot of resistance amongst the pop-
ulation in Norway, with demonstrations focusing on the wrecking of nature, noise and
disturbance of wildlife. Even with this negative publicity, Norway installed a record
of 1.5 GW in 2020, all onshore (European Commision, 2022). Amongst these instal-
lations was the Fosen Vind Complex, with a capacity of 1 GW as the largest onshore
project in Europe (Statkraft, 2021). At the end of 2021, Norway had an installed ca-
pacity of 4650 MW from wind energy (NVE, 2022c).

Offshore wind energy market

In 2010, offshore wind was still a relatively new and developing technology but has
since seen a rapid maturity in technology and lower cost. Between 2010 and 2019,
there was a ninefold increase in cumulative installed capacity, from 3 GW to 28 GW
(International Renewable Energy Agency, 2020). Europe is the global leader in the off-
shore wind industry, accounting for over 80% of the installed capacity in 2018 (IEA,
2019).

With larger areas available, as well as more stable and stronger wind resources, the
International Renewable Energy Agency (IRENA) predicts that the offshore wind mar-
ket will grow significantly over the next three decades. They await a rapid increase to
a total capacity of 228 GW in 2030 and as much as 1000 GW in 2050 (IRENA, 2019).

Currently, turbines are being installed in 40 metres of water depths up to 80 kilo-
metres from shore. These turbines, with monopile or jacket foundations rooted in the
seabeds, are restricted to waters less than 60 metres in depth (Equinor, 2022). Given
that up to 80% of the available offshore wind resources in both Europe and Japan, two
of the largest producers of offshore wind energy, are in waters deeper than 60 metres,
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Figure 1.2: Map over the Norwegian offshore wind resources, made by Kjeller Vindteknikk (2009) on
behalf of The Norwegian Water Resources and Energy Directorate (NVE).

this imposes a big technological limit (EU-Japan Centre, 2021). Floating wind farms
are therefore one of the most sophisticated developments in ocean energy technologies,
offering many important opportunities (IRENA, 2019).

1.2 Motivation

1.2.1 Positive impacts of wind power
Wind energy is considered one of the most environmentally friendly and cleanest en-
ergy sources, with many positive impacts both from local and global perspectives (Eu-
ropean Commision, 2022). The long term impact on our environment is in most aspects
positive. There are many reasons why wind energy is considered a good choice, for in-
stance:

1. It is cost-competitive compared to other energy sources. Mayor technology im-
provements and reduced installation costs mean that onshore wind is now in the
same price category, and often cheaper than traditional fossil fuels (Amim, 2015).
In 2020, several new onshore wind projects, with a total installed capacity of 100
GW, were commissioned with a cheaper LCOE (Levelized Cost Of Electricity)
than the most cost-efficient fossil-fueled power generation (International Renew-
able Energy Agency, 2020).

2. It produces no greenhouse gases after production and therefore reduces the threat
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posed by climate change (Wind Europe, 2022a).

3. It has one of the lowest CO2-emissions and energy use throughout its life cycle.
Compared to the carbon footprint of coal and natural gas, releasing roughly 980
g CO2/kWh and 465 g CO2/kWh respectively, wind energy is considered close
to emission-free with a carbon footprint of only 11 g CO2/kWh (Office of En-
ergy Efficiency and Renewable Energy, 2021a). The energy payback time, i.e.
the required period in which the wind turbine can produce the same amount of
electricity as the total energy consumed of its entire life cycle, varies from around
3-9 months for onshore turbines. For offshore wind turbines, the energy payback
time is usually a bit longer (Pichs Madruga et al., 2012).

4. It generates no air pollutants when in production. Exposure to high-level air
pollutants over time can also cause a variety of serious health problems, like res-
piratory infections, heart diseases and lung cancer (World Health Organization,
2019). Wind energy is therefore a wiser energy source choice when talking about
health impact.

5. It emits no micro-plastics, which are also a large cause of lung cancer and respira-
tory diseases reducing the general life expectancy (Wind Europe, 2022b). Micro-
plastics come from thermoplastics, like acrylic, polyester, polypropylene, Teflon
and nylon, and are becoming an ever-increasing issue for the environment and
our health. Even though wind turbines contain plastic in many of their compo-
nents, they are not made from the thermoplastics that microplastic comes from.
The blades on the turbine, that suffers the most tear, are made up of composite
fibres, consisting mostly of glass fibre from sand (70%) and thermosetting plas-
tic (30%)(Carstairs, 2021; Svensk Vindenergi, 2021). Compared to car tires or
clothes, a wind turbine emits significantly fewer microplastics during its lifetime,
and there is no scientific consensus to support claims that wind turbines increase
microplastic pollution (Carstairs, 2021; NORWEA, 2021).

6. It uses almost no water in operation, unlike other electric power plants (i.e. nu-
clear and thermal power plants using water for cooling purposes). Energy produc-
tion is accountable for 44% of the European water consumption, more than both
agriculture, public water supply and industry. An important step towards safe-
keeping the water resources in Europe is therefore to replace nuclear and thermal
power stations with wind energy (Koulouri and Moccia, 2014).

7. It is almost fully recyclable, with between 85− 90% of the wind turbines’ total
mass being recyclable. Turbine blades have, however, represented a challenge
for the industry, due to their complex composite material that requires a special
recycling process (Wind Europe, 2020). Coming up with a solution to this is of
high importance for the wind industry, as the number of decommissioned wind
turbines in the next couple of years will grow rapidly.

1.2.2 Negative impacts of wind power
Despite broad public support for renewable energy, the development of wind farms is
often met with resistance from a local level. Although some opposition to wind power
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often is based on pure misconceptions about the technology, it is important to under-
stand the underlying issues and concerns behind this personal stand, such as the aes-
thetics, land use, impact on birds, fish and mammals, and noise levels (NREL, 2005).

An issue that arises when the sun is low in the sky, is light shining through the wind
turbine. The turbine blades rotate, casting a moving shadow over nearby areas, per-
ceived as a "flicker". This shadow flickering effect is the largest close to the turbine
and will have both daily and seasonal variability depending on the position of the sun
and the cloud cover (NVE, 2022b). Wind project developers can use computer pro-
grams to estimate when, where and to what extent shadow flickering will be an issue
when choosing sites and therefore reduce this issue already before the commission (Of-
fice of Energy Efficiency & Renewable Energy, 2011). When in operation, it is possible
to shut down the wind turbines for shorter periods of time, for instance in the morning
or evening, when the effect is most noticeable. This initiative is done by many onshore
wind farms in Norway today (NVE, 2022b).

People living close to wind farms have numerous times reported various negative
health impacts arising from wind turbine noise. For that reason, noise pollution is to be
considered the most critical impact wind turbines have on the environment. In Norway,
the noise regulation for wind turbines is more rigid than for other industries, as well as
for roads and railways. Seeing as the noise varies with wind speed, direction, vegetation
and other atmospheric factors (which will be discussed in section 2.4), many find this
to be more disturbing than other noise sources, even with an upper noise level of 45
dB, the same noise level as a modern fridge (Home-X, 2022; NVE, 2022a). Noise
from wind turbines is therefore a key subject in studies and research in the pursuit
of improving the overall performance and the environment in close proximity to the
turbines.

1.3 Objectives

The primary objective of this thesis is to study the generation and propagation of aeroa-
coustic noise from wind turbines, using available measurements and a variety of signal
processing tools. The thesis starts by introducing some general and a few more ad-
vanced concepts in regard to wind energy and aeroacoustics, before moving on to look-
ing at experimental datasets where the noise characteristics from wind turbines will be
studied.

We will be using the Amiet model to understand the turbulence interaction and noise
generation on an airfoil. Next, we move on to the sound propagation, where the low-
frequency Parabolic Equation model (PE-model) for an inhomogeneous atmosphere
will be used to study the effect of different atmospheric stability conditions on noise
propagation, with and without terrain and for varying source frequencies. A deeper
understanding of noise arising from wind turbines will make it possible to drive the
technology and the utilisation of wind energy further in the future.
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1.4 EERA DeepWind Conference 2022

As a part of my thesis, I had the opportunity to attend the annual European Energy
Research Alliance (EERA) DeepWind conference in January 2022. Due to COVID-19,
restrictions on travel and social gatherings made it not possible to attend the conference
physically, and all presentations were conducted online. In October, an abstract was
sent in on my thesis with the expected discoveries and further work described. The
current work was presented in front of a panel of experienced people in the offshore
wind industry/field of study. This was a great opportunity to present my work, as well
as learn from ongoing research and innovations related to offshore wind technologies



Chapter 2

Theory

A wind turbine transforms kinetic energy in the wind, from mechanical energy in the
shaft to electrical energy in a generator (Office of Energy Efficiency & Renewable,
2013). The maximum available energy, Emax in joule [J], extracted from the wind can
be calculated with the formula:

Emax =
1
2

mV 2
0 =

1
2

ρAV 3
0 , (2.1)

where m is the mass flow, V0 is the wind speed, ρ is the density of the air and A is the
rotor area. The power increases with the cube of wind speed and linearly with density
and area, as seen in the formula. Available wind conditions at the site are therefore
one of the first things to look into in a planning process. In practice, the maximum
available power from Equation (2.1) is not obtainable, so a power coefficient Cp is
defined as the ratio between the actual power output and the maximum available power
given in the above equation. Modern wind turbines operate with Cp up to 0.5, with a
theoretical maximum efficiency given by Betz limit with Cp = 16

27 = 0.593 or 59.3%
(Hansen, 2008).

2.1 Fundamental acoustics

In preparatory to the following chapters, a number of basic acoustic concepts and ter-
minology will be introduced. For more details regarding the theory discussed here,
see Dowling and Williams (1983) and Kinsler et al. (1999), which has been used in
preparation for this section.

2.1.1 Sound and noise
Sound exists as the result of weak pressure disturbances, or oscillations, travelling in
an elastic media (e.g. air, water, solids), causing small variations in the density and ve-
locity of the wave. These disturbances occur from vibrating surfaces or turbulent fluid
flows and generate energy across the media. The more energy generated from the vi-
brations, the louder the sound gets. The way to measure sound levels is with the decibel
scale [dB] (Vargas, 2008).
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Noise is an unwanted sound, that has both an objective, physical component, and a
subjective component, e.g. the perception and reaction to a sound varies from person
to person, and it can be difficult to assess the extent of the noise and how it affects the
nearby environment. It is defined as noise if the sound is of no use or value, or if it
causes annoyance, distress or pain (Harrison, 2011; Vargas, 2008).

2.1.2 Quantification of sound
The sound pressure, P, is defined as the force of a sound on a surface area perpendicu-
lar to the direction of the sound, expressed in pascals [Pa]. 1 Pa is defined as 1 N/m2

in the SI system of units. Sound intensity, I, is defined as the rate of power transmis-
sion through a surface, expressed in watts per square meter [W/m2]. If we consider
ourselves in a free-field environment, i.e a region in space where sound may propagate
free from any form of obstruction, the sound intensity is defined as,

I =
P2

2ρc
, (2.2)

where ρ is the density of air [kg/m3], and c is the speed of sound [m/s]. The total
energy produced from a sound source per unit of time is called the sound power, W ,
measured in watts. The power from a sound source emitting spherical waves can be
written as:

W =
∫

A
IdA = 4πr2I, (2.3)

where A and r are the area and radius of the spherical wave.

2.1.3 Intensity Level (IL) and Sound Pressure Level (SPL)
Sound pressures and intensities are typically described using the numerically more
compact logarithmic scale. A reason for this is that even though the fluctuations are
small, the range in amplitudes is very large for both sound pressures and intensities;
the audible intensities range from approximately 10−12 to 10 W/m2. The intensity
level, IL, of a sound is defined as

IL = 10log(I/Ire f ), (2.4)

where Ire f is a reference intensity, IL is expressed in decibels ref. to Ire f (dB re Ire f )
and "log" is the logarithm to base 10. Since the intensity and pressure can be related by
Equation (2.2) when ρc is the same, the intensities in Equation (2.4) can be replaced
with expressions of the pressure:

SPL = 20log(P/Pre f ), (2.5)

where SPL is expressed in dB re Pre f . Pre f is the reference pressure amplitude in
pascals [Pa]. In the air, the internationally agreed reference value of pressure is given
as 2×10−5 Pa and corresponds to the threshold of hearing (0 dB). The sound pressure
level will depend on factors such as distance from the source, the directivity of the
source and the propagation path.
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Figure 2.1: The sound pressure level of a typical wind turbine at different ranges. Figure from GE
Global Research (2014).

2.1.4 Frequency spectrum
Sound rarely consists of single-frequency signals and is usually a combination of mul-
tiple frequencies put together. The frequency spectrum of the acoustic source is a way
of characterising the sound. Some commonly used spectrums are the octave band and
the 1/3 octave band. An octave refers to the range between one frequency and its dou-
ble or its half. There is one octave between the frequency 1000 Hz and the frequency
2000 Hz, and similarly between 1000 Hz and 500 Hz. An octave band is therefore a
band where the highest frequency is twice the lowest frequency. To give an example,
an octave filter with a centre frequency of 1 kHz has a lower frequency of 707 Hz and
an upper frequency of 1.414 kHz (Dopico, 2020). A 1/3 octave band is between two
frequencies with a ratio 21/3 : 1 and will give more detailed information about the struc-
ture of the noise than the octave band (Hansen, 1951). For a 1/3 octave filter with the
same middle frequency of 1 kHz, we now get a lower frequency of 891 Hz and a higher
frequency of 1.122 kHz.

The human ear can hear frequencies from about 20 Hz to 20 kHz and is built in
such a way that it responds more strongly to certain frequencies than others. When
sound meters assess the annoyance caused by a sound, they must take this sensitivity
into account. One way of doing that is to weigh the sound pressure level in each fre-
quency band by a factor. The most common factor or curve to use is ’A-weighting’
(see Figure 2.2), measured in dBA, which emphasises the higher frequencies and de-
emphasises the more audible lower frequencies (Hubbard and Shepherd, 1988).
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Figure 2.2: A-weighting filter plotted in Matlab.

2.1.5 Turbulence spectra
The turbulence spectra is an important concept in wind energy, as it gives the distri-
bution of kinetic energy in the wind with respect to frequency. The energy is mainly
concentrated in the high-frequency area, i.e. long wavelengths and large eddies, see
Figure 2.3. Turbulent energy is gained at the expense of instabilities in a mean flow
(Garratt, 1992), creating large eddies that dissipate to smaller and smaller eddies, even-
tually fading into viscosity.

Figure 2.3: Schematic representation of the energy spectrum of turbulence. Figure adapted from Gar-
ratt (1992).

Turbulence intensity, T I, is a measure of the intensity of the wind velocity fluctua-
tions in percentage [%], and can be found in the equation (Caires et al., 2019):

T I =
σU

Umean
(2.6)

where σU is wind speed standard deviation, and Umean is the mean wind speed.

2.2 Structure and design of a wind turbine

Wind turbines are usually separated into two main categories based on their connec-
tion between the shaft and blades. If the blades are connected to a vertical shaft, the
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turbine is called a vertical-axis machine (VAWT). Today, almost all commercial wind
farms consist of horizontal-axis wind turbines (HAWT) (Office of Energy Efficiency &
Renewable, 2013). This type of turbine is described in terms of the number of blades,
the rotor diameter, the rated power and the type of control strategy. Figure 2.4 shows
an illustration of both a HAWT and VAWT. When referring to wind turbines, the term
WT is preferably used from now on for a HAWT, if not stated otherwise.

Figure 2.4: Illustration of HAWT and VAWT. Figure from Ba Alawi (2018).

A WT can be separated into five assembled parts (Office of Energy Efficiency &
Renewable, 2013):

• Tower - the supporting structure of the turbine. The height of the tower is signif-
icant for the energy captured and electricity generated, due to the fact that wind
speed increases with height. Winds above roughly 30 metres are also less tur-
bulent, giving more stable electricity production and less fatigue loading on the
mechanical parts (Brand et al., 2011).

• Rotor blades - usually two- or three-bladed. Both versions with their own advan-
tages and disadvantages. The two-bladed turbines are cheaper to construct due
to less material needed, but they have a higher rotational speed, i.e. they are per-
ceived as more flickering. Because of that, most turbines today are three-bladed,
as they appear calmer and less disturbing in the landscape. The aerodynamic ef-
ficiency of the turbine is also higher with three blades compared to two. Blades
vary in length, from around 40 metres for a 1.5 MW turbine to a record 115 me-
tres for the Vestas V236 - 15 MW turbine (Vestas, 2022).

• Rotor hub - the connection between the blades and the main shaft. The placement
of the rotor can either be upwind or downwind. Downwind turbines have the
tower positioned in front of the blades, creating a structural hindrance, while
upwind turbines receive the wind directly. Studies show that WTs with downwind
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rotors create more noise than upwind rotors when the aerodynamic wake from the
tower interacts with the turbine blades. In addition to other performance issues,
upwind WTs are generally preferred (Hubbard and Shepherd, 1988).

• Nacelle - the location of all the electrical components, like the gear-box, low- and
high-speed shafts, generator and brakes. It sits on top of the tower and the yaw
bearing that allows for rotation towards the changing wind direction.

• Foundation - the structure made for fixing the tower to the ground. There are
several different types of foundations for both onshore and offshore WTs, see
Figure 2.5. For floating WTs there are no solid foundations, instead, mooring
lines with a form of anchoring system are used to safely keep the turbines in the
required position. Depending on the seabed, type of mooring lines, cost etc. there
are several anchoring techniques to choose from. Some examples are gravity-
base, suction, drag-embedded and driven pile anchor (Floating Wind Turbunes,
2022).

Figure 2.5: Common offshore wind foundation types. From left to right: monopile, gravity, jacket,
tripod, spar, semisubmersible and tension-leg platform. Figure from Dornhelm et al. (2019).

2.2.1 Aerodynamics
Wind flowing across the turbine blades creates a difference in air pressure across the
two sides giving ground for both lift and drag forces. These forces are the components
perpendicular and parallel to the direction of the relative wind respectively. Figure 2.6
shows an illustration of the forces. When the force of the lift is stronger than the drag
force, this causes the rotor to spin.
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Figure 2.6: Illustration of lift and drag forces on an airfoil.

The lift and drag coefficients Cl and Cd are defined as:

Cl =
L

1
2ρV 2c

, (2.7)

Cd =
D

1
2ρV 2c

, (2.8)

where L is the lift force and D is the drag force, both in Newton, ρ is the air density,
c is the chord length of the airfoil and V is the wind speed. Lift can be explained by the
shape of the airfoil forcing the streamlines to curve around the geometry of the profile,
as shown in Figure 2.7. To curve the streamlines, a pressure gradient is necessary and
will work as a centripetal force. Far from the airfoil there will be atmospheric pressure,
there will therefore be a lower than atmospheric pressure on the upper side of the airfoil
(suction side) and a higher than atmospheric pressure on the lower side of the profile
(pressure side) (Hansen and Did, 1998). This pressure difference is what generates the
lifting force.

Figure 2.7: Explanation of the generation of lift.
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The most important parameter of the airfoil is characterised by the lift-to-drag ra-
tio, L/D, with the maximum lift-to-drag ratio on modern WTs being up to 200 times.
Having a high ratio tends to increase the efficiency of the turbine (Hansen, 2008).

2.3 Sound generation

Noise from wind turbines ranges in frequencies from low inaudible values to higher
values in the audible range. There are many components in a wind turbine that can
generate noise, in general, the noise can be characterised as either mechanical or aero-
dynamical.

2.3.1 Background Noise
When estimating the total sound level from wind turbines, it is however important to
first determine the background noise at the given site. Background noise can arise from
several different sources and should be accounted for by site measurements prior to
construction (without the turbine operating). Sources of background noise can be wind
interacting with other objects, like trees, vegetation, housing and terrain. Natural wind
noises can end up masking the wind turbine noise, due to the fact that their broadband
spectra are similar to the ones of the wind turbines (Vargas, 2008). If the background
noise levels are higher than the corresponding wind turbine noise levels, the WT noise
will generally not be perceived. Human activities (farm harvesting, traffic etc.) and
wildlife are other background noise sources.

2.3.2 Mechanical noise
Mechanical noise originates from components inside the turbine’s hub knocking or
moving against each other, for example in the gearbox, generator or the hydraulic sys-
tem. These noise sources are illustrated in Figure 2.8. This gives rise to tonal and
low-frequency vibrations that are transmitted in two ways. If the noise is directly radi-
ated to the atmosphere, like the noise emitted by the gearbox through the openings in
the nacelle, it is called airborne. To reduce the airborne noise, manufacturers have de-
veloped a type of wind turbine without gearboxes known as a direct-drive wind turbine.
The rotor here is connected directly to the generator, allowing for easier installation and
maintenance (ABB, 2019). Moreover, it is reducing the number of moving parts caus-
ing vibration and noise (Osmanbasic, 2020). The vibrations can also propagate through
the different components and transmission elements to the nacelle casing and further
down the tower before reaching the atmosphere. This indirect noise is called structure-
borne and is the main contribution of mechanical noise (Szasz and Fuchs, 2010).
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Figure 2.8: Examples of mechanical noise from the wind turbine nacelle. Figure based on INC Engi-
neering Co. Ltd. (2022).

Figure 2.9 shows a typical 1/3 octave band for a small 75 kW WT measured by
Ohlrich (Pinder, 1992). The mechanical noise spectra from the nacelle and the tower
are more tonal than the ’smooth’ and more broadband rotor noise. The aerodynamic
noise is dominant in most frequency bands, except around 1000 Hz where noise from
the nacelle contributes most to the overall level.

Figure 2.9: Typical noise frequency spectra of different components for a 75 kW WT. Figure from Pinder
(1992).

Avoiding or damping the mechanical noise is possible, but requires a certain amount
of maintenance and some added expenses for soundproofing or extra insulation material
(Oerlemans, 2011). For modern large scale WTs such improvements are usually given
and the mechanical noise can be neglected, while for small scale wind turbines and
some VAWTs it will still have some contribution to the total acoustic sound pressure.
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2.3.3 Aerodynamical noise
Aerodynamical noise is associated with the air flowing over the blades. This is typi-
cally the most dominant component of acoustic emissions from WTs. As Figure 2.10
shows, several complex flow phenomena occur around the blade, that each gives rise
to some level of noise. The aerodynamic noise generally increases rapidly with the ro-
tor speed. These noises are unavoidable and cannot be attenuated in the same manner
as mechanical noise. The various aerodynamic noise mechanisms can be divided into
three groups: inflow turbulent noise, tonal/low-frequency noise and airfoil self-noise.
These mechanisms will be discussed further in the following sections.

Figure 2.10: Sketch of aerodynamic sources from Liu (2017).

Some key measures for aerodynamical noise that should be mentioned are the Mach,
Strouhal and Reynold numbers. These numbers are used in the empirical relations
presented for each noise source. The Mach number is defined as the relative velocity at
the blade v, over the speed of sound c0 (Ocker et al., 2021):

M =
v
c0
, (2.9)

The rotor-based Strouhal number, being the ratio of inertial forces due to turbulence in
the flow, is defined as (Engineering Toolbox, 2014):

St =
f D
v
, (2.10)

where f is the frequency [Hz], D = 2R is the rotor diameter [m] and v is the relative
velocity [m/s]. Lastly, the Reynolds number is a measure of the inertia force to friction
force, and can be expressed as :

Re =
uL
ν
, (2.11)

where u is the flow velocity [m/s], L is the characteristic length [m], and ν is the kine-
matic viscosity [m2/s].

Airfoil Self Noise

Airflow self-noise occurs as a result of the interaction between the airfoil and the flow.
Turbulence in the airfoil boundary layer is produced and a broadband noise gets radi-
ated as a result of the interaction of the flow with the trailing edge. Brooks et al. (1989)
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have conducted measurements and formulated empirical relations to predict the noise
source levels. The noise intensity for all the airfoil self-noise sources is directly propor-
tional to the turbulent boundary layer displacement thickness, δ ∗, and to the fifth power
of the mean velocity or Mach number, M5, and inversely proportional to the square of
the distance between the airfoil trailing edge and the observer (Moriarty and Migliore,
2003).

By reference to Figure 2.10 and based on the findings by Brooks et al. (1989), the
airfoil self-noise can be divided as follows:

• Turbulent Boundary Layer Trailing-Edge Noise (TBL-TE) is considered the
most common source of noise from an airfoil and occurs when the turbulent
boundary layer interacts with the trailing edge of the airfoil, see Figure 2.11.
It usually takes place at high Reynolds numbers and moderate angles of attack
(Brooks et al., 1989; Moriarty and Migliore, 2003). Turbulent boundary layer
noise can appear on both sides of the airfoil, the sound pressure levels are there-
fore given for both the pressure and suction side as follows.

The pressure side of the airfoil (subscript p):

SPLp = 10log

(
δ ∗

pM5LD̄h

r2
e

)
+A

(
Stp

St1

)
+(K1 −3)+∆K1. (2.12)

The suction side of the airfoil (subscript s):

SPLs = 10log
(

δ ∗
s M5LD̄h

r2
e

)
+A

(
Sts
St1

)
+(K1 −3), (2.13)

where δ ∗ = δ ∗(α,Rec) is the boundary layer displacement thickness and based
on the angle of attack (α [deg]) and the Reynolds number (Rec) based on the
airfoil chord. The other parameters in Equations (2.12) and (2.13) are the span
of the airfoil; L [m], the directivity function; Dh (see Equation (2.31) in sub-
section 2.4.1), the effective distance to observer; re [m], and an empirical spec-
tral shape based on the Strouhal number; A. The Strouhal number is given as
St = ( f δ ∗/U), where f is the frequency of the vortex shedding in hertz [Hz], and
U is the local mean velocity of the flow [m/s]. Some other empirical relations that
are used, St1 = 0.02M0.6, an amplitude function K1 = K1(Rec) and a corrective
term for nonzero angles of attack ∆K1 = ∆K1(α,Reδ ∗) (Moriarty and Migliore,
2003; Vargas, 2008).

Figure 2.11: Turbulent boundary layer trailing edge noise.
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• Separation-Stall Noise (SEP) occurs when the blade airfoil is operating at high
angles of attack. When fully at stall, the noise radiates from the unsteady flow
over the airfoil chord as a whole instead of just along the trailing edge. This is il-
lustrated in Figure 2.12, where at small angles only boundary-layer separation is
present, while for higher angles large-scale separation occurs. In fluid dynamics,
a stall is defined as a sudden reduction in the lift as the angle of attack increases
on the airfoil (SKYbrary Aviation Safety, 2020). Under certain conditions, the
stall noise can produce amplitude modulation noise, i.e. regular variations in the
sound pressure coming from the rotation of the turbine blades. This amplitude
modulation is found to be the noise from wind turbines that causes the most an-
noyance compared to other environmental noise of the same level (Bertagnolio
et al., 2019; Makarewicz and Gołȩbiewski, 2018). Because wind turbine blades
often operate at high angles of attack, thus creating stall, this is a significant noise
source (Moriarty and Migliore, 2003). Brooks et al. (1989) formulated the sepa-
ration stall noise as:

SPLα = 10log

(
δ ∗

pM5LD̄h

r2
e

)
+B

(
Stp

St2

)
+K2, (2.14)

where B is a spectral shape function based on the Strouhal number and K2 is an
amplitude function in respect to the separation noise.

Figure 2.12: Separation-stall noise illustrated as an increase in the angle of attack.

The TBL-TE and SEP noise can be expressed together as:

SPLTOT = 10log(10SPLp/10 +10SPLs/10 +10SPLα/10). (2.15)

• Laminar Boundary Layer Vortex Shedding Noise (LBL-VS) is likely to occur
with a lower Reynolds number, i.e for a laminar flow. A laminar boundary layer
will be present over at least one side of the airfoil and develop into the trailing
edge, illustrated in Figure 2.13. The noise from this source is coupled to a feed-
back loop between vortices being shed at the trailing edge and instability waves.
The source of the noise occurs on the pressure side of the airfoil most of the time
and is of a tonal nature because of feedback amplification. For large scale wind
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turbines this noise source hardly exist since they operate at larger Reynolds num-
bers (> 1 million), especially at their blade tips (Moriarty and Migliore, 2003).

The empirical relation for the sound pressure level is given as:

SPLLBL−V S = 10log
(

δpM5LD̄h

r2
e

)
+G1

(
St ′

St ′peak

)
+G2

(
Rec

(Rec)0

)
+G3(α∗),

(2.16)
where the Strouhal number is defined as:

St ′ =
f δp

U
, (2.17)

St ′peak = St ′1 ×10−0.04α∗, (2.18)

and

St ′1 =


0.18 (Rec ≤ 1.3×105)

0.001756Re0.3931
c (1.3×105 ≤ Rec ≤ 4.0×105)

0.28 (4.0×105 < Rec)

, (2.19)

with Rec being a reference Reynolds number. Most other variables in Equation
(2.16) are the same as those in Equation (2.12): δp is the boundary layer thickness
on the pressure side of the airfoil and G1,G2 and G3 are empirical shape functions
for fitting the experimental data (Vargas, 2008).

Figure 2.13: Laminar boundary layer vortex shedding noise.

• Tip Vortex Formation Noise (TIP-VF) stems from the interaction of the tip
vortex with the blade tip and trailing edge close to the blade tip. The flow pro-
moted by the pressure differential between the airfoil surfaces assumes a three-
dimensional characteristic due to no boundary limitation at the blade’s tip, see
Figure 2.14. The flow is convected from the pressure side to the suction side of
the airfoil, creating a tip vortex as shown in Figure 2.14. Tip vortex formation
noise is usually less than the sound pressure level from trailing edges but can
have a significant contribution to high-frequency broadband noise (Moriarty and
Migliore, 2003; Vargas, 2008).

The empirical function for TIP-VF noise is found to be:
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SPLT IP−V F = 10log
(

M2M3
maxl2D̄h

r2
e

)
−30.5

(
log(St ′′)+0.3)

)2
+126, (2.20)

where the Strouhal number is

St ′′ =
f l

Umax
, (2.21)

and the flow velocity
Umax = c0Mmax. (2.22)

Here Mmax is the maximum Mach number of the separated flow near the tip,
defined as Mmax/M ≈ (1+ 0.036αT IP). αT IP is the equivalent angle of attack at
the tip in degrees and l is the spanwise extent of the separation zone in metres.

Figure 2.14: Tip vortex formation noise.

• Trailing Edge Bluntness Vortex Shedding Noise (TEB-VS) arise from vortex
shedding from a blunt trailing edge, with noise characteristics highly depending
on the shape and thickness of the trailing edge. Figure 2.15 illustrates the occur-
rence of TEB-VS noise. If the thickness of the trailing edge is significantly larger
than the thickness of the boundary layer at the trailing edge, this noise source
will become dominant in the total noise level (Moriarty and Migliore, 2003). The
noise is found to be described as:

SPLT EB−V S = 10log
(

M5.5hLD̄h

r2
e

)
+G4

(
h

δ ∗
avg

,Ψ

)
+G5

(
h

δ ∗
avg

,Ψ,
St ′′′

St ′′′peak

)
,

(2.23)

where the Strouhal definitions are

St ′′′ =
f h
U

, (2.24)

St ′′′peak =

{
0.212−0.0045Ψ

1+0.235(h/δ ∗
avg)

−1−0.0132(h/δ ∗
avg)

−2 ,
(
0.2 ≤ h/δ ∗

avg
)

0.1(h/δ ∗
avg)+0.095−0.00243Ψ, (h/δ ∗

avg < 0.2)
, (2.25)
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with the average displacement thickness for both sides of the airfoil is given as

δ
∗
avg =

δ ∗
p +δ ∗

s

2
, (2.26)

where Ψ is the solid angle between both airfoil surfaces upstream from the trailing
edge [deg] and G4 and G5 are empirical functions.

Figure 2.15: Trailing edge bluntness vortex shedding noise.

Turbulent Inflow Noise

Generated by the interaction between atmospheric turbulence and the rotor blade hap-
pening due to pressure fluctuations, this noise source depends more on the atmospheric
boundary layer and upstream flow conditions than the actual airfoil. The atmospheric
boundary layer is defined as the part directly influenced by the earth’s surface, with
turbulent scales varying from 1 mm to the order of 100 m. This mechanism is a signifi-
cant source of broadband frequency sound and becomes of importance when the length
scale of the turbulent eddies is large compared to the leading edge radius of an airfoil
(Moriarty and Migliore, 2003; Vargas, 2008). The empirical expression is found to be:

SPLIn f low = SPLH
In f low +10log

(
Kc

1+Kc

)
, (2.27)

where

SPLH
In f low = 10log

[
D̄hρ

2c2
0L

∆l
r2 M3T I2k3(1+ k2)−7/3

]
+58.4, (2.28)

and ρo is the air density [kg/m3], co is the speed of sound [m/s], l is a turbulence
length scale [m], u is the mean wind speed [m/s], TI is the turbulence intensity [%], and
Kc is a low frequency correction factor given by:

Kc = 10S2M
k̂2

β 2 , (2.29)

with S being the compressible Sears function expressed as:

S2 =

(
2π k̂
β 2 +(1+2.4

k̂
β 2 )

−1

)−1

, (2.30)

here β 2 = 1−M2 and k̂ = π f c
Vrel

is a local wave number, f is the frequency of interest
[Hz], c is the local airfoil chord length [m], and Vrel is the local velocity over the airfoil
section [m/s].
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Figure 2.16: Turbulent inflow noise.

2.4 Sound propagation in air

The noise generation mechanisms are now accounted for, however, the knowledge of
these noise sources is not sufficient to predict the sound perceived at a given location.
As a result of the initial energy in the sound spreading over a continuously larger area,
the sound pressure level decreases with distance from the source. If we assume a spher-
ical propagation with no atmospheric effects, the sound pressure level is reduced by 6
dB per doubling of distance (Rogers et al., 2002). This decrease in acoustic energy with
distance from the source is what we normally describe as geometric spreading. While
the sound wave travels through the atmosphere, several factors affect the propagated
aeroacoustic sound pressure levels and must be taken into account in the propagation
models (parabolic equation method, ray tracing etc.). The most significant factors are
source characteristics, distance, refraction, atmospheric absorption and turbulent scat-
tering, which will be further introduced in the following sections.

2.4.1 Directivity
The directivity of sound is a phenomenon where the sound level emitted from a source
is reduced depending on the position of the receiver relative to the noise source (Var-
gas, 2008). If a sound is directional it means that the strength of the sound varies in
different directions, while if it is omnidirectional the energy from the source is radiated
equally in all directions.

Brooks et al. (1989) illustrates directivity with an example of a stationary observer
and a flat plate in motion, see Figure 2.17. The trailing edge of the plate is the sound
source, representing an airfoil. θe and Φe are the directivity angles in this local coor-
dinate system, with re being the distance between the source position and the observer
position. The functions for sound directivity are given by:

D̄h(θe,φe)≈
2sin2(θe/2)sin2φe

(1+Mcosθe)[1+(M−Mc)cosθe]2
, (2.31)

where Mc ≈ 0.8M. This formula is valid for all high-frequency self-noise sources pre-
viously discussed, with the exception of the stall airfoil noise that can be given with an
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alternative function for low-frequency noise:

D̄l(θe,φe)≈
sin2(θe/2)sin2φe

(1+Mcosθe)4 . (2.32)

Figure 2.17: Directivity example with angles used. Figure from Vargas (2008).

2.4.2 Atmospheric factors
Air absorption

Atmospheric absorption is the dissipation of energy from an acoustic source when the
sound pressure waves travels through the air. The energy converts to heat through sev-
eral molecular processes, such as viscous interactions, thermal conductivity and molec-
ular relaxation (Hubbard and Shepherd, 1988). The amount of atmospheric absorption
depends on the absolute temperature, relative humidity and atmospheric pressure, but
is influenced the most by the sound frequency. Figure 2.18 shows how the atmospheric
absorption rate, α in dB/km varies with increasing frequency for different relative hu-
midities at a temperature of 20 °C and a pressure of 1 atm. For low frequencies, the
absorption is considered low, but at large distances and for high frequencies the atmo-
spheric absorption can give a substantial reduction in sound pressure levels (Fritzell,
2019).
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Figure 2.18: Absorption of sound in the atmosphere at 20°C and 1 atm for various relative humidities.
Figure from Kinsler et al. (1999).
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Wind speed profile

The wind speed is generally low at the surface due to the roughness of the ground
generating friction. It increases thereafter with height to the top of the atmospheric
boundary layer at around 200 m. This leads to a speed gradient between the lower
and higher levels in the atmosphere, and will successively influence the speed of sound
at these levels. The wind profile power law gives the wind speed at a given height,
compared to another at a different height:

Uz =Ur

(
z
zr

)α

, (2.33)

where Uz is the mean wind speed at a height z above ground, Ur is the mean wind
speed at a reference height zr and α is the power-law exponent that varies depending on
the atmospheric stability and surface roughness. In general, we can say that the rougher
the surface, the larger the exponent.

Figure 2.19: Logarithmic wind speed profile with height.

Stability here refers to the state of the atmosphere close to the surface. An unstable
atmosphere occur when the air near the ground heats up while the upper air remains
cold. Due to warmer air being less dense, it will rise and the cold air gravitates down-
wards as it is denser, i.e. heavier. This creates a mixing of air that destabilises the
airflow. In a stable atmosphere, there will be no vertical motion or mixing and we of-
ten get a stronger horizontal wind shear (Tonin, 2012).

Refraction from wind and temperature gradients

Refraction, or bending of the acoustic waves, originates from wind and temperature
gradients, causing different densities and therefore also different sound speeds in the
layers of the lower atmosphere. Figure 2.20 shows a simple illustration of refraction
caused by a vertical wind-shear gradient around an elevated point source.
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Figure 2.20: Wind-induced refraction on acoustic rays radiating from an elevated point source. Figure
from Hubbard and Shepherd (1988).

The speed of sound in air is approximately 340 m/s. The sound travels with the
wind direction and gain speed from the wind. When the wind speed increases with
height, the upper sound rays will travel faster than the sound rays at the ground. This
causes the rays to eventually bend towards the ground, enhancing the sound for a re-
ceiver at a downwind position. In the other case, when the sound is going against the
wind direction, the speed of the sound will be reduced. Now the upper rays have a
lower speed than the rays underneath, bending the sound wave upwards into the atmo-
sphere. This often leads to the formation of shadow zones, where no sound rays enter
(Tonin, 2012).

Vertical temperature gradients also affect the stability of the atmosphere, and there-
fore the speed of sound. Sound travels faster in warm air, which will create the same
refraction mechanisms as with wind gradients. When discussing sound propagation
from wind turbines, the effects from wind gradients usually dominate over those from
temperature gradients (Tonin, 2012).

2.4.3 Terrain effects
Terrain effects include phenomena like reflection, diffraction and ground absorption
(Hubbard and Shepherd, 1988). The topography of the landscape will affect how the
wave propagates and spreads. Trees, hills, buildings and rivers are some examples of
topography that can act as either an amplifier or a reducer for the sound level.

Interaction with the ground surface will affect the sound propagation. One key
parameter in evaluating sound propagation over the ground is the impedance of the sur-
face. The Editors of Encyclopedia (2017) define acoustic impedance as the absorption
of sound in a fluid or at a surface, given as the ratio between sound pressure at the sur-
face boundary and the sound flux (sound velocity times area).
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Measurements and data

3.1 Noise measurements from wind turbines

As mentioned in previous sections, low-frequency noise emissions from wind turbines
can give rise to negative health effects for both humans and animals nearby. Wind
turbines and farms in operation need to follow local or national rules for acceptable
noise power levels. Conducting accurate noise measurements is, therefore, a vital part
of the planning process. There are currently no common international standards or
regulations for sound pressure levels from wind turbines. Every country defines its own
noise limits and regulation for human exposure (Pantazopoulou, 2010). In Norway, the
recommended upper noise limit is Lden = 45 dB in areas with noise-sensitive properties,
like homes, schools, cabins, kindergartens etc. The term Lden (d=day, e=evening, n=
night) is an A-weighted equivalent sound level over a 24 hour period. For evening hours
between 19:00 to 23:00, a penalty of 5 dB is added, while for nighttime hours from
23:00 to 07:00 the penalty increases to 10 dB (European Environment Agency, 2001).
A penalty here means that the noise limit is lowered. Even though this noise indicator is
recommended by both the World Health Organisation (WHO) and the European Union
(EU), most countries still use the Equivalent Continuous Sound Pressure Level, or LAeq,
to measure the constant noise level with an A-weighting (NVE, 2022a).

3.1.1 In Situ
When conducting noise measurements from wind turbines in situ it should be done
according to the internationally recognised standard 61400-11 from the International
Electrotechnical Commission (IEC), "Wind turbines - Part 11: Acoustic noise mea-
surement techniques". This standard provides a uniform methodology describing the
measurement procedures that enable noise emissions of a wind turbine to be charac-
terised (DNV, 2012). Its purpose is to ensure consistency and accuracy in the measure-
ments and analysis of acoustical emissions from wind turbines (Department of Energy,
2018). The method measures the sound levels from the turbine at a downwind posi-
tion and calculates the sound power level corresponding to the wind speed 10 m above
the ground. The measurements of the sound pressure level and the wind speeds are
conducted simultaneously over a short period of time and for a wide range of wind
speeds. The standardised procedure makes the measurements of sound power levels
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from wind turbines under different environmental conditions comparable to one an-
other under reference conditions. For terrain, the reference condition is a roughness
length of 50 mm, typical for an open landscape, and for the wind speed height, it is the
standard anemometer height of 10 m (Tonin, 2012).

3.1.2 Scaled wind turbine in a wind tunnel
The study of noise generated from wind turbines can be difficult to do on-site, due to
constantly varying meteorological conditions, which makes it hard to replicate the ex-
periment later on. Running the measurements in a wind tunnel on a scaled wind turbine
offers a more controlled environment for the localisation and quantification of aeroa-
coustic noises. An example of a wind tunnel with a scaled wind turbine can be seen in
Figure 3.1.

When scaling a wind turbine, one would like to achieve an exact similarity in the
kinematic and dynamic flow between the model and the reference turbine (Martin,
2009). Kinematic similarity implies geometrically similar flow streamlines, which can
be obtained by matching the tip speed ratio (TSR), given by:

T SR =
ωR
u

, (3.1)

with ω being the rotational speed of the rotor [rad/s], R is the rotor radius [m] and
u is the wind speed at the hub height [m/s].

By matching the ratio of the forces acting on the scaled model and the full-scale
airfoils, dynamic similarity can be achieved. This requires matching the chord-based
Mach and Reynolds numbers (Martin, 2009).

3.2 Data used in this thesis

In this section, the different data used in this thesis will be introduced and explained in
detail.

3.2.1 Experimental dataset from Stuttgart
The observational measurements used in parts of this thesis were conducted at the In-
stitute of Aerodynamics and Gas Dynamics of the University of Stuttgart in Germany
(Ocker et al., 2021). Their gust wind tunnel is of the Eiffel-type with an open flow and
no re-circulation (Würz, 2022). The cross-section of the gust wind tunnel is shown in
Figure 3.1. An overview of the technical details for the testing site can be found in
Table 3.1.
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Figure 3.1: Cross-section of the test site, including the wind tunnel, wind turbine and microphone array.
Figure from Ocker et al. (2021).

Table 3.1: Technical details of the wind tunnel test site.

Technical details Specifications

Size of test section Diameter = 6.3 m, length = 6.5 m

Maximum wind velocity 17 m/s

Cross-section of test section 31 m2

Total length 21.9 m

Fan 8 blades, diameter = 5.6 m

Motor Electrical power = 315 kW. Hydraulic motor in the hub.

A scaled wind turbine with a hub height of 1.80 m was installed in the gust wind
tunnel. The three blades on the turbine had a geometry based on a NACA 4412 airfoil.
The dimensions of this blade are shown in Figure 3.2. The span width of the airfoil
measures 55 cm and the chord length of the blade is 11.5 cm in the hub region. The to-
tal diameter of the wind turbine is 150 cm. The vortex generator (39 cm long) located
on both sides of the blade along the span of the airfoil, is shaped like a thin zig-zag
strip. This vortex generator delays the flow separation on the blade, which increases
the lift and hence also the energy production of the turbine (Froese, 2017).

Most modern airfoils, including the NACA 44 series, are whats called laminar air-
foils. These airfoils are shaped so that the flow boundary layer remains laminar along
a long section of the chord length, giving them a very low drag over a range of angles
of attack, and therefore better lift (Hau, 2006).
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Figure 3.2: Dimensions of the NACA 4412 shaped blade used for the measurements. Figure from Ocker
et al. (2021)

Acoustic measurements of the rotating wind turbine were conducted with 48 micro-
phones on a ring array with a diameter Darray = 1.0 m, see Figure 3.3 for illustration.
The array was placed at a distance of 1.96 m in front of the turbine, as shown in Fig-
ure 3.1. The data were recorded with a sampling frequency of 48 kHz for a duration
of 5 seconds, giving a total of 241 664 measurement points per microphone per wind
speed and pitch angle. The relative velocity at the rotor tip varied between 30 and 130
m/s, and was calculated from the formula:

vrel =
2πNr

60
, (3.2)

where N is the number of rotations per minute [rpm] and r = 0.75 m being the tur-
bine radius.

Figure 3.3: Illustration of the microphone array. Dimensions along x- and y-axis in meter.

For further technical information about the measurements and equipment used, see
Ocker et al. (2021).
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3.2.2 FINO1 data
Data from the FINO1 research platform was used to calculate turbulence intensity with
real meteorological variables. FINO stands for Forschungsplattform in Nord- und Ost-
see (Research platform in the North and Baltic sea), and is financed by the German
Federal Ministery for Economic Affairs and Energy. The platform is located north
of the German coast and nearby the offshore wind farm Alpha Ventus in the North
Sea. The jacket shaped construction is placed at a depth of about 30 m, with a heavily
equipped research station and meteorological mast (The FuE-Zentrum FH Kiel GmbH,
2022).

In this study, we have used sonic anemometer data from a height of 80 m in August
2015. This dataset was made available from the OBLEX-F1 research campaign (May
2015 - June 2016), conducted by the University of Bergen and Christian Michelsen Re-
search. The sonic anemometer was operating with a sampling frequency of 15 Hz and
provides the three-dimensional wind speed (The Offshore Boundary-Layer Observa-
tory, 2016).
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Methods

In the following chapter, the methods and models used to study the generation and
propagation of wind turbine noise are introduced. Then, the application of delay-and-
sum beamforming is explained and an example with a random signal is provided. Next,
a brief overview of the Amiet model used for the localisation of noise on different
airfoils will be given. Lastly, a description of the Parabolic Equation (PE) model used
for propagation modelling in an inhomogeneous atmosphere is described together with
the software tool we used for its application.

4.1 Signal processing

In real life, all signals are continuous by nature, while computers conduct calcula-
tions sample by sample on discrete measurements (Lehto, 2014). When measurements
and data of the wind turbine noise have been gathered, these audio signals need to be
digitised and processed in a discrete form so that they can be further analysed and dis-
played. These phases of data application are called signal processing (Hammond and
White, 2008). Some mathematical methods that can be applied to a signal are time-
series analysis, time-frequency analysis and spectral analysis. In this section, the signal
analysis methods used to study the noise from wind turbines are explained.

4.1.1 Spectral analysis
Spectral analysis is used to determine the frequency content of a continuous-time sig-
nal in the discrete-time domain (Rao and Swamy, 2018). The main objective of spectral
analysis is usually to determine the Power Spectrum Density (PSD) of a random pro-
cess and by that discover underlying periodicities and energetic tones.

The power spectrum gives the distribution of the signal power over the different
frequencies and reveals the existence, or the absence, of repetitive patterns and corre-
lations in a signal (Vaseghi, 2006). To get from time-domain to frequency-domain, a
Fourier or wavelet transformation must be executed.

The Fourier transformation is a tool that breaks a signal or a function into an al-
ternate representation, characterised by the sine and cosine functions of varying fre-
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quencies (Bevel, 2010). By filtering the signal, it is possible to determine the different
spectral components of the time series as a whole.

The Fourier Transform of a function g(t) is defined as:

F{g(t)}= G( f ) =
∫

∞

−∞

g(t)e−2πi f tdt, (4.1)

where f is the continuous frequency variable, G( f ) is the continuous frequency spec-
trum, t is the time and i is the imaginary number. G( f ) can also be interpreted as a
measure of the correlation between the signal g(t) and the complex sinusoid e−2πi f t . To
get back to the original signal, the inverse Fourier transform equation is given as:

g(t) =
∫

∞

−∞

G( f )e2πi f t d f . (4.2)

4.1.2 Time-frequency analysis
A problem with the Fourier transform is that it can’t locate where in time the different
frequency components occur. It can therefore be beneficial to use a short-time Fourier
transform (STFT) instead. With the STFT the signal can be represented in both the time
and frequency domain and is, therefore, a better fit for non-stationary signals (Ding,
2017). The STFT is expressed as:

ST FT (τ, f ) =
∫

∞

−∞

g(t)w(τ − t)e−2π f itdt

=
∫

∞

−∞

G(α + f )W (α)ei2παdα,
(4.3)

where G( f ) is the Fourier transform of the signal g(t), and W ( f ) is the Fourier
transform of a symmetric sliding window, w(t). There is a variety of windows to choose
from depending on the type of signal. Some familiar windows are the rectangular, Ham-
ming, Hanning, and Bartlett. In the code used for this thesis, the Kaiser-Bessel window
is used as it seems to balance out the conflicting goals in the filtering of amplitude
accuracy, side lobe distance and height (National Instruments, 2020).

Spectrogram

A non-stationary signal is a signal whose frequency content changes with time. The
spectrogram is a tool that is used to illustrate how the frequency spectrum of non-
stationary signals varies over a period of time. It is usually set up with one axis repre-
senting time and another for frequency while illustrating the strength or "loudness" of
a particular frequency at a certain time with a colour chart (Kamp, 2020).

A spectrogram is generated by dividing a time-domain signal into shorter segments
of equal length. The segments are of such a size that the frequency content of the signal
does not change significantly within the segment. The short-time Fourier transform is
then applied to each segment and this is used to construct the spectrogram. In this
thesis, spectrograms will be used to identify the frequency content of the measured
signals and relate them to known acoustic sources at the wind turbine.
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4.2 Localization models

4.2.1 Delay-and-sum beamforming
Aeroacoustic beamforming is a signal processing tool with a long history in multiple
fields of study. It is often used to achieve insight into the location and strength of dif-
ferent sources from a complex array of sound. One reason for the great success of
the technique is its robustness, being able to distinguish sources in environments with
higher background noise levels than the original source intensity (Santana, 2017).

One of the most common and user-friendly approaches for beamforming is the
Delay-And-Sum (DAS) technique, illustrated in Figure 4.2 (Grythe, 2015; McCowan,
2001). An array of M microphones and a search grid in the plane where the noise
source(s), f (x, t), are most likely to be found is defined (Santana, 2017). The sound of
each source will travel along various paths, thus will the microphones also capture the
signals with different delays and phases. These delays can be calculated from the speed
of sound, c, and the distance between the microphones in the array. The DAS beam-
former shifts the signal of each microphone, delaying it by τn seconds. The delays are
selected to maximise the microphone array’s sensitivity to sound waves coming from a
particular direction (Grythe, 2015). As a result, all the components from the same di-
rection get registered with the same phase, creating constructive interference, while the
signal from other directions gets displaced to be out of phase and therefore experiences
destructive interference. The signals of all channels are then summed and normalised
by the number of microphones to generate the beamformer output map (Lohmann,
2017; Mars et al., 2017).

Figure 4.1: Illustration of delay and sum with f (x, t) being the original signal measured by the mi-
crophones and fBF(x, t) is the beamformer output. τ is the retarded time delay, M is the number of
microphones and w is the shifted signal before being summed together. Figure adapted from Lohmann
(2017).
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The beamformer output, L(t,x0), in the time domain can be expressed as:

L(t,x0) =
4π

M

M

∑
m=1

f (x0, t + τn)|x− x0|, (4.4)

where f is the measured signal from each microphone, M is the number of micro-
phones, x0 is the position of the noise source and x is the location of the microphone
(Santana, 2017). In addition to a time delay, we have a phase delay associated with
each microphone. We obtain the power of the beamformer output in the frequency do-
main by calculating the output power as a function of these phase delays, called the
steered response (Grythe, 2015).

Figure 4.2 shows how delay-and-sum beamforming can be used to localise a point
source in a given plane using a microphone array. The demonstration was done by com-
puting a random sound signal, based on the position of the microphones and the arrival
angle and amplitude of the source. We conducted the test for two source frequencies
of 200 Hz and 500 Hz, to show the difference in spatial resolution. Both the acoustic
source maps and the steered response in the UV-space were plotted. In the last tests,
Figures 4.2c) and d), a three-dimensional illustration of the main lobe and correspond-
ing side lobe is shown, together with its normalised amplitude gain.

With the simplicity of delay-and-sum, some disadvantages also arise, like poor spa-
tial resolution at lower frequencies and the appearance of spurious sources not coming
from the actual signal. Even though this will not be discussed further in this thesis it is
known that the issues from DAS beamforming can be improved by iterative deconvo-
lution algorithms like DAMAS and CLEAN-SC (Ma et al., 2020). We will be using a
simple one- and two-dimensional delay-and-sum beamformer to study the direction of
arrival for wind turbine noise from the experimental setup described in subsection 3.2.1.
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(a) fsource =200 Hz. (b) fsource =500 Hz.

(c) Steered response in UV-space in 3D.
fsource =200 Hz.

(d) Steered response in UV-space in 3D.
fsource =500 Hz.

Figure 4.2: Example of a two-dimensional delay-and-sum for varying source frequencies and angles
of attack, computed from a random sound signal. Subfigures a) and b) shows the acoustic source map
for a signal reaching the array with the angles of attack; θ = 20 ° , φ = 60 °, for two different source
frequencies (200 Hz and 500 Hz).

4.2.2 Amiet model
Moving on to the aeroacoustic source model proposed by Amiet (1975) for a fixed
airfoil. Based on the linearised acoustic theory, by assuming a small disturbance in the
acoustic field, the model reduces the airfoil to a flat plate with no thickness and zero
angle of attack (Tian and Cotté, 2016; Tian, 2016). An illustration of the model setup is
found in Figure 4.3Some key assumptions made to simplify the model are (Tian, 2016):

• the convected turbulence from the mean flow is "frozen", i.e. no changes to the
turbulence properties during the convection.

• the turbulence fluctuation is negligible compared to the mean flow velocity.

• the interaction between the airfoil and the turbulent flow is inviscid, i.e. the vis-
cous shear and normal stresses are small in comparison to internal forces, making
it possible to reduce the problem to solving linearised Eulers equations.

The model is designed to be used as a benchmark for more advanced analytical
airfoil noise models and experimental measurements, but can provide a preliminary
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prediction in a much faster and cheaper way than modern numerical simulations. Hi-
rono et al. (2020) defines the problem setup as follows: "A flat airfoil is immersed in a
turbulent, subsonic moving medium flowing with Mach number M in the +x direction".

The pressure fluctuating on the airfoil surface can be written as (Tian and Cotté,
2016):

p(x,y,0, t) = ρ0w0U
e−iπ/4√

π (β 2κ̄ +bKx)
x
b

eiωt−ix(Kx−A/b)−iKyy, (4.5)

with ρ0 is the air density, w = w0ei(ωt−Kx−Ky) is the incident gust amplitude in the
Fourier domain, U is the free stream velocity, A = −kM/β 2, M is the Mach num-
ber, β = 1−M2 is the compressibility factor, k is the acoustic wave number, Kx =

ω

Ux
and Ky is the chord-wise and span-wise wave number and b is the half chord. Some
non-dimensional parameters are also introduced to make the equation more concise:
µ̄ = ω

U M/β 2 and κ̄2 = µ̄2 − K̄2
y /β 2.

Amiet’s model for turbulent inflow noise says that if we assume a dipole source,
the power spectrum density on far-field acoustic pressure can be obtained from Equa-
tion 4.5 as (Amiet, 1975; Tian, 2016):

Spp(x,ω)=

(
ρ0ωcx3

2c0S2
0

)2

U
∫

∞

−∞

Φww

(
ω

U
,Ky

)
L2
(

x1,
ω

U
,Ky

)
sinc2

[
L
2

(
kx2

S0
−Ky

)]
dKy,

(4.6)
where c0 is the sound velocity, x = (x1,x2,x3) is the observer coordinate, L is the

airfoil response function describing the airfoil acoustic directivity over the chordwise
angles, sinc2(x) = sin2(x)

x2 , S0 is a modified distance between the source and observer,
and Φww is the turbulence energy spectrum (Tian, 2016).

For trailing edge noise, the derivation is similar to that of turbulent inflow noise.
The power spectrum density of far-field sound can be expressed as:

Spp(x,ω) =

(
ωLx3

4πc0S2
0

)2 c
2π

∫
∞

−∞

Φpp(ω)`y(ω)L2
(

ω

U
,Ky

)
sinc2

[
L
2

(
kx2

S0
−Ky

)]
dKy,

(4.7)
with Φpp(ω) being the power spectral density of the wall pressure proposed by

Rozenberg and Robert (2012) , and `y(ω) being the span-wise correlation length.
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Figure 4.3: Amiet model experimental setup diagram, with gust incidence angle ψ =
arctan((2π/Ky)/(2π/Kx)).The oblique gust have a chord-wise wavenumber Kx amd a span-wise
wavenumber Ky. Figure adapted from Hirono et al. (2020).

We will be using an open-source implementation of the Amiet analytical model for
turbulent inflow noise and trailing edge noise to predict the directivity. We will also
perform calculations on the unsteady surface pressure jump and the radiated acoustic
pressure on a flat plate airfoil. The airfoil has been defined with the same chord length
and airfoil span as the NACA 4412 airfoil used for the scaled wind turbine.

4.3 Propagation model

Noise generated from a source is defined by its noise emission level and can differ
from the noise immission level, i.e. the noise received by a microphone, in terms of
both magnitude and spectrum properties. These differences occur during the propaga-
tion of noise through varying fluids (Tian, 2016). As mentioned in subsection 2.4.2,
the propagation of sound in the atmosphere is dependent on many factors (scattering,
refraction, reflection etc.) and can therefore be difficult to predict.

The three-dimensional, time-dependent wave equation is generally the theoretical
basis for all acoustic propagation models. The exact form of the wave equation can vary
depending on what assumptions are made and intended applications. A simplified lin-
ear, hyperbolic, second-order, time-dependent, hyperbolic partial differential equation
can be used for most applications (Etter, 2012):

∇
2
Φ =

1
c2

∂ 2Φ

∂ t2 , (4.8)

where ∇2 =
(
∂ 2/∂x2

)
+
(
∂ 2/∂y2

)
+
(
∂ 2/∂ z2

)
is the Laplacian operator, Φ is the

potential function, c is the speed of sound and t is time. With further simplifications,
the wave equation in Equation 4.8 reduces to the time-independent Helmholtz wave
equation:

∇
2
φ + k2

φ = 0, (4.9)

where φ is the time-independent potential function, obtained from a harmonic so-
lution for the potential function Φ = φe−iωt , ω = 2π f is the source frequency, f is the
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acoustic frequency, k = (ω/c) = (2π/λ ) is the wavenumber and λ is the wavelength
(Etter, 2012).

In the following section, we will present the low-frequency parabolic equation for an
inhomogeneous atmosphere that is used in this thesis to track and study the propagation
of noise in three atmospheric stability conditions.

4.3.1 Parabolic equation method
The Parabolic equation (PE) was deducted from a parabolic approximation of the
Helmholtz wave equation (Equation (4.8)), by Leontovich and Fock [1946] in the 1940s
and applied to radio wave propagation at the Earth’s surface. Since then, it has been
used in many fields of computational acoustics, such as quantum mechanics, optics,
earthquake wave propagation and underwater acoustics (Yang, 2016). One of the key
reasons for this widespread use is that the equation can be solved numerically by the
marching method and thus requires less computational effort than it would take for a
full elliptic model (Bakhoday Paskyabi and Rashidi, 2005). The PE equation can be
used to estimate how atmospheric turbulence and terrain variations will affect sound
propagation (Yang, 2016). It is designed for the computation of acoustic transmission
loss as a function of range and depth and is useful when propagation is predominantly
radial and when backscatter can be neglected (Brock, 1978). The following theory on
how to obtain the parabolic equation is based on the work by Tian (2016) in the paper
"Modeling of wind turbine noise sources and propagation in the atmosphere".

We start with two dimensional Helmholtz equation, reduced from Equation (4.8) by
the assumption of axial symmetry:[

δ 2

δx2 +

(
δ

δ z2 + k2
)]

qc = 0, (4.10)

where qc = pc
√

x gives a link between the quantity qc and the complex pressure pc.
x and z is along the propagating and vertical direction respectively, and k is as known
the wavenumber. By defining an operator Gc as:

Gc =

(
δ

δ z2 + k2
)
, (4.11)

we can rewrite Equation 4.10 as:(
∂

∂x
+ i
√

Gc

)(
∂

∂x
− i
√

Gc

)
qc = 0. (4.12)

Since the Parabolic equation only accounts for the outgoing wave, we can reduce
the equation to: (

∂

∂x
− i

√
Xc

)
qc = 0, (4.13)
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where √
Gc = ka

√
1
k2

a

(
∂ 2

∂ z2 + k2

)
−1+1 = ka

√
s+1, (4.14)

and

s =
1
k2

a

(
∂ 2

∂ z2 + k2
)
−1. (4.15)

Here ka is a reference value of k at the ground surface.

Solutions of qc can be written in the form:

qc(x,z) = ψ(x,z)exp(ikax) , (4.16)

where the exponential term represents a plane wave oscillation, varying faster than
ψ(x,z), and with the definitions made above, we can rewrite Equation (4.13) as:

∂ψ

∂x
= ika(

√
1+ s−1)ψ. (4.17)

By 1st order Taylor expansion we can approximate the square-root as:
√

1+ s ' 1+ s/2. (4.18)

Substituting Equation (4.18) into Equation (4.17) we get the narrow-angle parabolic
equation:

∂ψ

∂x
=

1
2

ikasψ =
i

2ka

[
∂ 2

∂ 2z
+
(
k2 − k2

a
)]

ψ. (4.19)

Equation (4.19) is as the name indicates only accurate at small elevation angles (up
to about 10°). Gilbert and White (1989), worked out a way to make the equation more
accurate using a Padé (1,1) approximation,

√
1+ s '

1+ 3
4s

1+ 1
4s
. (4.20)

This makes a new wide-angle parabolic equation, valid for elevation angles up to
40°: (

1+
1
4

s
)

∂ψ

∂x
=

1
2

ikasψ. (4.21)

Application of the parabolic equation model

To perform the analysis of wave propagation over variable terrain and for different
atmospheric properties, a MATLAB-based software tool was provided. The robust
algorithm automatically provides a field solution for a complete vertical plane given
one source frequency (West et al., 1992). For the study of noise propagation using the
parabolic equation, we used three idealised wind and temperature profiles describing
different atmospheric stabilities. The Obukhov length, L, is a parameter used to scale
the height above the ground, z. This provides us with a dimensionless parameter, z/L,
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that is used to classify the atmospheric stability and gives the basis for the wind and
temperature profiles used. We only consider its sign when relating it to static stability,
since its magnitude is not directly related to either the static or dynamic stability (Stull,
1988). A positive sign indicates a stable atmosphere, while a negative sign implies an
unstable atmosphere. If z/L = 0 the atmosphere is considered statically neutral. In this
work the stability cases considered when studying the noise propagation is; unstable
(z/L =−100), neutral (z/L = 0) and stable (z/L = 200). The corresponding wind and
temperature profiles for each stability condition are plotted in Figure 4.4. To calculate
the speed of sound we use the equation:

c = c0
√

T/T0 +U +Ut , (4.22)

where c0 = 340 m/s is the velocity of sound in air, T is a vector of the temperature at
all heights [K], T0 = 282 K is the temperature at the surface (z = 0), and U and Ut are
vectors of the mean wind speed and the turbulent wind speed at all heights [m/s]. The
hub height, i.e the height of the source, is 90 m above the surface. Variables used to
calculate the idealised wind and temperature profiles are found in Table 4.1.

Air flowing over the surface will exert stress, transferring momentum to the ground
and thus decreasing the wind speed. The magnitude of this momentum is expressed by
a theoretical parameter called the friction velocity, u∗. The magnitude of the friction
velocity increases with the roughness of the surface and is used to calculate how the
wind changes with height close to the surface (European Centre for Medium-Range
Weather Forecasts, 2019). For this study, a friction velocity of u∗ = 0.05 m/s is used.

Table 4.1: Variables for the idealised wind and temperature profiles used in the parabolic equation
model.

Variable Value

Hub height 90 m

Friction velocity u∗= 0.05

Surface temperature T0 = 282K

Reference speed of sound c0 = 340m/s

Mean wind speed U

Turbulent wind speed Ut
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(a) Unstable conditions, Obukhov parameter = -100 m.

(b) Neutral conditions, Obukhov parameter = 0 m.

(c) Stable conditions, Obukhov parameter = 200 m.

Figure 4.4: Wind (left) and temperature (right) profile for three different stability conditions.



Chapter 5

Results and discussion

This chapter will present the results of this study on the generation and propagation of
aeroacoustic noise arising from wind turbines. We start by visualising the parts of the
signal processing from scaled wind turbine data, using statistical methods to describe
how wind speed and pitch angles affect the pressure levels before moving on to studying
the frequency spectra for each case. An attempt on beamforming using delay-and-sum
is applied to the scaled wind turbine data, for both one- and two-dimensions. Results
from the Amiet model for noise generation will then be presented using geometry data
from the NACA4412 airfoil and real turbulence data from FINO1. Lastly, we perform
a sensitivity analysis of a low-frequency PE model for noise propagation with respect
to temperature variations and wind speed profiles under three atmospheric stability
conditions.

5.1 Noise generation

Observational data from Stuttgart are used in the study of noise generation. Signal
processing is conducted with time series and time-frequency analysis tools. This is im-
portant to get an understanding of how wind turbines respond to changing wind speeds
and pitch angles. In Table 5.1 the averaged pressure signal from the 48 microphones
for several variations of wind speeds and pitch angles was used to calculate the mean
value, the variance, and the standard deviation, together with the skewness and the kur-
tosis of the histogram of the signal. Figure 5.1 shows an example of how the noise from
the scaled wind turbine varies with time for a wind speed of 5 m/s and a pitch angle of
0 degrees. The pressure oscillated around zero, with a mean of 0.0028 Pa (black line)
and a standard deviation of 0.6552 (red lines). Statistical values calculated for all cases
can be found in Table 5.1.
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Figure 5.1: Timeseries of sound pressures at a wind speed of 5 m/s and a 0 degree pitch angle in blue,
with mean and standard deviation indicated with black and red lines respectively.

5.1.1 Histogram and statistical calculations
With increasing wind speed, the variance of the pressure signal increases rapidly, so
does the coherent standard deviation. This is illustrated in Figures 5.2 and 5.3 showing
histograms of the pressure distribution for five pitch angles at wind speeds of 5, 7, 11
and 13 m/s. A Gaussian function, also referred to as the normal distribution, was fitted
over the histograms to show how the experimental data was distributed, and if any out-
liers or skewness were apparent. For all cases, the normal distribution fits well, with
a minor skewness towards the left side of the mean value, i.e negative pressure levels.
This observation is very small and can most likely be ignored due to instrumental or
experimental errors.

Changing of pitch is also a large factor in the pressure levels and its variation and
standard deviation, as seen from both the histograms and values calculated. If we look
at the case for a wind speed of 7 m/s, the pitch angle with the lowest mean sound
pressure is 8 degree, corresponding to a mean pressure of −0.0050 Pa. These operating
conditions also gives the highest standard deviation with σ = 1.7496 Pa. Therefore, it
would be wise not to operate the wind turbine at large pitch angles for the given wind
speed if we are to minimise the noise level. It is necessary to look at the data with more
sophisticated analyses next, to be able to provide more information about the noise
generation.
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Figure 5.2: Histogram of averaged sound pressures for varying pitch angles with a wind speed of 5
m/s (left column) and 7 m/s (right column). A Gaussian normal distribution (red line) is fitted over the
measured pressure values (blue bins).
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Figure 5.3: Histogram of averaged sound pressures for varying pitch angles with a wind speed of 11
m/s (left column) and 13 m/s (right column). A Gaussian normal distribution (red line) is fitted over the
measured pressure values (blue bins).
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Table 5.1: The calculated mean value, variation, standard deviation, skewness and kurtosis of the
measured sound pressure for all measured time signals.

Wind speed

[m/s]

Pitch angle

[deg]

Mean

sound

pressure [Pa]

Variance
Standard

deviation
Skewness Kurtosis

-2 0.0013 0.3699 0.6082 0.8383 12.5940

0 0.0028 0.4293 0.6552 -0.9851 4.7897

2 0.0046 0.3060 0.5532 -1.9509 10.7994

4 0.0059 0.3392 0.5824 -1.0112 6.0344

5

8 0.0070 0.3375 0.5809 -2.8377 15.1233

-2 0.0064 2.0154 1.4196 -2.3547 11.4315

0 0.0135 1.5385 1.2404 0.7838 3.8939

2 0.0146 1.2258 1.1072 1.7483 17.8379

4 0.0246 1.4310 1.1963 2.2359 10.5402

7

8 -0.0050 3.0612 1.7496 0.1390 8.1277

-2 0.0170 3.1706 1.7806 -0.7930 4.9259

0 -0.0066 3.2401 1.8000 -0.4521 4.6622

2 0.0204 3.5469 1.8833 0.0760 6.5985

4 0.0035 2.8141 1.6775 -1.0135 8.2519

9

8 0.0206 3.0040 1.7332 -0.8249 7.7275

-2 -0.0270 12.3872 3.5196 -0.7754 4.0145

0 0.0138 8.3486 2.8894 0.3965 5.4837

2 0.0084 6.1478 2.4795 0.2438 5.3081

4 0.0271 6.2364 2.4973 -0.8490 6.5357

11

8 -0.170 8.0387 2.8353 -1.3915 10.1690

-2 0.0126 14.3037 3.7820 -0.5029 3.1582

0 -0.0070 13.6555 3.6953 -0.1711 3.4555

2 -0.0204 15.7548 3.9692 -1.8062 7.5975

4 -0.0226 12.0276 3.4681 -1.7763 7.4981

13

8 -0.0327 15.3460 3.9174 -0.9547 4.0715
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5.1.2 Power spectrum
Introduced in chapter 4, the power spectrum for the pressure signals, averaged from
the 48 microphones to generate one output, was made with a sampling frequency fs =
48 kHz. For all wind speeds and pitch angles, as shown in Figure 5.4, there is a clear
peak in the output around 4.4 kHz accounting for a transmission loss of about -40 dB.
The power amplitude at this frequency does not vary for changing pitch angles but will
have a more significant influence on the noise characteristics at low wind speeds due
to a generally lower total power level. The noise source at this frequency could there-
fore be assumed to be independent of aeroacoustic properties, and possibly stem from
mechanical parts of the wind turbine or some constant background noise that can con-
tribute to the sound generation, as discussed in section 2.3.

Harmonics from the noise source of interest, i.e. integer multiples of the frequency
( f1 = 4.4 kHz, f2 = 8.8 kHz, f3 = 13.2 kHz and f4 = 17.6 kHz), are clearly present for
the lowest wind speed of 5 m/s and is most prevalent for higher pitch angles of both 4
and 8 degrees. For higher wind speeds these harmonics generate less power than other
noise sources, most likely aeroacoustic ones. They will therefore not appear as singular
peaks in the spectra but are nonetheless a contributor to the power level. Studying the
five different cases in Figure 5.4, there are fewer abnormalities observed for pitch an-
gles of −2, 0 and 2 degrees, keeping a near-constant power level at higher frequencies.
When increasing the pitch, the deviation between wind speeds increases as well, in ad-
dition to more variability and peaks in the output appearing at various frequencies. By
observing how the power spectrum for a wind speed of 7 m/s changes with the angle
of incoming airflow, we see disruption at around 13 kHz at a 2 degree pitch that relo-
cates to frequencies around 7−8 kHz when operating at an 8 degree pitch. For further
analysis, the cases with 5 m/s and 13 m/s will be compared together, as will cases with
a 2 degree pitch and 8 degree pitch. These cases were chosen as they represent the ex-
tremes in each direction, and will provide a holistic representation of the experimental
dataset.

In Figure 5.5, it becomes clear how higher wind speeds affect the sound level at high
frequencies. The large spikes taking place at the lower end of the spectrum at 5 m/s are
no longer noticeable when operating at 13 m/s. However, for frequencies between 15
and 20 kHz, the power spectrum at 13 m/s is about 40 dB higher than for the measure-
ments at 5 m/s, with stronger instability and power spectrum variability (larger spikes).
Stronger winds lead to more vibrations and turbulent interactions with the wind turbine
blades, which in turn will produce more noise.

Figure 5.6 demonstrates the airfoils response to changing the pitch angle in more
details. For each windspeed in Figure 5.6a) with a 2 degree pitch angle, a similar-
looking group of peaks and dips disrupting the power spectrum occur between; 5−10
kHz for 5 m/s, 10−15 kHz for 7 m/s and between 15−23 kHz for 9 and 11 m/s. For
13 m/s there are no clear group of spikes, yet a curved increase in power output in
the same frequency range as the two lesser wind speeds is observed. If we compare it
to Figure 5.6b), for measurements with a pitch angle of 8 degrees, the group of each
windspeed appear to have shifted towards lower frequencies with a more focused main
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spike in each group. For measurements at 5 m/s, the group contributes to a sharper and
more distinct main spike, with power levels then dropping rapidly at 5 kHz.

Figure 5.4: The power spectrum for a pitch angle of a) -2 degree b) 0 degree c) 2 degree d) 4 degree
and e) 8 degree for wind speeds; 5 m/s (blue), 7 m/s (red), 9 m/s (yellow), 11 m/s (purple) and 13 m/s
(green). The frequency along the x-axis is in kHz, while the sound power is given in dB.
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Figure 5.5: The power spectrum for wind speeds of 5 m/s and 13 m/s for varying pitch angles; -2 degree
(blue), 0 degree (red), 2 degree (yellow), 4 degree (purple), 8 degree (green).

Figure 5.6: The power spectrum for pitch angles of a) 2 degrees and b) 8 degrees for varying wind
speeds; 5 m/s (blue), 7 m/s (red), 9 m/s (yellow), 11 m/s (purple), 13 m/s (green).
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5.1.3 Sound pressure levels
In this section, we focuse on the comparison of sound pressure levels at different wind
velocities and pitch angles. By inspiration from Ocker et al. (2021), the total sound
pressure levels are plotted as functions of the relative velocities at the blade tip and the
pitch angles in Figure 5.7. The black lines connecting the points correspond to cases
with the same wind velocity.

The maximum relative velocity at the blade tip, vrel = 133m/s, is obtained at a wind
speed of vwind = 13m/s and a pitch angle of α = 2°. The impact on the relative velocity
by changing the pitch increases with higher wind speed, with ∆vrel = 28m/s for α = 2°
and α = 8° at a wind speed of 13 m/s compared to ∆vrel = 13 m/s between the same
pitch angles at a wind speed of 5 m/s. Looking at the sound pressure level (SPL) for
a constant wind speed of 9 m/s, the lowest values occur at a pitch angle of 2 degrees.
Under these operating conditions, the SPL corresponds to the same value as for a wind
speed of 5 m/s and a 2 degree pitch, with SPL= 58 dB. The highest value of SPL = 71
dB is measured when the wind turbine is operating with pitch angles of 4° and 8° and
a wind speed of 13 m/s in the wind tunnel.

Figure 5.7: Sound pressure level as a function of the pitch angle and the relative velocity at the rotor
tip. Operating points with the same wind velocity are connected with the black lines (from left to right:
5, 7, 9, 11 and 13 m/s).

5.1.4 1/3 octave band filter
Noise from wind turbines largely arises from low frequencies (up to about 200 Hz),
with its energy content rapidly decreasing for higher frequencies. The power spectrum
used earlier was a great way to study how a wide range of frequencies affect the signal,
but it does not give a lot of details on smaller scales. It can therefore be beneficial to
use a 1/3 octave band filter for the signal and then plot a power spectrum of the noise
levels with this new output. We used a reference pressure of 2×10−5 Pa, i.e the refer-
ence sound pressure in air (Kinsler et al., 1999), in the calculations of these spectras.

Figures 5.8 and 5.9 shows the power spectras calculated for wind speeds of 5 m/s
and 13 m/s respectively. Each subplot shows the 48 microphone measurements for
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the different pitch angles. As expected all cases show a peak in Sound Pressure Level
(SPL) in the range between 20− 200 Hz (shaded grey area). We also recognise the
spike in sound pressure at approximately 4 kHz for the case of a 5 m/s windspeed in
Figure 5.8. The same accounts for the dip in SPL at around 8 kHz for a wind speed of
13 m/s, shown in Figure 5.9.

(a) -2 degree (b) 0 degree

(c) 2 degree (d) 4 degree

(e) 8 degree

Figure 5.8: Measured noise levels computed with a 1/3 octave band filter for varying pitch angles at 5
m/s windspeed. The grey filled area indicates the low-frequency range from 20− 200 Hz, and the red
dashed line indicates a peak in sound pressure level at a frequency of 3.98 kHz.
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(a) -2 degree (b) 0 degree

(c) 2 degree (d) 4 degree

(e) 8 degree

Figure 5.9: Measured noise levels computed with a 1/3 octave band for varying pitch angles at 13
m/s windspeed. The grey filled area indicates the low-frequency range from 20− 200 Hz, and the red
dashed line indicates a dip in sound pressure level at a frequency of 7.94 kHz.

5.1.5 Spectrogram
In this part, we will explore how the power of the spectral density changes over the du-
ration of the measurements, but also illustrate why different spikes previously studied
in the power spectras only appear under some operating conditions. As earlier, we will
be looking more into cases with wind speeds of 5 m/s and 13 m/s, then for pitch an-
gles of 2 degree and 8 degree. The frequency range (y-axis) was fixed to go from 0 to
10 kHz, as this is where most of the energy content lies. This is still, however, a large
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range to be studying and some of the details around 100 Hz will naturally not show.

In Figure 5.10, several horizontal bands of increased amplitude can be identified,
with the most dominant band located around frequencies of 4.2− 4.6 kHz. This band
does not change with changing pitch, neither does it increase with stronger winds.
Looking back at Figure 5.4, this can be directly linked with the large spike assumed
to be non-aeroacoustic noise. A band can also be seen at around 8.8 kHz for all pitch
angles, while other bands are only visible at some of the pitches. No variations with
time are evident for any of the horizontal bands of amplitude. Given that the measure-
ments were conducted in a semi-controlled environment, with continuous wind gusts
of stable strengths, this will not be directly applicable for full-sized wind turbines, as
operating conditions in nature will be more fluctuating and unstable. Comparing the
spectrograms in Figures 5.10 and 5.11, the power spectral density has a power output
approximately 10 dB higher for stronger winds. Recalling the power spectra in Fig-
ure 5.5 for a wind speed of 13 m/s, there were few and short spikes in the plot, giving
grounds to why Figure 5.11 shows no good representation of horizontal bands of am-
plitude.

It can be difficult to determine if the horizontal bands disappear or just hides behind
a higher sound level for increasing wind speeds. Figure 5.12 shows the spectrogram of
all five different wind speeds at a 2 degree pitch angle. We observe here how the width
of the dominant band, as discussed earlier, narrows with an increasing wind speed. Go-
ing from being an approximately 400 Hz wide band in the case for 5 m/s, it fades out
to a narrow line at 13 m/s.

Figure 5.10: Spectrogram for varying pitch angles for a wind speed of 5 m/s. Pitch angles from left to
right: 0 degree, 2 degree, 4 degree, 8 degree and -2 degree.
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Figure 5.11: Spectrogram for varying pitch angles for a wind speed of 13 m/s. Pitch angles from left to
right: 0 degree, 2 degree, 4 degree, 8 degree and -2 degree.

Figure 5.12: Spectrogram for varying wind speeds with a pitch angle of 2 degrees. Windspeeds from
left to right: 5 m/s, 7 m/s, 9 m/s, 11 m/s and 13 m/s.
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Figure 5.13: Spectrogram for varying wind speeds with a pitch angle of 8 degrees. Windspeeds from
left to right: 5 m/s, 7 m/s, 9 m/s, 11 m/s and 13 m/s

5.1.6 Beamforming
Both a one dimensional and two-dimensional beamforming algorithm was used on the
observational data from Stuttgart. These algorithms only account for sound sources at
fixed locations and are therefore not directly applicable for our setup of a rotating wind
turbine. The codes were, however, used to get an understanding of the beamforming
method using delay-and-sum and to try to localise the sound source in a given plane.
The distance between the scaled wind turbine and the microphone array, together with
the distance between each microphone was used to calculate the time of arrival for each
signal.

Figure 5.14 shows the directivity using the one-dimensional beamforming tech-
nique. The distance between each microphone was calculated to be 6.54 cm. Since
the code we were using was originally for a linear microphone array, the test was con-
ducted for three microphones along the ring array. We considered the distance between
the three sensors to be small enough to be assumed linear. The figure can tell us how the
directivity of the signal changes with increasing wind speed, pitch angle or frequency.
It does however not tell us the location of the source. We get an indication of the direc-
tion, as the model takes into account one of the two angles of attack (θ or φ ), however,
this is not a sufficient way of localising a source in a two-dimensional plane.
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(a) 5 m/s with θ = 0 de-
gree

(b) 5 m/s with θ = 8 de-
gree

(c) 13 m/s with θ = 0 de-
gree

(d) 13 m/s with θ = 8 de-
gree

Figure 5.14: Delay-and-sum beamforming showing directivity for four time signals with varying wind
speeds and pitch angles. Source frequency of 1000 Hz.

Figures 5.15 and 5.16 illustrate the two dimensional acoustic source map for the
wind turbine operating in windspeeds of 5 and 13 m/s respectively. By increasing the
source frequency from 400 Hz to 1000 Hz, the algorithms capacity to localise sources
seems to improve, showing several potential sources instead of one large one. This
shows why spatial resolution is of the most importance for beamforming technique to
be of use. If we consider the blades and rotor on wind turbines, this method would
then be used to identify which areas the noise emerged from. Both aeroacoustic noise
sources and mechanical noise sources could be recognised and located back to its ori-
gin. The colorbar indicates normalised channel gain, having 1 being the expected value
at the sources location. Even though the plots show a pattern with some stronger and
some weaker areas, the range of the colorbars only vary from between 0.8 to 1. This is
strong values, indicating that the source could be located anywhere in the plane. Know-
ing that the signal used is from a rotating wind turbine, where noise often is generated
along the blade airfoil or at the rotor, i.e in the whole plane, it somehow makes sense
to get this result. To produce a detailed acoustic source map in the rotor plane, rep-
resenting the distribution of acoustic source strength on the turbine blades and their
subregions, it is necessary to transform the pressure signals at the microphones into a
rotating frame of reference.

(a) 400 Hz, 5 m/s with
θ = 0 degree

(b) 400 Hz, 5 m/s with
θ = 8 degree

(c) 1000 Hz, 5 m/s with
θ = 0 degree

(d) 1000 Hz, 5 m/s with
θ = 8 degree

Figure 5.15: Acoustic source map constructed from delay-and-sum beamforming. Wind speed of 5 m/s
with pitch angles of 0 and 8 degree. Colorbar indicates normalised channel gain, where 1 is expected
value at source location.
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(a) 400 Hz, 13 m/s with
θ = 0 degree

(b) 400 Hz, 13 m/s with
θ = 8 degree

(c) 1000 Hz, 13 m/s with
θ = 0 degree

(d) 1000 Hz, 13 m/s with
θ = 8 degree

Figure 5.16: Acoustic source map constructed from delay-and-sum beamforming. Wind speed of 13 m/s
with pitch angles of 0 and 8 degrees. Colorbar indicates normalised channel gain, where 1 is expected
value at source location.

5.1.7 Amiet model
Values from FINO1 dataset from August 2015 is used to calculate and plot the turbu-
lence intensity vs. mean wind speed at 80 m height, see Figure 5.17. The scattered
measurements is fitted against a 5th degree polynomial curve. The mean wind speed
and corresponding turbulence intensity, listed in Table 5.2, have been used to describe
the turbulent flow properties in the implementation of the Amiet model. Table 5.3 lists
the airfoil geometry variables for the NACA4412 airfoil used in the model.

Figure 5.17: Turbulence intensity vs mean wind speed for FINO1 data from August 2015 measured at
80 m height. Colorbar shows values of Monin-Obukhov length, L [104m]

Table 5.2: Important values from FINO1 dataset used in further analysis.

Dataset FINO1 August 2015

Mean wind speed (m/s) 7.022

Turbulent intensity for mean wind speed 0.056
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Table 5.3: Airfoil geometry for the NACA4412 airfoil on a scaled wind turbine.

Airfoil geometry NACA4412

Airfoil half chord (m) 0.0575

Airfoil half span (m) 0.275

Number of chordwise points 100

Number of spanwise points 101

The response of the airfoil can assume two forms when subjected to a subsonic,
oblique gust, i.e. the gust has a velocity lower than the velocity of sound in the medium,
depending on the size of the spanwise wavenumber Ky compared to a critical spanwise
wavenumber Kcrit

y expressed as (Graham, 1970; Hirono et al., 2020):

Kcrit
y =

KxM
β

, (5.1)

with Kx being the chordwise wavenumber, M is the Mach number and β = 1−M2.
The turbulence is operating at a frequency of about 1.8 kHz.

For |Ky|< Kcrit
y the gust is labelled as supercritical, meaning that a surface pressure

jump is created over a large area along the airfoil chord, while for a subcritical gust
when |Ky| > Kcrit

y the surface pressure jump that is created will decay exponentially
over the airfoil (Hirono et al., 2020). This is shown in Figure 5.18, for four different
conditions of turbulent gust; supercritical with normal incident (Ky = 0), supercritical
with oblique incidence (Ky = 0.35 ·Kcrit

y ), supercritical with oblique incident close to
critical (Ky = 0.75 ·Kcrit

y ) and subcritical (Ky = 1.25 ·Kcrit
y ). Due to its exponential de-

cay, the subcritical gusts only affects the leading edge surface of the airfoil, and will
not affect regions towards the trailing edge.

Under supercritical conditions, the airfoil will act as an efficient radiator of far-field
noise. Likewise, the acoustic radiation from adjoining regions will cancel each other
out for subcritical gusts, resulting in low radiation of far-field noise (Hirono et al.,
2020). The figure also shows how the airfoil responds to normal vs. oblique inci-
dence gusts, with the response wavefronts travelling towards the spanwise direction
for oblique gusts instead of following the downstream direction as it does for normal
incidence gusts.



5.1 Noise generation 61

(a) Supercritical gust with normal incidence (Ky =
0).

(b) Supercritical gust with oblique incidence (Ky =
0.35 ·Kcrit

y ).

(c) Supercritical gust with oblique incidence close to
critical(Ky = 0.75 ·Kcrit

y ).
(d) Subcritical gust (Ky = 1.25 ·Kcrit

y ).

Figure 5.18: Airfoil response for a single gust with k0c = 5 under varying conditions of turbulent gust.
Real part of pressure jump (left) and source strength distribution over the airfoil (right).

Figure 5.19 shows the normalised directivity in both the XZ-plane (left) and the
YZ-plane (right) for the same four scenarios as above. To describe the airfoil acous-
tic directivity, we used the effective lift function, L, also called the airfoil response
function. A significant difference in directivity strengths is observed between the su-
percritical and subcritical conditions. For supercritical gusts, the normalised directivity
in the YZ-plane shows a high directivity with the value of the main lobe ranging be-
tween -15 and −10 dB. When studying the subcritical case in the same plane, the main
lobe has a value of −30 dB. This corresponds with the previously discussed surface
pressure jump, where supercritical gusts radiates the sound much further than the sub-
critical.
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(a) Supercritical gust with normal inci-
dence,y=0 plane

(b) Supercritical gust with normal inci-
dence, x=0 plane

(c) Supercritical gust with oblique inci-
dence, y=0 plane

(d) Supercritical gust with oblique inci-
dence, x=0 plane

(e) Supercritical gust with oblique inci-
dence / close to critical, y=0 plane

(f) Supercritical gust with oblique inci-
dence / close to critical, x=0 plane

(g) Subcritical gust, y=0 plane (h) Subcritical gust, x=0 plane

Figure 5.19: Normalised directivity under various conditions. Operating frequency of about 1.8 kHz.

Subcritical gusts have, however, shown to be a significant source of the acoustic
radiation for low frequencies, as the cancellation effects along the span is incomplete
(Hirono et al., 2020). Figure 5.20 shows the normalised direction for a subcritical gust
with a frequency of approximately 450 Hz. When compared with the directivity for a
frequency of about 1.8 kHz in Figures 5.19g) and h) the strength of the main lobe has
increased with 10 dB in both the XZ- and YZ-plane.
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(a) Subcritical gust, y=0 plane (b) Subcritical gust, x=0 plane

Figure 5.20: Normalised directivity for a subcritical gust (Ky = 1.25 ·Kcrit
y ) for low frequency, about

450 Hz.

Another interesting fact, that is not shown in these figures, is how with increasing
frequency and/or airfoil span, the width of the main lobe will decrease - giving the
noise a more sharp directivity. Similarly, the main lobe will broaden its width with low
frequencies and/or a shorter span.

Figure 5.21 shows the near-field radiation over the two dimensional cut of the flat
airfoil. Due to no solid boundary to support the surface pressure jump at the ends, the
amplitude of the acoustic pressure is zero both upstream and downstream from the air-
foil (Hirono et al., 2020). Studying the difference in radiation between the cases for
supercritical gust with b) normal and d) oblique incidences, we observe how there is no
noticeable change in the acoustic field on the y=0 plane. This plane is not affected by
the incidence angle at the YZ-plane. There is however a shift towards the left for the
acoustic field on the x=0 plane. Here the radiation waves shifts to radiation in an simi-
lar oblique direction as the turbulent gust, giving a stronger directivity to the field. By
increasing the spanwise wavenumber Ky close to critical (as in e) and f)), the acoustic
field increases in strength and radiation angle. These finding correlates with the plots
for normalised directivity in Figure 5.19, as well as the surface pressure jumps shown
in Figure 5.18.
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(a) Supercritical gust with normal incidence,y=0
plane

(b) Supercritical gust with normal incidence,
x=0 plane

(c) Supercritical gust with oblique incidence,
y=0 plane

(d) Supercritical gust with oblique incidence,
x=0 plane

(e) Supercritical gust with oblique incidence /
close to critical, y=0 plane

(f) Supercritical gust with oblique incidence /
close to critical, x=0 plane

(g) Subcritical gust, y=0 plane (h) Subcritical gust, x=0 plane

Figure 5.21: Near-field radiation over the 2D cut of airfoil
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5.2 Propagation of noise

Now that the generation of wind turbine noise and its properties are studied and ex-
plained, the next step is propagation of this noise under different atmospheric condi-
tions and for a varying source frequencies.

5.2.1 Parabolic equation model
No terrain

The propagation is first studied with no topography present, but with a surface
impedance calculated from the formula of Delany and Bazley (1970), given as:

Zg = z0

(
1+0.08

(
f
σ

)−0.754
)
+ i11.9

(
f
σ

)−0.732

, (5.2)

where z0 is the surface height [m], f is frequency [Hz], and σ = 60 kNms−4 is the ef-
fective flow resistance used in this case. This surface impedance was kept constant for
all cases, but could be changed in future work to study how it affects propagation in
terms of absorption and reflection.

Figure 5.22 shows the transmission loss with height and range for the different
cases. The transmission loss describe the decrease in intensity of a sound wave as it
propagates outwards from a source (Kinsler et al., 1999). For each stability condition
(unstable, neutral and stable), we ran the simulation for four different source frequen-
cies; 100 Hz, 200 Hz, 300 Hz and 500 Hz. Wind turbines usually generate noise of low
frequencies, up till 200 Hz. It is however interesting to see how the model responds to
higher frequencies as well, managing to illustrate the variability of each stability con-
dition better.

For a source frequency of 100 Hz, shown in Figures 5.22a), b), and c), the sound
waves seem to have quite similar propagation behaviours for all stabilities. By in-
creasing the frequency we observe how the source directs the noise emission in a more
narrow manner. While for a low frequency the sound waves reflect upon the surface at
approximately 200 m, the noise does not reflect on the ground until a 1000 m range for
a frequency at 500 Hz. Looking back at Figure 4.4, we have a temperature inversion for
the stable atmosphere, i.e. the temperature of the air increases with height, providing a
sound speed profile, c, with the same characteristics. Transmitted sound waves always
bend towards neighbouring regions of lower sound speeds, as formulated by Kinsler
et al. (1999). Bending and refraction is therefore an evident feature in the propagation
for a stable atmosphere, and can also be seen sign off at high frequencies under neu-
tral conditions. Refraction is weakest at low frequencies. This can be explained by the
wind and temperature gradients close to the ground becoming to small in scale com-
pared to the wavelength of the sound. Refraction at low frequencies does therefore only
occur at larger distances (Piercy et al., 1977). Downwards refraction have a tendency
to enhance the sound level (Piercy et al., 1977), giving rise to the perception that noise
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from wind turbines, especially the amplitude modulations, are louder at night, i.e. at
stable conditions.

(a) Unstable conditions, 100 Hz (b) Neutral conditions, 100 Hz (c) Stable conditions, 100 Hz

(d) Unstable conditions, 200 Hz (e) Neutral conditions, 200 Hz (f) Stable conditions, 200 Hz

(g) Unstable conditions, 300 Hz (h) Neutral conditions, 300 Hz (i) Stable conditions, 300 Hz

(j) Unstable conditions, 500 Hz (k) Neutral conditions, 500 Hz (l) Stable conditions, 500 Hz

Figure 5.22: Transmission loss for three different stability conditions and for varying frequencies (100,
200, 300 and 500 Hz). Unstable condition, L = -100; Neutral condition, L = 0; Stable condition, L
= 200. The black dotted lines indicate the heights 10 m, 90 m and 200 m. The colorbar shows the
transmission loss [dB].

Wanting to study each stability condition further, the transmission loss at heights;
10 m, 90 m (hub height), and 200 m was plotted for all conditions and frequency cases.
Values for the transmission loss at 1500 m range and 3000 m range at these three heights
are listed in Table 5.4, with the difference between the two ranges seen in Table 5.5.
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There is a clear correlation between an increase in frequency and the spreading of
the sound waves, as discussed earlier. It is visualised in subfigures a) 10 m height
and c) 200 m height for all stability conditions. For an unstable atmosphere, see Fig-
ure 5.23, the signal at 100 Hz reaches the 200 m height measurement point 1100 m
before the high frequency signal of 500 Hz. The same applies to the measurement
point at ground level (10 m), with higher frequencies travelling further before bending
towards the ground. The transmission loss at hub height is always 0 dB at the source,
with a rapid increase in transmission loss the first hundred metres, eventually fluctuat-
ing at levels between -45 dB and -70 dB. Studying the values listed in Table 5.4, we
observe no noticeable relations for the different cases. Some comments can however
be made.

The largest transmission loss in hub height at 1500 m distance from the source, is
observed to be -66 dB for an unstable atmosphere with a source frequency of 300 Hz.
At a distance of 3000 m the transmission loss for the same case have decreased with 7.5
dB, meaning the sound waves can have gained energy from higher altitudes where the
sound is bending downwards or from sound waves reflected on the ground and back up
in the atmosphere, and therefore decreases in a lesser rate than previously. If we com-
pare the plots at 90 m height for a 500 Hz source with the plots of propagation, see
Figure 5.22, we also here observe an increase in the plot around 2000 m range, corre-
sponding to the range where the reflected sound waves from the ground converge with
the original source signal.

Something of particular interest for the acceptance of wind turbines is the noise level
at the surface, determining at which distance from houses wind farms can be built. It
is therefore useful to study the difference in transmission loss at different ranges. The
largest difference between the two ranges are for a neutral atmosphere with a source
frequency of 500 Hz (see Figure 5.24), where the transmission loss increases by 18
dB by doubling the distance. For the unstable condition and a frequency of 200 Hz,
we observe almost the same reduction. Figure 5.25 shows the transmission loss for a
stable atmosphere.
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(a) 10 m height. (b) 90 m height.

(c) 200 m height.

Figure 5.23: Comparison of transmission loss for an unstable atmosphere at three different heights; a)
10 m height (surface); b) 90 m height (hubheight); c) 200 m height. The black lines indicates the range
at 1500 m and 3000 m.
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(a) 10 m height. (b) 90 m height.

(c) 200 m height.

Figure 5.24: Comaprison of transmission loss for a neutral atmosphere at three different heights; a) 10
m height (surface); b) 90 m height (hubheight); c) 200 m height. The black lines indicates the range at
1500 m and 3000 m.
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(a) 10 m height. (b) 90 m height.

(c) 200 m height.

Figure 5.25: Comparison of transmission loss for a stable atmosphere at three different heights; a) 10
m height (surface); b) 90 m height (hubheight); c) 200 m height. The black lines indicates the range at
1500 m and 3000 m.
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Table 5.4: Values of transmission loss [dB] for all three stability conditions at varying source frequen-
cies measured at a range of 1500 m and 3000 m. No terrain.

TL [dB] at 1500 m range TL [dB] at 3000 m range
Stability Frequency [Hz]

10 m 90 m 200 m 10 m 90 m 200 m

100 -52.08 -44.94 -64.56 -56.99 -57.39 -55.05

200 -46.04 -51.87 -44.94 -62.08 -54.86 -58.69

300 -52.13 -51.85 -51.19 -64.06 -58.17 -62.63
Neutral

500 -45.11 -49.21 -58.39 -63.16 -53.99 -55.55

100 -51.34 -48.65 -47.52 -50.74 -53.75 -57.29

200 -47.27 -50.97 -63.35 -60.61 -51.25 -57.41

300 -46.39 -47.79 -56.19 -59.30 -61.16 -54.13
Stable

500 -45.74 -57.14 -80.92 -59.96 -46.26 -61.69

100 -48.24 -48.10 -60.32 -55.19 -62.51 -52.00

200 -52.92 -49.10 -50.81 -70.52 -56.20 -63.07

300 -45.40 -65.88 -66.94 -57.36 -58.37 -53.55
Unstable

500 -52.39 -49.44 -56.10 -56.82 -68.18 -66.01
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Table 5.5: The change in transmission loss between 1500 m and 3000 m for three heights and varying
atmospheric stabilities and frequencies. No terrain.

Stability Frequency [Hz]
Change in TL [dB]

10 m 90 m 200 m

Neutral

100 -4.91 -12.45 9.51

200 -16.04 -2.99 -13.75

300 -11.93 -6.32 -11.44

500 -18.05 -4.78 2.84

Stable

100 0.60 -5.10 -9.77

200 -13.34 -0.28 5.94

300 -12.91 -13.37 2.06

500 -14.22 10.88 19.23

Unstable

100 -6.95 -14.41 8.32

200 -17.6 -7.19 -12.26

300 -11.96 7.51 13.39

500 -4.43 -18.74 -9.91

With terrain

Introducing terrain to the propagation model allows us to further investigate sound
propagation and if it affects the transmission loss over distance in any way. A 70 m high
and 200 m long obstruction was placed at an 800 m range from the sound source. This
is the recommended distance between wind turbines and housings in Norway based
on studies from NVE (2022a). As seen in Figure 5.26, this changes propagation be-
haviours in several cases. The first, most noticeable difference is that the area behind
the obstruction experience a shadow zone, where the noise from the wind turbine does
not reach the ground. The sound waves propagates from the top of the obstruction in-
stead, in what seems to be the same angle as from the original source. We can observe
a slightly stronger refraction at higher frequencies here than without the terrain, with it
even being visible at lower frequencies in all three stability conditions.
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(a) Unstable conditions, 100 Hz (b) Neutral conditions, 100 Hz (c) Stable conditions, 100 Hz

(d) Unstable conditions, 200 Hz (e) Neutral conditions, 200 Hz (f) Stable conditions, 200 Hz

(g) Unstable conditions, 300 Hz (h) Neutral conditions, 300 Hz (i) Stable conditions, 300 Hz

(j) Unstable conditions, 500 Hz (k) Neutral conditions, 500 Hz (l) Stable conditions, 500 Hz

Figure 5.26: Transmission loss for three different stability conditions and for varying frequencies (100,
200, 300 and 500 Hz) with terrain. Unstable condition, L = -100; Neutral condition, L = 0; Stable
condition, L = 200. The black dotted lines indicate the heights 10 m, 90 m and 200 m. The colorbar
shows the transmission loss [dB].

Figures 5.27, 5.28 and 5.29, shows the transmission loss at three different height
for an unstable, neutral and stable atmosphere respectively. The transmission loss the
first 800 m from the source is, as one would expect, identical to the previous tests
with no terrain. After the obstruction there are clear differences, especially for the
height close to the surface (10 m). Comparing the values in Table 5.4 and Table 5.6, the
transmission loss measured at the first range checkpoint (1500m), is significantly higher
at 10 m height when the obstruction is present. For a source frequency of 300 Hz, the
difference with and without terrain is at staggering 40 dB for an unstable atmosphere.
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(a) 10 m height. (b) 90 m height.

(c) 200 m height.

Figure 5.27: Comparison of transmission loss for an unstable atmosphere at three different heights; a)
10 m height (surface); b) 90 m height (hubheight); c) 200 m height. The black lines indicates the range
at 1500 m and 3000 m.

While the transmission loss at 10 m height is generally lower for all three stabil-
ity conditions at 1500 m range, it is interesting to study the values of transmission loss
when increasing the distance in the case of a stable atmosphere. Table 5.7 shows how
the transmission loss actually decreases by 12-16 dB for all variations of source fre-
quency. The transmission loss at 3000 m therefore ends up at approximately the same
levels as the ones calculated with no terrain.

At 200 m height, only very small variations in the case with terrain and without are
observed, for either one of the checkpoints at 1500 m and 3000m. We therefore assume
that the obstruction have minimal to none effect on the propagation at higher altitudes.
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(a) 10 m height. (b) 90 m height.

(c) 200 m height.

Figure 5.28: Comparison of transmission loss for a neutral atmosphere at three different heights; a) 10
m height (surface); b) 90 m height (hubheight); c) 200 m height. The black lines indicates the range at
1500 m and 3000 m.
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(a) 10 m height. (b) 90 m height.

(c) 200 m height.

Figure 5.29: Comparison of transmission loss for a stable atmosphere at three different heights; a) 10
m height (surface); b) 90 m height (hubheight); c) 200 m height. The black lines indicates the range at
1500 m and 3000 m.
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Table 5.6: Values of transmission loss [dB] for all three stability conditions at varying source frequen-
cies measured at a range of 1500 m and 3000 m. With terrain.

TL [dB] at 1500 m range TL [dB] at 3000 m range
Stability Frequency [Hz]

10 m 90 m 200 m 10 m 90 m 200 m

100 -66.30 -52.01 -65.38 -70.13 -54.76 -62.43

200 -61.47 -66.89 -44.75 -66.68 -60.36 -55.59

300 -86.46 -48.84 -51.19 -68.16 -53.09 -65.80
Neutral

500 -80.87 -46.18 -58.39 -66.64 -71.03 -51.69

100 -71.76 -48.54 -48.22 -59.21 -59.35 -59.11

200 -72.08 -54.24 -63.34 -57.19 -60.47 -61.22

300 -75.09 -50.02 -56.19 -58.79 -60.14 -62.35
Stable

500 -80.92 -55.50 -80.92 -64.74 -54.31 -64.39

100 -71.30 -47.25 -65.40 -75.06 -58.15 -56.63

200 -66.10 -49.59 -50.55 -71.88 -57.74 -67.84

300 -86.17 -47.81 -66.94 -64.03 -58.22 -54.95
Unstable

500 -80.87 -45.93 -56.10 -61.51 -64.51 -61.72
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Table 5.7: The change in transmission loss from a range of 1500 m to 3000 m for three heights, varying
atmospheric stabilities and frequencies. Including terrain.

Stability Frequency [Hz]
Change in TL [dB]

10 m 90 m 200 m

Neutral

100 -3.83 -2.75 2.95

200 -5.21 6.53 -10.84

300 18.30 -4.25 -14.61

500 14.23 -24.85 6.70

Stable

100 12.55 -10.81 -10.89

200 14.89 -6.23 2.12

300 16.30 -10.12 -6.16

500 16.18 1.19 16.53

Unstable

100 -3.76 -10.9 8.77

200 -5.78 -8.15 -17.29

300 -22.14 -10.41 11.99

500 19.36 -18.58 -5.62



Chapter 6

Summary and conclusion

Noise from wind turbines has been and will continue to be a key subject in studies and
research in the pursuit of improving the overall performance and the environment in
close proximity to the turbines. In this thesis, various models and techniques have been
studied and tried implemented to give a holistic impression of the complexity of assess-
ing noise generation and propagation from wind turbines in the atmosphere.

Despite not being able to implement beamforming in a rotating frame of reference,
the method has been introduced together with the discussion of some advantages and
disadvantages regarding the delay-and-sum approach. For future work, a natural ex-
tension would be to transform the measured pressure levels at the microphones into a
rotating frame of reference and use this to make a more accurate acoustic source map.

The airfoil analysis using the Amiet model for leading edge noise has been proven
important for the understanding of gust influence on surface pressure and near-field ra-
diation. Next, a series of test cases were conducted with the parabolic equation method
to study the acoustic pressure field with and without terrain under three different atmo-
spheric stabilities and for varying frequencies. Here, it was illustrated how the propa-
gation changes for a stable, neutral and unstable atmosphere. We did however not find
any significant difference in transmission loss in the different tests, except for when in-
troducing an obstacle in the propagation path. Further sensitivities should be explored
and more comprehensive testing against observations made. It would be of interest to
study the propagation variations when changing surface roughness, the height of the
source and using other types of terrain.
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