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Abstract 

This project is a direct continuation from my bachelor project that was based off Wisniewska,M 

(2017), where she investigated the changes in Poly(N-isopropylacrylamide) P(NIPAM)  at the 

Volume Phase Transition (VPT) . The goal of the project was to expand the portfolio and 

characterization of P(NIPAM), particularly on how β-cyclodextrin (βCD) reacts as it goes 

through VPT both inside the hydrogel and outside the hydrogel. By using Magnetic Resonance 

Imaging (MRI), it allows us to monitor the changes of P(NIPAM) as it goes through the Lower 

Critical Solution Temperature (LCST), the Volume Phase Transition Temperature (VPTT), and 

40 °C. Multi-Slice Multi-Echo (MSME) imaging was used to monitor the physical changes of 

the hydrogel with increasing temperature for comparison to spectral data using Magnetic 

Resonance Spectroscopy (MRS). Combining MRI with MRS allows for us to combine the 

macroscopic and microscopic picture of the βCD activity inside and outside the hydrogel. The 

changes of βCD in the polymer interior and exterior was monitored using STimulated Echo 

Acquisition Mode (STEAM), and the diffusion of βCD and water inside the hydrogel was 

recorded using MEshcher-GArwood Point RESolved Spectroscopy (MEGA-PRESS). The 

release of the βCD inside the hydrogel network was minimal until reaching VPTT, where the 

change in concentration sharply decreased due to the phase transition. As for the βCD change 

outside the hydrogel, the change was adherent to the shrinkage kinetics of P(NIPAM), showing 

delays in release due to restricted diffusion caused by the shrinkage of the P(NIPAM) after 

VPTT. For the self-diffusion data of the βCD, it was found that the βCD signals were loss using 

MEGA-PRESS after VPTT as a result of diffusion. The water self-diffusion values were also 

found to be decreasing consistently after a delay from 40°C.  
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Overview of Symbols 

• NMR = Nuclear Magnetic Resonance  

• MRS = Magnetic Resonance Spectroscopy 

• MRI= Magnetic Resonance Imaging  

• P(NIPAM)= Poly(N-isopropylacrylamide) 

• CD= Cyclodextrin 

• βCD = β-Cyclodextrin 

• VPT= Volume Phase Transition 

• VPTT= Volume Thase Transition Temperature 

• LCST= Lower Critical Solution Temperature 

• MSME= Multi-Slice Multi-Echo 

• STEAM= STimulated Echo Acquisition Mode 

• MEGA-PRESS= MEshcher-GArwood Point RESolved Spectroscopy 

• CRDDS= Controlled Release Drug Delivery System 

• DDS= Drug Delivery System 

• ΔFelastic= Elastic contribution to free energy of swelling of dry polymers 

• ΔFmixingl= Mixing contribution to free energy of swelling of dry polymers 

• ΔFtotal= Total free energy of swelling of dry polymers 

• Mn= Average molecular weight before crosslinking 

• Mc= Average chain molecular weight between crosslinks 

• V1= Molar volume of the solvent 

• χ1= Polymer solvent interaction parameter 

• �̅�= Specific volume of the polymer(psolv/ppol) 

• v2s= Polymer volume fraction in the swollen state at equilibrium 

• ρs= Density of the solvent 

• ρp= Density of the dry hydrogel 

• Qm= Swelling ratio 

• Ms= Hydrogel mass after swelling  

• D0= Self-diffusion in solution 

• Dm= mutual diffusion 

• Ds= Self-diffusion 

• Md= Mass of the dry hydrogel  
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• √〈�̅�0
2〉= Root-mean-square end to end distance of the polymer chain in the undisturbed 

state  

• CN= Flory characteristic ratio of the polymer 

• Mr= Molecular weight of the repeat units 

• ξ = Mesh size 

• rs= Radius of the solute 

• rFV= Free volume void sizes in the hydrogel  

• f= friction coefficient  

• kB= Boltzmann constant 

• T= Absolute temperature 

• η= Solvent viscosity 

• R= Ideal gas constant [8.3145 J×K-1×mol-1] 

• Λ= Geometry parameter of the diffusing material  

• Rh= Hydrodynamic radius distribution 

• EA= Activation energy 

• 𝐷𝑠
𝑔𝑒𝑙

= Self-diffusion of gel 

• 𝐷𝑠
0= Self-diffusion coefficient of solute in solution 

• NIPAM= N-isopropylacrylamide 

• AAc= Acrylic Acid 

• DAT= N,N’-Diallyl L-tartardiamide 

• TEMED= N,N,N,N-tetramethylethylenediamine 

• Mean-square displacemen(R2)t= MSD 

• 𝜁= Restriction effect 

• td=diffusion time 

• dw= Random walk dimension 

• α = Time-independent scale 

• P= spin angular moment 

• I= Spin quantum number 

• h= Planck’s constant 

• µ= intrinsic spin  

• B0= Static magnetic field 

• 𝛾= Gyromagnetic ratio 



Page 6 

 

 

•  𝛾𝐻= Gyromagnetic ratio of hydrogen 

• 𝜔𝐿= Larmor frequency 

• v= Resonance condition/Precessional frequency 

• ℏ= Reduced Planck constant 

• M0= Net magnetization 

• ∆E= Total energy difference 

• Nupper/Nlower= Ratio of the populations 

• B1= Extra magnetic field 

• FID= Free induction decay 

• 𝜏𝑝= Duration of the rf field 

• T2= Transverse relaxation time 

• T1= Spin lattice relaxation time  

• Mz/My/Mx = Net magnetization on the z/y/x-axis 

• T2
*= Effective transverse relaxation time  

• T2MS= Dephasing time due to the magnetic susceptibility differences 

• T2M= Dephasing time due to the main field inhomogeneity 

• MR= Magnetic resonance 

• rf= Radio frequency 

• σ= Shielding constant of a proton 

• δ= Chemical shift 

• Blocal= Local magnetic field 

• PFG= Pulse field gradient 

• g= Field gradient 

• θ= Position of slice 

• ∆𝜔= Associated frequency profile 

• ∆z= Slice thickness 

• GSS=Slice-selective gradient 

• Bi= Magnetic field strength of position “ri” 

• GT= Total gradient amplitude 

• 𝜔𝑖= Frequency of the proton in position “ri” 

• GRO= Read-out gradient 

• 𝜔𝑁𝑄= Nyquist frequency 
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• FOV= Field of view 

• S/N= Signal-to-noise ratio 

• NRO= Number of readout sample points 

• NPE= Number of phase encoding steps in the acquisition matrix 

• VOXRO=Spatial resolution in the phase-encoding direction 

• GPE= Phase-encoding gradient 

• 𝜔0= Base frequency 

• ∅1= Phase shift 

• kx= k-space for x data points 

• ky= k-space for y data points 

• ∆𝑘𝑖= Separation between points in k-space 

• ∆𝑖= spatial resolution 

• RO= Read out 

• 𝜔𝑖= Central frequency 

• VOI= Volume of interest 

• SVS= Single voxel techniques 

• D= Diffusion coefficient of pure solutions 

• CHESS=Chemical Shift Selective 

• b= Attenuation factor 

• I= Intensity 

• D2O= Deuterated oxide 

• tinitial= Start of the experiment 

• FLASH= Fast low angle shot  

• TE= Echo time 

• TR= Repetition time 

• PD= Proton density 

• 𝜑= Accquired phase 

• 𝜑0= Initial phase 

• DMSO-d6= Dimethyl sulfoxide-d6 

• SDH2O= Super distilled water 
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Overview of figures 
Chapter Figure Description 

1.1 1.1.1 Comparison of drug release profiles 

 1.1.2 Classifications of modified DDS 

1.2 1.2.1 Classifications of hydrogels 

 1.2.2 Hydrogel swelling and shrinking reaction 

 1.2.3 Alteration of mesh sizes and effects on solute 

 1.2.4 Function of MSD against td 

1.3 1.3.1 Chemical structures of NIPAM, AAc, and DAT 

1.4 1.4.1 2D Fourier imaging of P(NIPAM) swollen in D2O at various 

temperature values 

2.1 2.1.1 Precession of a magnetic moment in a static magnetic field with 

Larmor frequency 

 2.1.2 Zeeman diagram 

 2.1.3 Microscopic and macroscopic perspective of a proton collection 

when B0 is present 

2.2 2.2.1 Energy absorption on the macroscopic perspective 

 2.2.2 Direction of different rf pulses in a rotating frame coordinate 

system 

2.3 2.3.1 T1 relaxation curve after 90° rf pulse 

 2.3.2 T2 relaxation curve (Mxy) against time 

 2.3.3 Effects of T2
* on the precession rates 

 2.3.4 T2 relaxation vs T2
* 

 2.3.5 Standard single echo spin echo sequence timing diagram 

 2.3.6 Vector diagram of a single echo spin echo sequence timing diagram 

 2.3.7 Standard multiecho spin echo sequence timing diagram 

2.5 2.5.1 Linear field gradient applied parallel to B0 in PFG 

 2.5.2 Behavior of the transverse magnetization in the presence of a field 

gradient 

 2.5.3 Spin-echo experiment with pulsed gradient 

 2.5.4 Vector diagram of spin-echo experiment with pulsed gradient 

3.1 3.1.1 The 3 physical gradients used in MRI 

 3.1.2 Slice selection process using GSS 

 3.1.3 Readout process using GRO 

 3.1.4 The effects of Nyquist frequency and FOV on resolution  

 3.1.5 Concept of phase encoding 

 3.1.6 Phase encoding process 

3.2 3.2.1 Example of raw data imaging and a real image. 

 3.2.2 k-space before and after Mxy 

 3.2.3 Spin echo sequence with its k-space trajectory 

3.3 3.3.1 PRESS pulse sequence 

 3.3.2 STEAM pulse sequence 

3.4 3.4.1 Stejskal-Tanner view of a spin-echo sequence 

5.1 5.1.1 P(NIPAM) and βCD inside a 10mm NMR tube. 

5.2 5.2.1 Schematic diagram of a cooling unit attached to the NMR probe 

5.3 5.3.1 FLASH gradient-echo sequence 
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 5.3.2 Pulse sequence of MSME 

 5.3.3 MEGA-PRESS sequence scheme 

6.1 6.1.1 NMR spectrum of glycol (80 wt%) in DMSO-d6 

 6.1.2 Figure 6.1.1 with chemical shift separation marker 

6.2 6.2.1 Voxel placement inside and outside the hydrogel 

6.3 6.3.1 1H-NMR spectrum of P(NIPAM) and βCD with its hydrogen 

environments 

6.4 6.4.1 Plotting of ln(I/I0) against the b-factor for determining the diffusion 

coefficient using 4 data points 

 6.4.2 Plotting of ln(I/I0) against the b-factor for determining the diffusion 

coefficient using 3 data points 

 6.4.3 Determining the self-diffusion coefficient of the bulk 80:20 

D2O/SDH2O with βCD at 25°C 

 6.4.4 Spectrum of the bulk 80:20 D2O/SDH2O with βCD between 

4.6ppm-4.8ppm 

 6.4.5 Example of a run that did not fulfil the criteria for determining a 

reliable D0 value for bulk βCD 

 6.4.6 Figure 6.4.5 after removing outliers. 

 6.4.7 Spectrum of figure 6.4.7 

7.1 7.1.1 Temperature calibrations of the BCU20 using 2 parallels 

7.2 7.2.1 Temperature time correlation curve of 40S with 2 parallels 

 7.2.2 Average fit curve of figure 7.2.1 

 7.2.3 Spectral comparison of the glycol sample 

 7.2.4 Temperature time correlation curve of 40T with 2 parallels 

 7.2.5 Average fit curve of figure 7.2.4 

 7.2.6 Temperature time correlation curve of 40ST with 2 parallels 

 7.2.7 Average fit curve of figure 7.2.6 

 7.2.8 Temperature time correlation curve of 31T with 2 parallels 

 7.2.9 Average fit curve of figure 7.2.8 

7.3 7.3.1 40ST’s MSME pictures from 25°C→40°C 

 7.3.2 40ST’s MSME pictures incubating at 40°C 

 7.3.3 31T’s MSME pictures from 25°C→31°C 

 7.3.4 31T’s MSME pictures incubating at 31°C 

 7.3.5 40S’s MSME picture from 25°C→40°C 

 7.3.6 40S’s MSME pictures incubating at 40°C 

 7.3.7 40T’s MSME pictures from 25°C→40°C 

 7.3.8 40T’s MSME pictures incubating at 40°C 

7.4 7.4.1-

7.4.2 

Spectra comparison of 40S before and after LCST 

 7.4.3-

7.4.5 

Spectra comparison of 40S before and after VPTT 

 

 7.4.6-

7.4.8 

Spectra comparisons of 40S at 25°C vs 40°C 

 

 7.4.9-

7.4.10 

Spectra comparison of 40S, 31T, 40ST, and 40T 

 7.4.11-

7.4.12 

Spectra comparisons just before 40°C 
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7.5 7.5.1-

7.5.2 

Quantitative analysis of βCD for 40S 

 7.5.3-

7.5.4 

Quantitative analysis of βCD for 40ST 

 7.5.5-

7.5.6 

Quantitative analysis of βCD for 40T 

 7.5.8 Overview of the quantitative analysis of βCD for 40S and 40ST 

 7.5.9 Overview of the quantitative analysis of βCD for 40T, 31T and 

40ST 

7.6 7.6.1 Spectra comparison of the 1st and last run of the 6mm voxel for 40S  

 7.6.2-

7.6.3 

Parallels of the 2mm and 6mm voxel analysis of βCD for 40S 

 7.6.4 Average fit curve of the 2mm and 6mm voxels for 40S 

 7.6.5-

7.6.6 

Parallels of the 2mm and 6mm voxel analysis of βCD for 40ST 

 7.6.7 Average fit curve of the 2mm and 6mm voxels for 40ST 

 7.6.8 The only parallel of the 2mm and 6mm voxel analysis of βCD for 

40T 

 7.6.9-

7.6.10 

Parallels of the 2mm and 6mm voxel analysis of βCD for 31T 

 7.6.11 Average fit curve of the 2mm and 6mm voxels for 31T 

 7.6.12 Overview of the 40S and 40ST analysis of the 2mm and 6mm 

voxels 

 7.6.13 Overview of the 40ST, 40T, and 31T analysis of the 2mm and 6mm 

voxels 

7.7 7.7.1 
D0 values of water at various temperatures 

 7.7.2 
Self-diffusion of bulk 80/20 D2O and SDH2O mixture with bCD at 

various temperatures 

 

Overview of equations 
Chapter Equation Description 

1.2 1.2.1 Flory-Rehner equation 

 1.2.2 Differentiated Flory-Rehner 

equation 

 1.2.3 Specific volume of the 

polymer 

 1.2.4 Polymer volume fraction in 

the swollen state at 

equilibrium 

 1.2.5 Swelling ratio 

 1.2.6 Root-mean-square end to 

end distance of the polymer 

chain in the undisturbed 

state 

 1.2.7 Mesh size of the hydrogel 

 1.2.8 Stokes-Einstein equation 
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 1.2.9 Friction coefficient 

 1.2.10 Solvent viscosity 

 1.2.11 Self-diffusion of the gel 

 1.2.12 Mean-squared displacement 

(MSD) 

 1.2.13 Restriction effect 

 1.2.14 Modified MSD (Hindered 

diffusion) 

2.1 2.1.1 Spin angular moment 

 2.1.2 Intrinsic spin of the nucleus  

 2.1.3 Angular moment on the z-

axis 

 2.1.4 Alternative definition of 

intrinsic spin 

 2.1.5 Angular frequency 

 2.1.6 Resonance condition 

 2.1.7 Energy separation of two 

states of a spin 

 2.1.8 Boltzmann distribution 

2.2 2.2.1 Pulse angle 

 2.2.2 Total magnetization vector 

2.3 2.3.1 Transverse relaxation (x-

axis) 

 2.3.2 Transverse relaxation (y-

axis) 

 2.3.3 Spin lattice relaxation (z-

axis) 

 2.3.4 Transverse relaxation (xy-

axis) 

 2.3.5 Calculating T2
* 

 2.3.6 Transverse magnetization 

with T2
* 

2.4 2.4.1 Local magnetic field 

 2.4.2 Resonance frequency 

 2.4.3 Chemical shift 

2.5 2.5.1 The precessional frequencies 

of the nuclei at the various 

positions 

 2.5.2 Position of the slice 

 2.5.3 Displacement of vector due 

to excess precessional 

frequency 

3.1 3.1.1 Magnet field strength with 

respect to “ri” and GT 

 3.1.2 Larmor frequency of the 

magnetic field gradients 

 3.1.3 Associated frequency profile 

of a slice 



Page 12 

 

 

 3.1.4 Total range of frequencies in 

the image 

 3.1.5 Nyquist frequency 

 3.1.6 Spatial resolution of the 

readout gradient 

 3.1.7 Total pixel bandwidth 

 3.1.8 Spatial resolution of the 

phase-encoding gradient  

3.2 3.2.1 k-space for GRO 

 3.2.2 k-space for GPE 

 3.2.3 FID signal received by the 

coil 

 3.2.4 The separation between 

points in k-space 

 3.2.5 Spatial resolution with 

respect to the direction i 

3.4 3.4.1 Stejskal-Tanner equation 

 3.4.2 b-value or attenuation factor 

 3.4.3 Intensity change in 

determining the diffusion 

coefficient 

5.3 5.3.1 Mathematical definition of 

the acquired phase at 

position “r” 

6.1 6.1.1 Variable temperature 

calibration formula from 

BRUKER 

7.1 7.1.1-7.1.2 Calculating the real 

temperature of the probe 

using the temperature 

calibration curves of parallel 

1 and 2 from figure 7.1.1 
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Overview of tables 
 

Chapter Table Description 

5.2 5.2.1 Overview of the temperature experiments with their 

respective temperature protocols 

7.1 7.1.1 Identical calculated temperatures for parallel 1 and 

parallel 2 

7.2 7.2.1 Overview of transition temperatures for each 

temperature experiment 

7.7 7.7.1 D0 values of pure distilled water measured from [4] 

at various temperatures 

 7.7.2 Measured D0 reference values of super-distilled 

water at different temperatures with deviation 

calculations from [4] 

 7.7.3 Bulk 80:20 D2O/H2O and βCD D0 values at various 

temperatures 

 7.7.4 βCD D0 values at various temperatures 

 

 7.7.5 βCD D0 values at various temperatures at 9.5mM 

and 8mM 

 

7.8 7.8.1-7.8.2 D/D0 of 40S 

 7.8.3-7.84 MEGA PRESS runs 

 7.8.5-7.8.6 D/D0 of 40ST 

 7.8.9-7.8.11 40T spectra 
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(1) Introduction  

(1.1) Background on Controlled-Release Drug Delivery Systems (CRDDS) 

Customarily, drug administration is administered as a high singular dosage or as a series of 

small doses to stimulate a therapeutic effect for the drug [38-40]. The therapeutic concentration 

of a drug can be obtained through syringe injections, oral administration, transdermal 

administration, or implants [4, 42]. However, the conventional means to administer these drugs 

can commonly lead to lower efficacy, lower patient compliance, unwanted side-effects, and 

high levels of toxicity [38-40]. These complications associated with the conventional means 

are caused by unstable drug concentrations in the blood as it peaks as soon as the drug is 

administered, but sharply declines after a period of time [43-45]. 

Figure 1.1.1: Comparing typical release profiles for controlled release and conventional drug delivery systems. Controlled 

release optimizes the therapeutic effect of the drug unlike the traditional system. It can avoid the known issues, such as drug 

ineffectiveness or toxicity [41, 45]. 
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In order to circumvent the aforementioned 

complications and obstacles of drug 

administration, Drug Delivery Systems 

(DDS) have been developed and employed. 

A DDS is defined as a pharmaceutical 

technique that delivers a therapeutic 

compound with a controlled release rate in 

a specific time interval at a specific target 

site in the body [43-44, 46-47]. DDS 

maintains the drug level in the organism 

within the therapeutic window as seen in 

figure 1.1.1 [41]. Although figure 1.1.2 shows the different modified classifications of DDS, 

this project will be on Controlled Release Drug Delivery Systems (CRDDS) [48]. 

 

CRDDS is defined as any delivery system that achieves a slow release of the drug over an 

extended period of time [49]. CRDDS are not target-specific, so this means that the system is 

unable to deliver the drug to the target site in a direct manner. Despite this limitation, it is still 

possible to exclusively deliver the drug to the target site by implementing target delivery 

systems, which exploit the characteristics of the drug carrier and the target’s site, so that it can 

regulate the biodistribution of the drug. From an optimal perspective, a perfect CRDDS is 

achieved when the drug is delivered into a therapeutic system, which means to say that the drug 

is released at a pre-determined rate, locally or systematically at a precise time interval [49,50]. 

Consequently, this makes it so that the presentation of a drug is limited to the specific body site 

for its intended release, absorption, or transport of the drug’s active component through various 

biological membranes on its route to the target [51-52]. The release kinetics of CRDDS in a 

therapeutic system is commonly zero-order. Therefore, the dose of the CRDDS in therapeutic 

systems are not as significant than the release rate, which makes the release rate of the CRDDS 

in therapeutic systems the rate-determining step for the absorption, and the drug concentration 

in the plasma and target site. By design, CRDDS is expected to develop a predictable, but 

constant plasma concentration without the influence of the biological environment of its 

intended target system or body part [50]. This system prevents substantial variations in medical 

Figure 1.1.2: Various classifications of modified release 

Drug Delivery Systems. The emphasis will be on Controlled 

Release Drug Delivery Systems [48]. 
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dosage, reduces the frequency intake of medicine, and the medicine can be administered 

locally.  

(1.2) Background on Hydrogel dynamics 

Hydrogels have been extensively used in CRDDS acting as drug carrier molecules for 

therapeutic agents and various drugs in branches of medicine, cardiology, oncology, 

immunology, wound healing, pain management and tissue engineering [45,53]. Hydrogels are 

3D high molecular weight networks that are composed of a polymer backbone, water and a 

crosslinking agent. Hydrogels can swell and retain a substantial fraction of water within its 

structure, but it will not dissolve in water at physiological temperature and pH [55-57]. The 

crosslink interactions in the hydrogel are responsible for maintaining the structural integrity. 

This crosslink can either be characterized as chemical or physical. When covalent bonds form 

between polymer chains, this is considered a chemical crosslink interaction. This produces a 

permanent cross-link junction hydrogel. On the other hand, physical crosslinking is the result 

of reversible intermolecular interactions between polymer chains, such as ionic interactions, 

polymerized entanglements, or hydrogen bonds [58-59]. The diverse classifications of the 

hydrogels are classified in figure 1.2.1 [60]. Gels exhibiting a phase transition in response to 

external conditions summarized in figure 1.2.1 are referred to as “stimuli-responsive” or smart 

gels [45, 61].  

 

Figure 1.2.1:  Diverse classifications of hydrogels based on the type of preparation, stimuli, types of crosslinkers, ionic charge 

and degradability. Adapted from [54].  
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Swelling kinetics 
The swelling process of the polymer networks that comprise hydrogels can be described by the 

Florey and Rehner's equilibrium swelling theory can be used to explain the swelling process of 

the polymer networks that comprise hydrogels. According to the Flory-Rehner theory, when a 

non-ionic hydrogel is placed in excess solvent, the polymer chains begin to absorb the solvent 

and swell until the counteracting forces of osmotic force and elastic force balance each other, 

thus establishing equilibrium. Once equilibrium is established, the maximum dimensional 

change has occurred and swelling ceases to continue. The Flory-Rehner equation is one such 

equation to describe the interaction between the polymer and liquid molecules, particularly the 

equilibrium of swelling gel polymers [63-64]. It is defined in equation 1.2.1. The physical 

situation of the interaction can be represented below by the elastic (ΔFelastic) and mixing 

(ΔFmixing) contributions to free energy of swelling of dry polymers (∆Ftotal) [45]: 

∆𝐹𝑡𝑜𝑡𝑎𝑙 = ∆𝐹𝑚𝑖𝑥𝑖𝑛𝑔 + ∆𝐹𝑒𝑙𝑎𝑠𝑡𝑖𝑐  (Equation 1.2.1) 

ΔFmixing represents the chain in free energy due to the polymer mixing between the pure solvent 

and the polymer chains. It can be used to measure the compatibility of the polymer with the 

solvent molecules. On the other hand, ΔFelastic is the change in free energy due to elastically 

effective crosslinks in the hydrogel network [4, 45, 65-66]. Equation 1.2.1 above can be 

differentiated with respect to the number of solvent molecules with the two conditions being 

the system is isothermal and isobaric until the full Flory-Rehner equation is formed. It is 

defined in equation 1.2.2 [4, 67]. 

1

𝑀𝑐
=

2

𝑀𝑛
−

�̅�

𝑉1
[ln(1−𝑣2𝑠)+𝑣2𝑠+𝜒+𝑉2𝑠

2 ]

𝑣2𝑠

1
3 −

𝑣2𝑠
2

 (Equation 1.2.2) 

�̅� =
𝜌𝑠𝑜𝑙𝑣

𝜌𝑝𝑜𝑙
 (Equation 1.2.3) 

𝑣2𝑠 =

1

𝜌𝑝𝑜𝑙
𝑄𝑚

𝜌𝑠𝑜𝑙𝑣
+

1

𝜌𝑝𝑜𝑙

 (Equation 1.2.4) 

𝑄𝑚 =
𝑀𝑠

𝑀𝑑
 (Equation 1.2.5) 

In equation 1.2.2, Mn represents the average molecular weight before crosslinking. Mc 

represents the number average chain molecular weight value between cross-links. V1 is the 

molar volume of the solvent. χ1 is the polymer solvent interaction parameter. �̅� is the specific 

volume of the polymer (psolv/ppol) and is showcased in equation 1.2.3. v2s is the polymer 

volume fraction in the swollen state at equilibrium. v2s is defined in equation 1.2.4. In equation 

1.2.3, ρs represents the density of the solvent, whilst ρp is the density of the dry hydrogel. At 
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equation 1.2.4, however, the equation showcases the definition of v2s, where Qm is defined as 

the swelling ratio and its definition is shown at equation 1.2.5. In equation 1.2.5, Ms is the 

hydrogel mass after swelling, whilst MD is the mass of the dry hydrogel [4, 45, 67-70]. 

Mesh size 
The Flory-Rehner calculated value from equation 1.2.2 is a preliminary step for the next 

calculated value, which is the root-mean-square end to end distance of the polymer chain in the 

undisturbed state (√〈�̅�0
2〉) [4, 70]. (√〈�̅�0

2〉) is shown in equation 1.2.6, and it is a pertinent 

value for determining the hydrogel mesh size, as described by Canal and Peppas [71]. This is 

due to (√〈�̅�0
2〉) depends on Mn [4, 70], where l is the bond length along the polymer 

backbone/the average bond length [4, 72-73], CN is the Flory characteristic ratio of the polymer, 

and Mr is the molecular weight of the repeat units [4, 45, 72-73].

√〈�̅�0
2〉 = 𝑙√

2𝐶𝑁𝑀𝑐

𝑀𝑟
 (Equation 1.2.6) ξ = √〈�̅�0

2〉 × 𝑣2𝑠

−
1

3 (Equation 1.2.7) 

Utilizing a combination of aspects from both equation 1.2.4 and equation 1.2.6, the mesh size 

of the hydrogel (ξ) can be determined and defined as shown in equation 1.2.7. The mesh size 

of the hydrogel is defined as the linear distance between two adjacent crosslinks [70, 74]. The 

mesh size can be affected by a variety of variables, such as varying the crosslinking density, 

polymer concentration, the presence of ionic polymers or changing the conditions of the 

polymerization reaction. Altering the conditions of the polymerization reaction would mean 

changing the solvent types, stimuli conditions like pH and/or temperature values. Such changes 

can influence the mesh size ratio, which is the main factor that determines how quick the drug 

can be released from the hydrogel network [74]. An example of the reversible reaction of the 

hydrogel can be seen in figure 1.2.2.  If the drug molecule is larger than the mesh size, the drug 

molecule becomes physically entrapped inside the network, and it can only be released via 

network degradation, deformation or swelling. If the molecule is smaller than the mesh size, 

diffusion is independent on the mesh size, and the drug molecules migrate freely [45, 75]. 

Figure 1.2.3 visualizes the effects of a small or large mesh size [78].  
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Figure 1.2.2: Schematic diagram showing the hydrogel swelling and shrinkage. In the presence of water, the unswollen 

network becomes swollen. The swollen hydrogel is interlinked using crosslinkers, which are marked in red here. The mesh 

size(ξ) in the swollen state is larger, so movement of the drugs are higher in the swollen state. Stimuli conditions can reverse 

the reaction by causing the network to return to its collapsed state by breaking down the crosslinkers, such as via change in 

pH, polymer concentration, temperature and etc. This can make it harder for the molecules to move through the network. 

Adapted from [76]. 

 

Figure 1.2.3: 3 pictures that shows the effects of altering mesh sizes. (1st picture) Shows solute diffusing via free volume as 

the hydrodynamic radius of the solute(rs) and free volume void sizes in the hydrogel(rFV) are approximately equal, but are 

smaller than the mesh size (ξ).(2nd picture) Shows how rFV is less than the rs, and rs is still smaller than the ξ, which leads to 

the solute diffusing with the liquid and through the mesh. (3rd picture) Same conditions as the 2nd picture with the exception 

that rs is approximately equal to the ξ, so the probability of the solute diffusing through the mesh decreases as the size of the 

solute increases [78] 

Diffusion  
It is vital to know that diffusion dominates the drug release. The effect of steric hindrance 

becomes more apparent once the mesh size matches the size of the diffusing drug as shown in 

figure 1.2.3. The polymer chains of the hydrogels can act as physical obstructions for the 

solute, slowing its movement by reducing the average free volume per molecule available to 

the solute, thus increasing hydrodynamic drag for the solute. Consequently, this increases the 
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path length of the solute. Several models have been proposed to characterize the effects of 

hydrodynamic drag, physical obstruction and free volume. The suitability of each model is 

largely dependent on the nature of the polymer. Quoting a statement from Brian Amsden, 

“Diffusion in homogeneous hydrogels could not expected to be aptly described by a model 

which assumes that the polymer chains are rigid, straight, and motionless, and neither would 

the converse be expected to be true.” These models are summarized in attachment 1 [45,75]. 

 

With that in mind, the controlled release of a drug from the hydrogel is made possible by 

diffusion. Diffusion is generally defined as the random translation incoherent motion of 

molecules measured in length2 time-1 [4]. The two main categories of diffusion taking place in 

hydrogels are self-diffusion and mutual diffusion [79]. Self-diffusion is the type of diffusion 

that is driven by random Brownian motion of molecules in an uniform solution, which stems 

from the internal kinetic energy. It occurs in the absence of any concentration gradient [79-80]. 

On the other hand, mutual diffusion occurs in the presence of a concentration gradient. Mutual 

diffusion can be described by Fick’s laws of diffusion [79, 81-82]. The diffusion coefficient of 

both mutual and self-diffusion is commonly denoted as Dm or Ds respectively [83, 84]. The Ds 

of a molecule relates to its molecular size, and it is sensitive to molecular interactions and 

temperature at infinite dilution [84-85]. At infinite dilution, the diffusion coefficient is denoted 

by D0, which is represented in equation 1.2.8 (Stokes-Einstein equation). This equation 

describes the hydrodynamic properties of solute transport through gels [45, 86]. 

𝐷0 =
𝑘𝐵𝑇

f
 (Equation 1.2.8) 

𝑓 = 𝜆𝜋𝜂𝑅ℎ (Equation 1.2.9) 

𝜂 = 𝜂0𝑒
𝐸𝑎

𝑅𝑇⁄  (Equation 1.2.10) 

In equation 1.2.8, kB represents the Boltzmann constant, T represents absolute temperature and 

f is the friction coefficient. The friction coefficient is defined in equation 1.2.9, and it is 

dependent on η (solvent viscosity). η is defined in Equation 1.2.10, where Ea is the activation 

energy, T is the absolute temperature and R is the ideal gas constant (8.3145 J K-1 mol-1). The 

geometry parameter (λ) of the diffusing particle. The geometry parameter depends on the 

boundary conditions. If the particle interacts strongly with the solvent molecules, such that the 

solvent layer that lays closest to the surface moves at similar velocity as the particle (stick 

boundary condition), the λ parameter is equal to 6. Rh represents the hydrodynamic radius 

distribution [4, 45, 81-83]. 
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One factor that is vital to consider is the intermolecular interaction between the solute and the 

polymer network. This can influence the solute diffusion in hydrogels. Numerous models have 

been proposed as shown in attachment 14 to describe the relationship between the hydrogel 

structure and the solute with regards to its transport properties [75]. One example of these 

models is a simple model proposed by Oston et al, which described self-diffusion of molecules 

in a porous media. Oston assumed that the medium is composed of random networks of long 

and straight fibers [54]. The definition for Ds
gel is represented by equation 1.2.11, where 𝐷𝑠

0 is 

the self-diffusion coefficient of solute in solution, and ξ is the mesh size [4, 45, 87-89].  

𝐷𝑠
𝑔𝑒𝑙

= 𝐷𝑠
0 ∗ 𝑒𝑥𝑝 (−

𝑅ℎ

𝜉
) (Equation 1.2.11) 

If the hydrogel has an absence of hydrogen bonding or hydrophobic interactions in the interior, 

the 𝐷𝑠
𝑔𝑒𝑙

of the gel will decrease due to the obstruction effect and increase in the hydrodynamic 

drag on the diffusing molecules by the presence of the polymer chains [45, 75, 86-87].  

For polymer networks, diffusion is commonly anisotropic due to the changes in its polymer 

interior (pH or temperature stimuli).  As such, the <R2> component of equation 1.2.12 or also 

known as the mean-squared displacement (MSD), will be influenced by the changes of the 

polymer geometry [4,144].  

< 𝑅2 > = 𝑛𝐷𝑠𝑡𝑑 (Equation 1.2.12) 

𝜁 =
𝐷𝑠𝑡𝑑

𝑎2  (Equation 1.2.13) 

 Restrictive polymer networks can make it so that the self-diffusion of the molecule (water) 

inside the gel can lose its linear behavior, it and will heavily rely on the time and the geometry 

of the gel. The restriction effect (𝜁) is given in equation 1.2.13.  If  𝜁<<1, then the diffusion is 

unrestricted due to the diffused molecules not being able to reach the boundaries of the 

restriction, thus following  equation 1.2.12 to be followed.  If  𝜁 1, then the length scale is 

gradually approaching the restricting geometry condition, and the MSD in equation 1.2.12 will 

no longer be linear with td. Instead, it will follow a modified form of MSD as shown in 

equation 1.2.14, where α is a time-independent scale constant and dw is the random walk 

dimension [4].   

< 𝑅2 > = 𝛼𝑛𝐷𝑠𝑡𝑑
2/𝑑𝑤 (Equation 1.2.14) 
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The final possible effect is when 𝜁>>1, thus MSD will solely depend on the shape, dimensions 

and orientation of the of the restricting geometry. It is also completely independent of the td.  

Figure 1.2.4 shows the MSD trends as a function of td as explained by the 3 possible outcomes 

of the restriction effects that can influence MSD [4,143].  

 

Figure 1.2.4: MSD plotted against td. The blue curve represents free diffusion. The green curve represents the hindered 

diffusion. The red curve represents the restricted diffusion [143].

(1.3) Background on P(NIPAM) and β-Cyclodextrin(βCD) 

 

Figure 1.3.1: Chemical structures of NIPAM, AAc, and DAT, which are used to synthesize P(NIPAM) hydrogels. Taken from 

[4].  

The polymer being analyzed in this dissertation is poly-N-isopropyl, also known as P(NIPAM). 

It can be synthesized using N-isopropylacrylamide (NIPAM), polymerized Acrylic Acid (AAc) 

and the crosslinker, N,N’-Diallyl L-tartardiamide (DAT). P(NIPAM) is regarded as a smart 

polymer hydrogel due to temperature responsive nature. Moreover, P(NIPAM) acts as a carrier 

molecule, which transports loaded medicine onto the desired target through self-diffusion. The 

diffusion is triggered by a minor temperature change to release the drug in a slow and linear 

fashion [90-93]. When the Lower Critical Solution Temperature (LCST) at 32 °C is reached, 

P(NIPAM) in an aqueous mixture can undergo a reversible gelation [95]. This is regardless of 

the polymer molecular weight and concentration. Small temperature change around LCST can 
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induce the collapse of P(NIPAM) and Volume Phase Transition (VPT). VPT is reached at 

34°C. This is referred to as the Volume Phase Transition Temperature (VPTT) [96,97]. 

Decreasing the temperature below VPTT will cause the hydrogel to swell in the water just as 

shown in figure 1.2.2. This is due to the strong hydrogen bonds formed between water and the 

hydrophilic amide and hydrophobic carbonyl groups of P(NIPAM) [98-102]. At temperatures 

above the LCST, hydrophobic interaction between the hydrophobic moieties is strengthened 

whilst simultaneously weakening the hydrogen bonds between the water, and the amide and 

hydrophobic carbonyl groups of P(NIPAM). If the temperature reaches VPTT, the hydrogel 

will aggregate and undergo a coil-globule transition, in which the polymer volume will 

substantially shrink and extrude water molecules from the aggregates. During the transition, 

P(NIPAM) will have more gel like properties as the rising temperature will dehydrate the 

isopropyl groups, the main polymer chain, and the amide groups of P(NIPAM) [103-107]. This 

thermosensitive trait near body temperature makes P(NIPAM) an excellent choice for 

biomedical applications, such as drug delivery [108-109].  

However, it is pertinent to be aware that a majority of hydrogels are limited to the delivery of 

hydrophilic drugs. Due to this limitation, cyclodextrins (CD) are utilized to act as the carrier 

molecule for hydrophobic molecules. Specifically, β-Cyclodextrin (βCD) is used. βCD is 

composed of 7 α-D-glucopyranoside units (figure 1.3.2), and are linked together by α−1,4 

glycosidic bonds. Cyclodextrins serve as the vehicle for hydrophobic drugs as they can 

solubilize the hydrophobic components of the incorporated medicine. This is made possible as 

cyclodextrins are cyclic oligosaccharides with a hydrophilic exterior and a hydrophobic cavity, 

appearing with a truncated hollow cone accompanied with primary and secondary hydroxyl 

Figure 1.3.2: The chemical structure of βCD (left) and its truncated hollow cone structure(right) [111].  
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groups pointed towards the exterior. This structure allows for cyclodextrins to form an 

inclusion complex with the hydrophobic molecule being entrapped in the hydrophobic cavity.  

An example of such application is shown in attachment 2 by Erdos, M et al.  In addition, the 

cavity of the cyclodextrin can host water molecules through the small and large rims that act 

as entrance into the cavity, thus form hydrogen bonds 9 [198, 200] 

(1.4) Earlier research done on P(NIPAM) and CD-systems 
Studies have been undertaken looking into the 

dynamics of P(NIPAM) and βCD or cyclodextrin using 

NMR and MRI techniques. Knorgen et al for example 

investigated the swelling and diffusion of P(NIPAM) 

infused with D2O during a heating experiment. As 

shown in figure 1.4.1, Knorgen monitored the 

deswelling effect with higher temperatures of 

P(NIPAM) in D2O. Knorgen noted that the brighter the 

areas are, the longer T2 was, and the higher the mobility 

of the network chains were. However, the T2 signals of 

the matrix rapidly disappeared once temperature 

surpassed VPTT and triggered a coil-to-globule 

transition [112-113]. Similarly, Tanaka et al found a 

similar observation, where the best contrast of the gel in 

relation to the water was observed in the image after 18 min at TVPT because of the large 

difference in the mobility of the water. The image of the polymer matrix swollen in 

perdeuterated water supports the idea that the shrinking process is a 2-step process, and the 

brighter areas signify longer T2, thus higher mobility in the network chains.  

 

In Wisniewska’s paper, which is the paper this project is based on, characterized the change of 

P(NIPAM) at LCST and VPTT, such as monitoring the change in area, diffusion, and T2 

relaxation at various temperature conditions (temperature jumps and slow heating 

experiments). She observed that the sample going from room temperature to 31°C in a 

temperature jump observed constant T2 relaxation and self-diffusion during the entire 

experiment. On the other hand, the hydrogel sample that was kept at 40°C after the temperature 

jump observed a decrease in both diffusion and T2 relaxation. The last sample was slowly 

heated from room temperature up to 40°C, and it showed that its T2 relaxation and self-diffusion 

Figure 1.4.1: 2D Fourier imaging of P(NIPAM) 
swollen in D2O at various temperature values 
[113]. Contrast decreased with higher 

temperatures due to lower mobility of the 
network chains. 
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were independent from the shrinking kinetics. However, she did also look into how the change 

of concentration for βCD outside the hydrogel at LCST and VPTT. She concluded that the 

release of βCD outside of the hydrogel was dependent on the linear shrinkage of the P(NIPAM) 

before LCST. Samples that went above LCST and VPTT showed that the release of βCD 

correlated well with the shrinking kinetics [4]. Liu et al found a similar finding, where he found 

that the proton signal intensity of -CH(CH3)2 for the NIPAM component in poly(N-

isopropylacrylamide) core-shell microgels decreased whilst the CH (1) signal for the βCD 

component increased at 40°C [114] 

(1.5) Goal of the project 

The goal of this project is to provide a more extensive portfolio for P(NIPAM) and βCD and 

how they interact with LCST, VPTT, and at 40°C using various temperature protocols based 

on Wisniewska’s paper about P(NIPAM) and βCD. Particularly, this project will focus on 

analyzing the βCD concentration changes inside and outside the hydrogel using STEAM, as 

well as βCD‘s diffusion during a temperature increase inside the hydrogel using MEGA-

PRESS. This project’s results hope to provide a better perspective of the βCD behavior to see 

if it adheres well with the shrinking kinetics of the hydrogel and other literature works done on 

the P(NIPAM) and CD-system.  
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(2) NMR Theory  

(2.1) Zeeman interaction and NMR signal 

In NMR, nuclei have a spin angular moment (P), 

which is defined in equation 2.1.1 [115]. A nucleus 

with a nuclear spin quantum number (I) may take 

(2I+1) different orientation relative to an arbitrary 

axis. 

𝑃 = √𝐼(𝐼 + 1)ℏ (Equation 2.1.1) 

The various spins are summarized in attachment 3. 

The integral spins are whole numbers. The fractional 

spins are fractions, and the zero spins are those 

nuclei with I=0 [115, 117]. In addition, ℏ =
ℎ

2𝜋
, where 

h is the Planck’s constant (6.626×10-34 Js). The 

intrinsic spin (µ) of the nucleus has an associated magnetic moment, which is defined in 

equation 2.1.2, where 𝛾 is the gyromagnetic ratio [45, 115].  

µ = 𝛾𝑃 = 𝛾√𝐼(𝐼 + 1)ℏ (Equation 2.1.2) 

𝑃𝑧 = 𝑚ℏ (Equation 2.1.3) 

µ = 𝛾𝑚ℏ (Equation 2.1.4) 

The 𝛾 is dependent on the nucleus, so it can be positive or negative depending on if the spin of 

the nucleus is clockwise or counterclockwise respectively [4, 118]. A high 𝛾 indicates that the 

nucleus is highly sensitive in NMR [119]. The most analyzed nucleus is the hydrogen. It has a 

value of  𝛾𝐻 = 26.7522 × 107𝑟𝑎𝑑𝑇−1𝑠−1. By applying a nucleus with both an angular 

moment and magnetic moment along a static magnetic field (B0) on the z-axis, the angular 

moment will orient itself along the magnetic field as defined by equation 2.1.3. Combining 

equation 2.1.2 and equation 2.1.3 will yield equation 2.1.4, where m is the magnetic quantum 

number [45, 115].

Figure 2.1.1: Precession of a magnetic moment 

spin (µ) in a static magnetic field (𝐵0) with Larmor 

frequency (𝜔𝐿) around the xy-plane of the frame 

of reference. Adapted from  [4]. 
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The quantum number may have values m=I, I-1,…,-I. In total, there are (2I+1) possible 

orientations for the angular and magnetic moment to create a torque on the nucleus, which 

causes the nucleus to precess around the frame of reference’s xy-plane with an angular 

frequency as represented in equation 2.1.5 [115,117-118,120]. With that in mind, this angular 

frequency is referred to as the Larmor frequency (𝜔𝐿), and it is visualized in figure 2.1.1. If 

the precessing nucleus is exposed to electromagnetic radiation of frequency (v1) that is the 

same as 𝜔𝐿  , then the resonance condition, which is defined in equation 2.1.6, is satisfied [45, 

117, 119-120]. 

𝜔𝐿 =
𝛾𝐵0

2𝜋
 (Equation 2.1.5) 𝜔𝐿 = 𝑣1 =

𝛾𝐵0

2𝜋
(Equation 2.1.6) 

A strong coupling between the spins and the electromagnetic radiation is present when the 

energy is at the Larmor precession frequency. This stimulates the transitions between the spin 

up and spin down energy levels [13]. The energy separation of the two states of a spin −
1

2
  

nucleus  is given at figure 2.1.2, and it is defined in equation 2.1.7 [115,117]. This is called a 

Zeeman diagramIn the direction perpendicular to 𝐵0, the spin orientations are still randomly 

distributed just as they were outside the magnetic field as there is still no net magnetization(M0) 

perpendicular to 𝐵0 [45]. 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝛾ℏ𝐵0 = ℏ𝜔𝐿  (Equation 2.1.7) 

Figure 2.1.2: Energy separation of two states of a spin using a Zeeman diagram. On the left side of the figure, there is no 

magnetic field present. The protons will adopt the configurations of z-components that is equal in energy, so that there is no 

preferred alignment between the spin up and spin down orientations. The spins that are pointing up, parallel to 𝐵0, are of 

lower energy. Moreover, it contains more protons than the higher energy spins, which are pointing down, perpendicular to 

𝐵0. This difference in energy between the two levels is proportional to 𝐵0 and 𝜔𝐿. Excitations at the Larmor frequency causes 

the spins from the lower energy state to transition to the upper energy state. For the upper energy states, the stimulations 

causes the spin to lose its energy and relax to the lower energy state. Due to the higher population of low energy state spins, 

there is a net absorption of energy by the spins in the sample [13].  
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𝑁𝑢𝑝𝑝𝑒𝑟

𝑁𝑙𝑜𝑤𝑒𝑟
= 𝑒−

∆𝐸𝑡𝑜𝑡𝑎𝑙
𝑘𝑇⁄

(Equation 2.1.8) 

On the other hand, in the direction parallel to the magnetic field, there is a constant nonzero 

interaction or coupling between the proton and 𝐵0 due to the parallel direction of the magnetic 

field. This coupling of protons to the magnetic field is what we refer to as the Zeeman 

interaction. For these protons, more will be oriented parallel to 𝐵0 than will be oriented 

antiparallel as there is an induced polarization of the spin orientation by the magnetic field. 

Figure 2.1.3 demonstrates this induced polarization by the Zeeman interaction at the 

microscopic and macroscopic perspective. The spins parallel to 𝐵0 (positive z-component) has 

a higher spin population, and they are the ones creating the M0 [13]. 

 

Consequently, this coupling causes a difference in energy between protons aligned parallel or 

along 𝐵0 and protons aligned in energy between protons aligned perpendicular or antiparallel 

to 𝐵0. This energy difference, ∆E is proportional to 𝐵0, and using the Zeeman diagram, the 

energy difference can be visualized and explained. The stronger 𝐵0 becomes, the higher 

frequency and energy needs to be used to achieve a spin-flip transition. This is represented by 

Boltzmann distribution in equation 2.1.8, where k is the Boltzmann constant (1.38×10-23 J K-

1), and the ratio of the thermal equilibrium populations of the Nupper and Nlower states are given 

[45,117,120-121].   

 

Figure 2.1.3: (a) Microscopic perspective and (b) macroscopic perspective of a collection of protons when 𝐵0 is present. Every 

proton precesses around 𝐵0. If a rotation frame of reference with a rotation rate that is equal to 𝜔𝐿 is utilized, the protons 

will appear stationary. The Z-components can have one positive and one negative value, but the x and y components can be 

any value, regardless if it is positive or negative. The spins will appear to track along 2 cones, with one cone having a positive 

z-component and the other will have a negative z-component. The higher spin population on the upper cone produces a nonzero 

vector sum M0, which is of constant magnitude and parallel to B0 [13]. 
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(2.2) RF-pulse  

 

Figure 2.2.1: Energy absorption (macroscopic) after a 90° rf pulse. In a rotating frame of reference, the rf pulse broadcast at 

𝜔𝐿 can be treated as an extra magnetic field labeled 𝐵1. The additional magnetic field is oriented perpendicular to 𝐵0. When 

the energy is applied at the 𝜔𝐿, the spins absorb it and the net magnetization, M rotates into the transverse plane. The direction 

of rotation is perpendicular to both 𝐵0 and 𝐵1. The amount of resulting rotation of M0 is referred to as the pulse flip angle 

[13].  

Given how there are more spins at the lower energy level in the Zeeman diagram and the 

positive Z-component for figure 2.1.3, there will be a net absorption of energy by the tissue. 

These spins, when excited by the oscillation of the electromagnetic pulse that has a central 

frequency equal to the 𝜔𝐿  and an orientation perpendicular to 𝐵0 as shown in figure 2.2.1, can 

be used to measure the magnetization strength by rotating M0 entirely to the transverse plane, 

which creates a transverse magnetization as a result of a a 90°x pulse. However, a 180°x pulse 

can be used to cause M0 to rotate to the negative longitudinal plane. The NMR signal can only 

be recorded when M0 is on the transverse plane as the receiver coil is in this plane [13].  

 

In addition, the magnetic part of the electromagnetic radiation,  𝐵1, will oscillate in short time 

intervals along the x-direction, passing through zero along the way. This creates a weak 

magnetic field, and the orientation difference created allows a coupling between the RF pulse, 

𝐵1and M0, so that the energy can be transferred to the spins at the 𝜔𝐿 . Consequently, this change 

in the orientation cause M0 to rotate away from its equilibrium orientation. The direction of 

rotation of M0 will be perpendicular to both 𝐵0 and 𝐵1, and this is possible even in the presence 

of a strong 𝐵0. This field is called the rf field and it is created by feeding radiofrequency power 

to a wounded coil at the x-axis [13, 118].  

 

Once the transmitter is turned off, the spins immediately begin to realign themselves and return 

to their original equilibrium orientation. The return to its equilibrium position is also 

accompanied with an emission of energy correspondent to the 𝜔𝐿 . M0 will precess about 𝐵0. 

As a result, a free induction decay (FID) is produced when the spins induce a voltage in the 
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receiver coil that is positioned perpendicularly to the transverse plane during precession. The 

FID will eventually decay with times as more spins release their absorbed energy through 

relaxation, in which consequently, the coherence and uniformity of the spins are lost [13].  

 
Figure 2.2.2: Direction of different rf pulses in a rotating frame coordinate system. (a) Prior to the pulse application (b) After 

applying a 90◦ rf pulse. (c) After applying a 180◦ rf pulse [119]. 

If precession proceeds from x’ towards -y’ as seen in figure 2.2.2 in a rotating coordinate 

system, only one oscillating field along the x’-axis is considered. This is due to the other field, 

which is rotating in the opposite sense to the Larmor precession, has no important interaction 

with the magnetization, thus should be ignored. The rotation angle or flip angle of µ around 𝐵1 

in the y’, z-plane is given by equation 2.2.1, where 𝜏𝑝 represents the duration of the rf field 

pulse and 𝜃 is the pulse angle between the z-axis and the total magnetization vector, �⃗⃗� . 

Summing up all the µ⃗ -values will give �⃗⃗� , which can be used to replace �⃗� . The equation for �⃗⃗�  

is represented in equation 2.2.2 [4, 45, 115, 118]. 

𝜃 = 𝛾𝐵1𝜏𝑝 (Equation 2.2.1) �⃗⃗� = ∑ �⃗�  (Equation 2.2.2)

The oscillating y-component fields always cancel each other out due to similar magnitudes and 

frequency. On the other hand, the oscillating fields of the x’-components shrink towards zero 

as the angle through which the rotating vectors approaches 
𝜋

2
 or 90◦. The longitudinal 

magnetization will go to the transverse magnetization. Increasing the angle beyond 90◦ will 

cause the x’-component to grow until reaching the maximum value of 180◦ or π. When it 

transitions to the 180◦ rf pulse, the longitudinal magnetization will become negative. This is 

referred to as the inversion pulse or flip angle. After reaching the flip angle, the rotation will 

continue, which causes the x’-component to increase back to zero and rise again to the 2𝐵1 

value. Consequently, the most used flip angles are 90◦ ( 
𝜋

2
 ) and 180◦ (π) [115,119] 
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(2.3) Relaxation 
As mentioned prior, after M0 rotates to the transverse plane, the spins that absorbed the energy 

from an RF pulse will gradually release their absorbed energy and realign themselves back to 

their original equilibrium. According to the derived Bloch-equations, if the rf field is turned off 

(turning off the transmitter), the relaxation process can be introduced as shown below in 

equation 2.3.1, equation 2.3.2, and equation 2.3.3 for the x, y and z-axis respectively [115, 

122-123]. T2 is the transverse relaxation time, and it is defined in equation 2.3.1 and equation 

2.3.2. T1 is the spin lattice relaxation time, and it is defined in equation 2.3.3. τ is the time after 

the pulse angle [117], and M0 is the net magnetization at thermal equilibrium along the z-axis 

presented in equation 2.3.3 [122-123]. The derived Bloch equations provides information to 

describe the motion of the bulk of magnetization after a 90° rf pulse is sent out as a function of 

time during the return to equilibrium.  

𝑀𝑥(𝑡) = 𝑀0𝑒
−𝜏

𝑇2 sin (𝜔𝑡) (Equation 2.3.1) 

𝑀𝑦(𝑡) = 𝑀0𝑒
−𝜏

𝑇2 cos (𝜔𝑡) (Equation 2.3.2) 

𝑀𝑧(𝑡) = 𝑀0 (1 − 2𝑒
−𝜏

𝑇1)(Equation 2.3.3) 

Longitudinal or spin-lattice relaxation(T1) 
As mentioned, T1 is the time required for the net magnetization of the z-component (Mz) to 

exponentially return to 63% of its original Boltzmann equilibrium distribution after rf 

excitation. The non-radiative return of the proton from a 90° RF pulse to an equilibrium 

distribution of populations in a system is an aspect of relaxation [117]. M0 will rotate as 

observed in figure 2.3.1, and there will be an absence of longitudinal magnetization after the 

rf pulse is sent. The rf pulse will lead to the saturation of the upper state to match the lower 

state population [4, 115, 122-123]. After some time, the sample will return to equilibrium, and 

the component in the xy-plane will decay to zero due to T2. Furthermore, the z-component (Mz) 

will build up to its equilibrium value(M0) via spin-lattice longitudinal relaxation (T1) [124]. 

The spin transfers its energy to the surroundings or “lattice” and not to another spin. The energy 

no longer contributes to spin excitation [13,115, 117, 119, 123]. During this return of 

magnetization, proton spins will release energy as shown in figure 2.3.1. This is referred to as 

T1 relaxation. The more energy that is released to the lattice, the more signal that will be 

generated after the next rf pulse [13,115, 117, 125]. 
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Figure 2.3.1: T1 relaxation curve after a 90° rf pulse. There is an absence of Mz until the gradual release of energy from the 

saturated proton spins are observed through T1 relaxation. The more protons that release their energy, the larger Mz will be. 

At some point, Mz= M0 and equilibrium will be completely restored. The change of Mz/M0 with accordance to τ showcases an 

exponential growth and is defined in equation 2.3.3 [13]. 

Transverse relaxation(T2) 
T2 or transverse relaxation is the time required for the transverse component of the net 

magnetization (Mxy) to decay to 37% of its initial value in an irreversible process. T2 is 

mathematically given by equation 2.3.1 and equation 2.3.2 will define the solution from Mx,y 

to form equation 2.3.4, where M0 is the value of xy-magnetization when τ=0 [4, 118,122-123]. 

The decay is visualized in figure 2.3.2. 

𝑀𝑥𝑦 = 𝑀0𝑒
−𝜏

𝑇2 (Equation 2.3.4) 

Transverse magnetization is comprised of spins in phase, and once the rf pulse is turned off, 

the phase coherence is gradually lost as relaxation reduces the precession of the spins [115, 

126]. After sending a 90° rf pulse, M0 will rotate into the xy-plane to create Mxy, and the 

coherence will be in the transverse plane at the end of the pulse. The protons with the absorbed 

energy from the rf pulse will precess at the same frequency 𝜔0 and is synchronized at the same 

point or phase of its precessional cycle. Protons with identical molecular environments and 𝜔0 

will readily absorb the energy that is being released by its neighbour via spin-spin relaxations 

[13]. 
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Figure 2.3.2: Mxy is plotted against a function of time. The decay for Mxy/Mxymax is exponential and can be described by 

equation 2.3.4. T2 is the time constant in which Mxy has decayed to 37% of its original value. This is referred to as the 

transverse relaxation [13].  

During relaxation back to equilibrium, the coherence in the plane will be lost and the proton 

spins will release their energy, orienting themselves back along B0. Phase coherence is when a 

small fraction of individual spins precesses in phase in double cones, and it can be lost in 2 

different ways. Relaxation is one way to destroy phase coherence. The second method is to 

alter the Larmor frequencies and change the precession of the spins. In addition, the loss of 

phase coherence is observed to be an entropic process. The coupling of the magnetic and 

angular moment can produce a variety of orientations, and each of these spins will position at 

random angles around the direction of the applied magnetic field at thermal equilibrium [82, 

92]. The fluctuation of 𝜔0 will produce a gradual and irreversible loss of phase coherence to 

the spins during the energy exchange and relaxation. Consequently, the magnitude of Mxy 

diminishes, which inadvertently reduces the generated signal as the receiver coil is located at 

the transverse plan. Unlike longitudinal relaxation, transverse relaxation does not involve 

equalizing the upper state population to match the lower state, so the energy of the spin system 

is unaffected by spin-spin relaxation. After the transverse coherence disappears, it will reform 

in the longitudinal direction as T1 relaxation occurs. T2 cannot be larger than T1 as T2 can 

completely decay before the longitudinal magnetization achieves thermal equilibrium 

(Mz=M0). With this in mind, Mz is unable to achieve equilibrium until Mxy is zero, hence T2 is 

often less than T1  [13, 118-119]. 
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T2* and spin echo 
During the loss of phase coherence, nonuniformity in B0 can occur, and this can come from 3 

main sources [13]: 

1. Main field inhomogeneity: Due to the imperfections in the magnet and the immediate 

surroundings of magnet (building walls and metals), there will be a constant degree of 

nonuniformity to B0. The field distortion will be constant during the measurement. 

2. Sample-induced inhomogeneity: Differences in magnetic susceptibility and magnetic 

polarization of neighboring tissues can distort the local magnetic field near the interface 

between the tissues. As a result, this creates a constant magnitude of inhomogeneity as 

long as the patient or sample is in within the influence of the magnet. 

3. Imaging gradients: This technique is used for spatial localization, and it creates a 

magnetic field inhomogeneity that is transient during measurement. However, a well-

designed pulse sequence can eliminate imaging gradients as a source of dephasing. 

Imaging gradients are further described in the MRI subsection. 

 

Figure 2.3.3: Effects of T2
* It is assumed that 𝜔0 is faster than a rotating frame. (1) M0 is parallel with B0 prior to the 90° rf 

pulse. (2) The 90° rf pulse is sent, and the proton spins begin to precess in phase in the transverse plan. (3) After some time, 

the proton spins will begin to precess at various frequencies due to fluctuations of 𝜔0 caused by inter- and intramolecular 

interactions. This is visualized by the dashed arrow and dotted arrow which showed a faster precession and a slower 

precession respectively. Therefore, the proton spins become asynchronous with each other. (4,5,6) Slowly, but gradually, the 

transverse coherence magnitude diminishes until there is complete randomness of the transverse components, and no 

coherence is no longer observed [13]. 

T2
* is defined as the dephasing time or as the effective transverse relaxation time. It is a 

combination of transverse relaxation and the effect of magnetic field inhomogeneity. Figure 

2.3.3 describes the asynchronous result of inhomogeneities for T2
*, where the precession rates 
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for the proton spins become non-uniform until coherence completely disappears. Furthermore, 

T2>T2
* when inhomogeneity is present. A lack of shimming is one common example of 

inhomogeneity in the magnetic field. It is defined in equation 2.3.5, where T2M is the dephasing 

time due to the main field inhomogeneity and T2MS is the dephasing time due to the magnetic 

susceptibility differences [13,132]. For tissues and liquids, T2M is an important factor in 

determining T2
*. In addition, T2MS predominates T2

* for tissues with substantial iron deposits 

or air-filled cavities [13].  

1

𝑇2
∗ =

1

𝑇2
+

1

𝑇2𝑀
+

1

𝑇2𝑀𝑆
 (Equation 2.3.5) 

 The decay of Mxy after the 90° rf pulse marks the 

exponential process of FID with T2× instead of T2. 

Equation 2.3.6 defines the net magnetization on the 

transverse plane with consideration to T2× instead of 

T2, where Mxy(max) is the transverse magnetization 

immediately after the excitation pulse [161]. Figure 

2.22 shows the difference between T2 and T2× when 

Mxy relaxes after excitation. Mxy decays with T2× as 

this relaxation accounts for the factors that causes the 

dephasing of the proton spins. Seeing to as it is Mxy 

that generates the MR signal, the decaying signal 

following the rf pulse is referred to as ‘free induction decay’ (FID) signal. 

𝑀𝑥𝑦 = 𝑀𝑥𝑦(𝑚𝑎𝑥)𝑒
−𝜏

𝑇2
∗
 (Equation 2.3.6 

Difference between T1, T2, and T2
*  

T1 and T2 have traits that separate them from one another. The most substantial difference 

between the 2-time constants is the influence of B0. T1 is significantly influenced by the strength 

of B0. Longer T1 times are produced with a stronger or larger B0. On the other hand, T2 is 

generally insensitive to B0. However, very small B0 values(B0<0.05Tesla) will bear a 

significant change in T2. T2× is influenced by its components, namely T2M and T2MS, and similar 

to T1, T2× is sensitive to B0. For T2M to be short, it requires a good magnetic field uniformity. 

A superb uniformity is generated with a higher B0, but this is difficult to achieve. Such great 

values of B0 will cause apparent disparities in M0 between 2 tissues with varying magnetic 

susceptibilities, which leads to shorter T2MS [13]. 

 

Figure 2.3.4: T2 relaxation compared T2* following 

an excitation pulse [127] 
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180° rephasing pulse angle and spin echo 

 

Figure 2.3.5: Standard single echo spin echo sequence timing diagram. The sequences are characterised by a single refocusing 

180° rf pulse, a single detected echo, and a single phase-encoding table [13].  

The FID signal following the 90° rf pulse is referred to as a “tail,” and it is usually determined 

by the inhomogeneous external field. As a result of B0 inhomogeneities, the magnetization 

vector will contain some slow spins, whilst other spins have faster spins due to some of the 

spins of the sample to precess at different rates, which leads to phase differences and a loss of 

Mxy faster than expected from only spin-spin interactions alone. The spins with a higher Larmor 

frequency will precess faster than spins with lower Larmor frequencies, which creates the 

signal delay after applying a 90° rf pulse [115, 119, 128-130]. However, the artificial decay of 

the rf signal can be eliminated, so that the natural decay of the nuclear signal can be observed 

by applying an 180° rf pulse. The rephasing pulse angle is visualized in figure 2.3.5 and figure 

2.3.6, where it shows the standard single echo spin echo sequence diagram, and the vector 

diagram for the spin echo respectively [13, 119]. 

 

When the 180° pulse is applied, the magnetization vector is flipped to a mirror image position. 

This causes the spins to continue to precess, but their motion is now flipped and reversed. The 

180° rf pulse can cause the proton spins to reverse their phases relative to the resonant 

frequency, but the rates and directions of precession for the proton spins do not change. The 

rephasing causes the main field inhomogeneities and magnetic susceptibility differences to be 
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eliminated as the proton spins will experience an identical interaction before to and following 

the 180° pulse. Consequently, T2
* relaxation disappears [13, 119, 131]. It is imperative to 

remove the T2
* as water diffusion experiments only affect Mxy 

 

Figure 2.3.6: Vector diagram of a single echo spin echo sequence. (1) Assume that the rotation frame is slower than 𝜔0. (2) 

The 90° rf pulse rotates the net magnetization from equilibrium(M0) down to the transverse plane (Mxy). (3) However, the T2
* 

relaxation creates asynchronous proton spins during t1. (4) By applying a 180° rf pulse will cause the protons to reverse their 

phase relative to the transmitter phase. The dashed arrows represent the faster precessing proton spins, whilst the dotted 

arrows represent the slower proton spins. (5) The proton spins are given some time(t2) to regain their phase coherence in the 

transverse plane after which some time, a signal will be generated in the receiver coil. This is what we refer to as the spin 

echo. The loss in magnitude of the reformed coherence relative to the original coherence is because of the irreversible 

processes of T2 relaxation [13]. 
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Figure 2.3.7: Standard multiecho spin echo sequence timing diagram. Multiple echoes can be generated by utilizing more 

180° rf pulses, as well as utilizing gradient pulses on the slice selection and readout gradient pulses, and ADC sampling times 

[13]. 

After the second signal delay (τ2), the protons will regain their transverse coherence, which 

induces a spin echo before the faster spins leave again, thus leaving the slow spins behind. This 

leads to the system to dephase again as the sources of the dephasing continue to influence the 

spins. Complete refocusing allows an accurate T2 echo measurement with all T2
* effects 

removed. In NMR and MRI, spin echo is fundamental in modern NMR experiments, and the 

standard multiecho spin echo sequence is a common pulse sequence diagram that is shown in 

figure 2.3.7. NMR signals can be observed after an initial excitation of rf pulses due to both 

spin relaxation and any inhomogeneous effects. A 2nd 180° rf pulse will reverse the proton spin 

phases and re-establish coherence to the proton spins, and the key difference between the 1st 

and 2nd 180° rf pulse is that the 2nd echo has a higher T2 relaxation that contributes to the signal 

loss. This process of spin echo formation continues until T2 relaxation completely dephases the 

proton spins [83, 119, 125-128].  

 

A higher use of multiple 180° rf pulses maintains the phase coherence to the protons longer 

than the use of a single 180° rf pulse due to the substantial dephasing that the field 

inhomogeneity induces over a short space of time. Hence, by applying 180° rf pulses at the 

instants τ, 3τ, 5τ,…etc., we obtain echoes with shifting phases at intervals of 2τ, i.e. at the times 

2τ, 4τ, 6τ. Besides that, the irreversible spin-spin relaxation is unaffected by the 180° rf pulse. 

This means to say that the loss of phase coherence and signal amplitude for a spin echo is 



Page 42 

 

 

because of the true T2 relaxation, and it is only T2 that determines the decay of the echo 

intensities [13 ,119, 128-130]. 

(2.4) NMR spectrum 
A Fourier Transform of the Free Induction Decay is implemented to produce a spectrum with 

peaks that correspond accordingly to the resonance frequencies of the spins of the sample. The 

local magnetic field (Blocal) is influenced by the chemical environment of a nucleus of the 

molecule [4]. Blocal is represented in equation 2.4.1, where σ is the shielding constant of a 

proton. The σ can vary with the environment, thus different nuclei come into resonance at 

different frequencies [4, 45,117]. 

𝐵𝑙𝑜𝑐𝑎𝑙 = 𝐵0(1 − 𝜎) (Equation 2.4.1) 

By modifying equation 2.4.1, the resonance frequency (v) can be defined when Blocal replaces 

𝐵0
⃗⃗ ⃗⃗  to give equation 2.4.2 [4, 117]. 

𝑣 =
γ𝐵𝑙𝑜𝑐𝑎𝑙

2𝜋
 (Equation 2.4.2) 

The resonance frequency (v) varies with 𝐵0
⃗⃗ ⃗⃗ , and as such, the NMR spectrometers operate with 

varying 𝐵0
⃗⃗ ⃗⃗  fields compared to the signal frequencies. This can consequently can prove 

challenging. The separation of the resonance of a particular group of nuclei from the standard 

is specified by measuring its frequency separation from a peak of reference, vref. For 

comparison, the frequency separation difference of a peak is divided with vref. Following this, 

the chemical shift (δ) is defined in equation 2.4.3 [4, 45,117]. 

𝛿(𝑝𝑝𝑚) = 106 ∗
𝑣−𝑣𝑟𝑒𝑓

𝑣𝑟𝑒𝑓
 (Equation 2.4.3) 

The chemical shifts obtained in equation 2.4.3 is independent of the applied field. If δ>0, the 

nucleus is deshielded. If δ<0 , it means the nucleus is shielded [4, 45, 117]. 
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(2.5) Pulse field gradient(PFG) NMR: 
When accumulating FIDs in order to 

produce a spectrum, relaxation should 

be complete, and equilibrium should 

be established prior to a new rf pulse 

being sent out. As mentioned before, τ 

should be adequately long. 

Commonly, 2 seconds is sufficient, but 

relaxation can vary from a couple of 

seconds to minutes. However, in 

practice, the duration can be 

unacceptably long, so a compromise is 

required in order to prevent a rf pulse 

being sent before the system is fully 

relaxed and Mz=M0. Incomplete relaxation would mean that residual transverse magnetization 

components, Mxy can create artefacts using 2D methods. In order to resolve such problem, 

pulse field gradients (PFG) are considered [119-120]. 

 

PFG introduces controlled inhomogeneities utilizing a special gradient coil, which applies a 

linear magnetic field gradient parallel to B0 on the z-axis. It is worth mentioning that the 

gradients can be applied to the x and y axis as well.  The nuclei in the designated volume 

experience a nonuniform magnetic field. Figure 2.5.1 highlights the slices and the 

contributions of the field gradients to B0. The applied field gradient is picked, so that the excess 

field contribution by the cryomagnet at the center of the designated volume for the sample is 

0. The upper portion (g4 and g5) of the middle part(g3) of the sample bears a stronger magnetic 

field, whereas the lower portion (-g1, -g2) has a weaker magnetic field. These variations of 

magnetic field strengths are created by the additional contributions of the magnetic field 

gradients. With this in mind, B0 is found at the middle with g3, but the magnetic flux densities 

change depending on where they are with respect to the middle. For example, the upper portion 

densities are found by B0+g4 or g5. A similar pattern is found for the lower portions via B0-g1 

or g2. The precessional frequencies of the nuclei at the various positions are defined in equation 

2.5.1 under with respect to the resonance condition of equation 2.1.6. The formula can be used 

to determine the precessional frequency of the nuclei, in which in this case, can yield 5 different 

values(v1→v5) [119-120]. 

Figure 2.5.1: The application of a linear field gradient parallel to B0. 

The contributions of the field gradient with respect to B0 is represented 

by gn, and v1→v5 are the various resonance frequencies for the 5 

randomly chosen slices. Slice 3 is located at the center, and its gn=0 

[119].  
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𝑣𝑛 =
𝛾

2𝜋
(𝐵0
⃗⃗ ⃗⃗ + 𝑔𝑛) (Equation 2.5.1) 

These gradients are only active for a certain period of time. Once they are switched off, the 

nuclei in the sample will only precess at 𝐵0
⃗⃗ ⃗⃗  and v0, in which v0 is the precession frequency 

when 𝐵0
⃗⃗ ⃗⃗  is present [119].  

Gradient interaction with Mxy  
Refer to the figure 2.5.2. (a)The magnetic 

field is homogenous at B0 and equilibrium 

is established, meaning that M0 is present. 

This is prior to the 90° rf pulse is sent. (b) 

As described before, when the 90° rf pulse 

is sent, the magnetization rotates from Mz 

to My’ in the rotating frame, where v0 is the 

precessional frequency. The gradients are 

then added, and it is assumed that the 

slices are thin enough for the nuclei within 

each one experience the same magnetic 

field strength, where difference arises 

from slice to slice because of field gradient 

contributions(gn). Slice 1 and slice 2’s 

vectors will rotate slower and fall behind in 

the rotating frame, whilst slice 3 and slice 

4’s vectors will rotate faster and get ahead 

in the rotating frame. These are indicated by 

the small arrows. (c) Combining the total 

transverse magnetization yields Mn, where Mn is directed along the y-axis and its sum onto the 

x and y planes are called the macroscopic transverse magnetization (My’). Taking into 

considerations the application of gradients, the vectors for Mn will rotate and precess at varying 

degrees. The angle in which the vectors move in the rotating frame during τ of the gradient 

pulse depends on the frequency difference Δv, hence the position of the slice is given by 

equation 2.5.2:  

𝜃 = 2𝜋𝜏∆𝑣 (Equation 2.5.2) 

Figure 2.5.2: Behavior of the transverse magnetization in the 

presence of a field gradient. The sample is divided into 5 random 

slices, where slice 3 has g3=0. A 90° rf pulse is sent and creates 

the transverse magnetization. The field contributions of the 

gradients(g1→g5) creates a non-uniform pattern of precessional 

frequencies v1→v5. The exception here is M3 along the y’-axis in 

the rotating frame due the magnetization and frame having 

identical frequencies. Aside from M3, the fanning-out process for 

the other slices occurs, hence the macroscopic transverse 

magnetization for the sample will gradually fall to 0 [110].  
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(d)The phase coherence of the vectors are completely lost during τ. After some time, the 

transverse magnetization component for the sample will relax and decay, thus no signal will be 

induced in the receiver coil [119]. 

Pulsed gradient spin-echo  
Similar to how a spin echo is characterized, but it has some notable distinctions. One such 

difference is that the 90x° rf pulse and 180y° rf pulse are followed immediately by a field 

gradient pulse (G1 and G2 respectively), both with the same sign, magnitude G, and duration τ. 

Figure 2.5.3 shows the pulse sequence and its respective vector diagram in figure 2.5.4 For 

simplicity, an assumption is made 

that the proton spins in H2O and the 

nuclei in the sample are in similar 

environments. Moreover, it is 

assumed that B0 is constant 

throughout the sample volume, so the 

nuclei precess at v0 when field 

gradients are not present. Taking 

reference from the effect of field 

gradients on the transverse 

magnetization, at the instant before recording the FID, it is evident that there is only 1 vector 

MH for all the proton spins in the sample [119]. 

Figure 2.5.3: Spin-echo experiment with pulsed gradient. (A) Spin-echo 

pulse sequence accompanied by an additional gradient field G1 shortly 

after the 90°x rf pulse and the second, but identical, gradient field G2 after 

a 180°y rf pulse is sent [119]. 

Figure 2.5.4: Spin-echo experiment with pulsed gradient. Vector diagrams show the state of the transverse magnetization 
referred to as M5 for slice 5 at each of the instants from (a)→(f) [119] 



Page 46 

 

 

(a) Using slice 5 as a point of reference to explain PFGSE, M5 lies on the y-axis after the 90x° 

rf pulse.  (b) During the time τ in which G1 is applied, the field strength goes from B0→B0+g5, 

thus the processional frequency becomes v5. V5 excesses the rotating frame by a magnitude of 

𝛾

2𝜋
𝑔5, which causes the vector to advance with accordance to equation 2.5.3 during the time 

τ. 

𝜃 = 𝛾𝑔5𝜏 (Equation 2.5.3) 

During the remaining time between the end of the gradient pulse and the beginning of the 180y° 

rf pulse, the angle of M5 relative to the coordinate system remains unchanged. This is due to 

both the gradient pulse and 180y° rf pulse rotate with an identical frequency with v0. 

(c, d) Afterwards, the 180y° rf pulse reflects M5 through the y-axis. (e) G2 follows, and it is 

identical to the first, giving the same precession frequency v5, so that after τ the vector M5, 

precessing faster than the frequency of the rotating frame, is turned into the direction of the y-

axis. (f) The orientation stays the same after the gradient is removed. This applies to all of the 

slices in the sample. Consequently, the Mn are refocused along the y-axis at the beginning of 

the data acquisition. Finally, an echo is produced [119].  

 

In order to get the best resolution, the sample has to spin. This exempts the latest generation 

of spectrometers. However, spinning the sample does lead to some mixing in the sample. In 

order to prevent this, PFG must be done without spinning. This does help alleviate the 

problem of mixing, but diffusion effects for the molecules are still an issue. Diffusion within 

the slice has no effect, but diffusion has an influence at the axial direction, which is the 

direction where the field gradient is positioned. As a result, the value of gn and vn can change 

between G1 and G2, which means the affected nuclear spins are not refocused. This then does 

not contribute to the intensity on the middle part of the echo. Furthermore, the diffusion 

reduces the magnitude of the echo, and this effect can be used to determine the diffusion 

coefficients D. In addition, it can also be used to suppress the solvent signal, especially when 

the solvent molecules diffuse faster than those of the solute, such as seen in polymer solutions 

[119].  
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(3) MRI theory 

Using the same physical effects of NMR, Magnetic 

Resonance Imaging (MRI) can be applied to create 

radiological images. It creates these radiological 

images by correlating NMR signals with spatial 

locations and the use of magnetic field gradients 

(Gx, Gy and Gz) [4]. 2D or 3D images are formed 

because of this combination, which provides 

macroscopic information of the sample. One of the 

main differences between NMR spectroscopy and 

MRI imaging is that MRI generates the images 

using the intensity of the radiation applied, whilst 

NMR generates its spectrum based on the frequency of the radiation. Darker areas on the image 

indicates that the number of re-emitted photons are low in that specific area. The low 

reemission of the protons is a result of protons’ tendency to not misalign when the RF waves 

are applied to the specific area [45,115,134-135].  

(3.1) Magnetic field gradients  
Magnetic field gradients are variations in the magnetic field (B0) caused by spatial perturbation 

with respect to position. The gradients can either be 1D/2D, and these gradients are linear with 

respect to B0. This linear dependence of the magnetic field towards the localization of the 

magnet is defined in equation 3.1.1, where Bi is the magnetic field strength with respect to its 

direction, ri and GT is the total gradient amplitude [13, 45, 115, 135-136]. 

𝐵𝑖 = 𝐵0 + 𝐺𝑇 ∗ 𝑟𝑖 (Equation 3.1.1) 

These magnetic field gradients are what are used to localize frequencies and phases in various 

regions in the sample by applying short periods of it during the scan. These physical gradients 

are visualized in figure 3.1.1. These gradient pulses are found in the x, y, and z directions, and 

these are labelled GRO, GPE, and GSS respectively. GSS is labelled as the slice-selection gradient. 

GPE phase encodes the sample, and the GRO reads out or frequency encodes the sample. These 

gradients together enable the production of 2D or 3D images of the sample [115, 127,133, 137]. 

During slice selection, a 90° RF pulse and a 1D, linear magnetic field gradient in the direction 

of which the RF pulse is applied is simultaneously implemented. Couple this 90◦ RF pulse with 

a magnetic field gradient, the spins on the plane of the sample will rotate accordingly [134, 

136-137]. Moreover, using equation 2.1.6, the Larmor frequency for the magnetic field 

Figure 3.1.1: The magnetic field gradients (Gx, Gy, and 

Gz) to localize spins in MRI. Adapted from [133]. 



Page 48 

 

 

gradients can be defined in equation 3.1.2, where 𝜔𝑖  is the frequency of the proton in position 

ri [4,13, 115, 137]. 

𝜔𝐿 =
𝛾𝐵0

2𝜋
 (Equation 2.1.6) 

𝜔𝑖 = 𝛾𝐵𝑖(Equation 3.1.2) 

Slice-selective gradient (GSS) 
The first step to creating the MRI images is ‘slice selection,’ as it characterizes the 

inhomogeneous and phase separated samples, so it can provide localized information about the 

sample’s chemical environment [134-135]. This slice selection step goes in tandem with a 

frequency-selective excitation pulse. Exciting the selected slice will cause the applied rf pulse 

to have an associated frequency profile (∆𝜔). The ∆𝜔 can be used to adjust the slice thickness 

(∆z) along with the applied magnetic gradients. This is shown in equation 3.1.3, where the GSS 

is the selected slice. A smaller GSS value would mean the selected slice is thick and vice versa. 

In multi-slice imaging, each slice selected will have a uniform gradient and bandwidth for each 

slice. However, the central frequency will not be uniform, and this combination excites a 

variety of regions within the tissues [13]. The process overview for slice-selection is described 

in figure 3.1.2.  

∆𝜔 = 𝛾(𝐺𝑆𝑆∆𝑧)(Equation 3.1.3) 

 

Figure 3.1.2: The slice selection process involves the GSS. The total magnetic field experienced by the proton and its 

corresponding frequency are dependent on its position based in equation 3.1.2. The tissues located at zi will absorb the rf 

pulse energy, whilst it’s broadcasting a varying central frequency (𝜔𝑖). Therefore, each position will have a unique associated 

resonant frequency. Both GSS and ∆𝜔 can heavily influence the ∆z. Adopted from [13]. 

For a perfect slice profile, it necessitates an infinite pulse duration. This is to prevent the effects 

of truncating for the rf-excitation pulse or sinc-pulse. A conventional rf-pulse duration to 

prevent such an effect is around 40 ms. An rf-pulse duration around 8 ms will substantially 

deteriorate the slice profile. To counteract the longer experiment time, the gradient strength can 

be increased because this can reduce the pulse duration by a factor of “n” for the same slice 
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profile and ∆z. It is also possible to reduce the duration of the rf-pulse using amplitude and 

phase modulation or shaped rf-pulses [127]. 

Read-out gradient (GRO) 
When GRO is applied during the signal 

acquisition, the frequencies along the x-axis 

are changed spatially. Typically, the MR 

signal is detected when the GRO is present, 

as it produces one of the two visual 

dimensions of the image on the film when a 

90° slice-selective pulse excites the chosen 

slice region. It is quickly followed by the net 

magnetization to rotate to the transverse 

plane, perpendicular to B0 and precessing at 

𝜔𝐿 . T2
* induces dephasing for Mxy, which 

can be rephased using the 180° rf pulse, 

gradient pulse, or both. During the echo 

formation as a result of the rephasing, GRO is applied perpendicular to the slice selection. 

Consequently, the proton spins will begin to precess asynchronously as determined by 

equation 3.1.2.  The varying frequencies are superimposed into the echo before the echo is 

measured by the receiver coil and digitized for creating the FID. The readout process is 

visualized in figure 3.1.3 [127]. 

GRO’s magnitude and frequency can be detected, which allows for the position of the proton 

spins to be determined. In addition, the two parameters that determines the magnitude for GRO 

are: (1) Field of view; FOVRO and (2)Nyquist frequency; 𝜔𝑁𝑄 . This relationship of GRO with 

the two parameters are defined in equation 3.4, where ∆𝜔𝑅𝑂 is the total range of frequencies 

in the image. 𝜔𝑁𝑄  is mathematically defined in equation 3.5 [13]. 

∆𝜔𝑅𝑂 = 2 ∗ 𝜔𝑅𝑄 = 𝛾(∆𝐺𝑅𝑂 ∗ 𝐹𝑂𝑉𝑅𝑂) (Equation 3.1.4) 

𝜔𝑁𝑄 =
(𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠)

2
∗ 𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 (Equation 3.1.5) 

The proton spins must be positioned at the edge of FOVRO for GRO to precess at 𝜔𝐿 . 𝜔𝐿  can 

range from 500-500 000 Hz in MR, which are dictated by the number of data points and 

sampling time. Prior to digitization, frequencies that are higher than the Nyquist limit from the 

signal are filtered using a low-pass filter. The filtered signal is considered noise, so it can 

Figure 3.1.3: Readout process. After excitation, the proton spins 

precess in a uniform manner within the selected slice volume. 

When the echo is detected, GRO is applied, and the proton spin 

frequencies become asynchronous, thus generating the echo 

signal. The 𝜔𝑖 for each proton depends on its position as stated 

in equation 3.1.1 and equation 3.1.2. Frequencies measured 

from the echo are marked to the corresponding position [13].  
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improve the signal-to-noise ratio (S/N). Moreover, it can be improved by increasing the 

sampling time to match the Nyquist frequency and low-pass filter width. By increasing GRO, 

the smaller FOVRO becomes. Its mathematical definition is described in equation 3.1.6. 

Maintaining the Nyquist frequency and the total frequency bandwidth. Resolution is vital in 

MR imaging, and it can be expressed in several ways, namely spatial resolution, or frequency 

resolution. The spatial resolution of the readout gradient (VOXRO) is expressed as the voxel 

size[mm/pixel]. This is derived from FOVRO and the number of readout sample points in the 

acquisition matrix, NRO [13].  

𝑉𝑂𝑋𝑅𝑂 = 𝐹𝑂𝑉𝑅𝑂/𝑁𝑅𝑂 (Equation 3.1.6) 

 

On the other hand, the frequency resolution [Hz/pixel] is based on NRO and the total bandwidth 

∆𝜔𝑅𝑂. This is defined in equation 3.1.7. By improving the total sampling time, the frequency 

resolution can be improved independent of the spatial resolution. This is because it reduces the 

Nyquist frequency for the image and the background noise. Moreover, by decreasing GRO, the 

correct spatial resolution can be maintained with respect to equation 3.1.4. Figure 3.1.4 

describes the two resolution parameters and how they are affected by the Nyquist frequency 

and FOV [13].  

𝑃𝑖𝑥𝑒𝑙 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ =
𝜔𝑅𝑂

𝑁𝑅𝑂
= 2 ∗ 𝜔𝑁𝑄/𝑁𝑅𝑂(Equation 3.1.7) 
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Figure 3.1.4: The readout direction and phase encoding direction are placed on the x-axis and y-axis respectively. By placing 

a proton spin at the edge of the FOV in the readout direction, the proton spin will precess with accordance to 𝜔𝑁𝑄 above or 

below the transmitter frequency 𝜔𝑇𝑅. By changing the FOV, the image spatial resolution [mm/pixel] will change, but the 

frequency resolution [Hz/pixel] will not be affected [13].  

Phase-encoding gradient (GPE) 

The magnetization of GPE and its measured frequency allows the position of the proton to be 

determined. GPE is positioned perpendicular to both GRO and GSS, and GPE is the only gradient 

that can change the amplitude during a recording of a 2D image sequence.  On the other hand, 

when GPE is applied, the frequencies along the y-axis are changed spatially, but it is applied 

before the signal acquisition in contrast to the read-out process via GRO. Before the application 

of GPE, a proton in the slice region precesses at the base frequency 𝜔0. However, the application 

of GPE will change the precessional frequency and cause it to either increase or decrease with 

accordance to equation 3.1.2. Silencing the GPE will cause the proton spins to return to its 

original frequency, but the proton spins will have an asynchronous manner. Some spins will be 

ahead or behind in phase relative to the previous state. The magnitude, duration of GPE and the 

proton spin location will determine the amount of induced phase shift. Protons located at 
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different positions in the phase encoding direction experience different magnitudes of phase 

shift for the same GPE pulse. The concept is visualized in figure 3.1.5, whilst figure 3.1.6 

highlights the process [13]. 

 

 

Figure 3.1.5: Phase encoding concept. All the proton spins precess at a uniform frequency prior to the presence of GPE. Only 

when GPE is applied is when the proton spin precessional frequency will either increase or decrease, which again depend on 

its position, yi. Notice how y2=0, and it experiences no effect from GPE, thus experience no change in frequency or phase (∅2 =

0). A proton at y3 precesses faster while GPE is applied. Turning off GPE will cause the proton spins to precess at its original 

frequency, but it will be ahead of the reference frequency. The reference frequency is represented by the dashed curve, and 

the phase shift ∅3 is induced in the proton spin by GPE. On the other hand, a proton located at y1 will experience a decrease 

in its frequency while GPE is applied. Only when GPE is turned off is when it precesses at its original frequency, but the 

difference being that the proton spins will precess behind the reference by a phase shift of ∅1 [13]. 

The maximum amount of phase shift for a proton spin is experienced at the edge of the FOV 

in each phase encoding step. The MR image is formed by repeating slice excitation and signal 

detection multiple times, but each slice has a different amplitude of GPE. Moreover, the 2nd 

Fourier transformation in the image converts the signal amplitude at each readout frequency 

from a function of GPE to a function of phase [13].  

When it comes to spatial resolution in the phase-encoding direction, it depends on 2 parameters, 

which are given in equation 3.1.8. The first parameter is filed of view in the phase encoding 
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direction FOVPE. The second parameter is the number of phase encoding steps in the 

acquisition matrix, NPE. In order to determine the FOVPE, GPE has to be changed from one step 

to the next. With reference to figure 3.1.6, one can observe that a proton located at a chosen 

FOVPE, each phase-encoding step induces one-half cycle (180°) of phase change relative to the 

previous phase encoding step. This is possible only if the assumption of constant pulse duration 

is satisfied. Moreover, the NPE determines the total number of cycles of phase change produced 

at the edge of the FOV. This in turn determines the 𝜔𝑁𝑄  in the phase encoding direction for a 

given pulse duration. With that in mind, the spatial resolution [mm/pixel] in the phase-encoding 

direction is defined [13]: 

 

𝑉𝑂𝑋𝑃𝐸 = 𝐹𝑂𝑉𝑃𝐸/𝑁𝑃𝐸(Equation 3.1.8) 

 
Figure 3.1.6: Phase encoding process. A proton at the edge of the FOV in the phase-encoding direction will undergo phase 

change ∆∅ after a 90°rf pulse from one step to the next. Every point in the FOV will gradually receive less phase change for 

the same gradient amplitude. The center proton spin will never experience phase change. In addition, the change in gradient 

amplitude from one phase-encoding step to the next will be dependent on the particular FOV chosen [13].  

By reducing the FOVPE and increasing NPE, the resolution can be improved. To reduce the 

FOV, the gradient amplitude changes from one GPE to the next needs to be increased. It is also 

worth noting that the FOV in the phase-encoding direction is not strictly to be identical or 

similar as the FOV in the readout direction. This also applies for the voxel size [13].  

(3.2) Raw data, image data matrices and spatial encoding in k-space 
In MRI, there are two formats of data: (1) Raw data and (2) Image data. In a raw data matrix, 

the amplitude of the detected signals for a given echo correspond to a unique row. Each row 
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differs in its value of GPE that is applied prior to detection. Moreover, the rows are usually 

displayed in order of increasing phase-encoding amplitudes from the top to bottom. As a result 

of this, it corresponds to maximum negative and maximum positive amplitudes. It can be 

described that the raw data matrix is a grid of points with a similar directional pattern as figure 

3.2.1, where the readout direction is on the horizontal direction and the phase encoding 

direction is positioned at the vertical direction. Their respective dimensions depend on NRO and 

NPE as shown in equation 3.1.6 and equation 3.1.8 respectively [13].  

 
Figure 3.2.1:  Examples of raw rata imaging, where (a) is real and (b) is imaginary. The dimensions for the images are 

NPE×NRO, and each row is measured with a unique signal at a specific GPE. The number of rows corresponds to NPE. Signals 

with a high negative amplitude GPE are displayed at the top, and the low amplitude GPE are placed in the middle. However, 

the high positive amplitude GPE is positioned at the bottom of the matrix. Each column represents a data point sampled at a 

different time following a rf pulse excitation [13].  

The second data format is image data or also known as display matrix. It is created when the 

complex raw data matrix undergoes a 2D Fourier transformation for both the rows and 

columns. The image matrix is a complex frequency and phase map of the proton signal intensity 

from a volume element. This volume element is namely weighted by T1 and T2 values of the 

tissues that are within the slice-selected volume. In addition, the specific frequencies and phase 

are distinct to the location of the volume element, and they are measured with respective to the 

base transmitter frequency.  

 

Once the slice has been selected by GSS, and the image is spatially encoded by localizing the 

1H signals via GRO and GPE. The two latter gradients are used to differentiate the signals using 

k-space [13, 127]. K-space is a data matrix where the MR data is stored before it is processed, 

and the Fourier transformation application can provide a final reconstructed image [138-139]. 

The k-space represents the spatial frequency information in 2D or 3D of an object, and it is 
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defined by the space covered by the phase and frequency encoding data [140]. The k-space for 

both GRO and GPE are defined in equation 3.2.1 and equation 3.2.1, respectively [137,141-

142]. Each kx and ky data point corresponds to the echo signal amplitude influenced by GRO 

and GPE respectively. In the equations below, GRO or GPE is the maximum strength of the 

magnetic field gradient, t is the cumulative time for an active gradient and 𝛾=2.675×108 rad s-

1 T-1 for 1H.  [4, 45]. 

𝑘𝑥 =
𝛾

2𝜋
∫ 𝐺𝑅𝑂(𝑡)𝑑𝑡

𝑡

0
 (Equation 3.2.1) 

𝑘𝑦 =
𝛾

2𝜋
∫ 𝐺𝑃𝐸(𝑡)𝑑𝑡

𝑡

0
 (Equation 3.2.2) 

 

Figure 3.2.2 : k-space showing the phase angle of the transverse magnetization vector before(a) and after(b) the implementing 

the magnetic field gradient in the y-direction .Adopted from [127] 

Combining both the k-spaces for GRO and GPE provide the foundation for the application of the 

2D Fourier transform, in which the signal of the 2D image is defined in equation 3.2.3, where 

S(t) is the FID signal received by the coil. Figure 3.2.2 shows an example on how k-sapce 

changes when a phase angle is applied due to a transverse magnetization vector. The spins 

experience a shift, thus move at different positions in the k-space [4, 134,137,140-142], 

[4, 45, 134 142-145]. 

𝑆(𝑡)(𝑘𝑥 , 𝑘𝑦) = ∬𝑚 (𝑥, 𝑦)𝑒−2𝑖𝜋[𝑘𝑥𝑥+𝑘𝑦𝑦]𝑑𝑥𝑑𝑦 (Equation 3.2.3) 
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Figure 3.2.3: Spin echo sequence with its k-space trajectory for the RO k-space line. Adopted from [127]. 

Take the spin echo sequence in figure 3.2.3 as an example on how the signals from the rf pulse 

can be spatially encoded in the k-space. Recalling from the NMR section, the 180° rf pulse 

refocuses the signal and removes the inhomogeneities in T2. The signal echo is generated by a 

2nd RF pulse rather than by switching the polarity of the read-out gradient, which allows a 

complete kx-line to be sampled in each TR or time interval between each 90° rf-pulse. The k-

space sequence follows [4, 127]: 

1. Both kx and ky are both equal to zero, meaning they begin at the center origin of the 

space.  

2. Gx or GRO is applied around kx, which causes the position to move to kx,max at the 1st 

quadrant of the space. 

3. The ky value is increased by applying a positive Gy or GPE.  

4. A 180 ° rf-pulse is applied after the implementation of GPE, and the position then 

changes from the 1st quadrant at kx,max and ky to to -kx,max and -ky at the 3rd quadrant 

5. The line is sampled using GRO along kx until the k-space is fully covered. Note that GPE 

is varied steplike manner, which makes it possible to garner information from the entire 
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k-space during the various repetitions. Once the sampling of kx at this step is done, the 

position returns back to kt=0 and ky=0 

6. Afterwards, the position either increase or decreases depending on the applied Gy or 

GPE.  

Separation between points in k-space is proportional to the inverse of the Field of View (FOV) 

in image space, where it is defined in equation 3.2.4, where the i is defined as the spatial 

dimension of x or y. The higher the distance between sampled points in k-space are, the lower 

the FOV of the resultant image becomes. A sufficient FOV is required in order to ensure ample 

coverage of the object Moreover, equation 3.2.5 defines the spatial resolution (∆i) with respect 

the direction of i [4,45,137, 140-142] 

∆𝑘𝑖 = (
1

𝐹𝑂𝑉𝑖
) (Equation 3.2.4) 

∆𝑖 =
1

2𝑘𝑖,𝑚𝑎𝑥
 (Equation 3.2.5) 

An MRI image is composed pixels and voxels, where the pixel intensity is proportional to the 

number of protons present in the voxel [115]. The voxel dimensions in the resultant image 

become smaller as the coverage of k-space increases further out from the center. Higher 

resolution image requires more data samples, which requires longer scan time. Moreover, low 

spatial frequencies or low amplitude GPE are represented by the center of k-space, and define 

most of the image contrast, but lack edges or information on small objects. With this in mind, 

the maximum signal content is located at the central part of the raw data matrix. The variations 

observed in the signal amplitudes are primarily due to the differences in the inherent tissue 

signals. These differences are essential to create the contrast in the image. On the other hand, 

the outer most part of the raw data matrix have a relatively low signal amplitude. This leads to 

low signal amplitudes that could only be possible if there is a high positive or negative 

amplitude GPE, so the periphery of k-space contains high spatial frequency information, which 

provides sharp edges in images [13, 45, 127, 134, 142, 144, 145].  
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(3.3)Localized spectroscopy 
Recalling the effects of magnetic field gradients, they can be used to selectively excite in 

tandem with gradient pulses for the Volume of Interest (VOI) in the sample to localize the rf 

energy [4, 13]. Localization techniques can be separated into two categories, namely (1) Single 

voxel techniques and (2) Multiple voxel techniques. The focus for this project will be solely 

on single voxel techniques or SVS. 

Single voxel techniques (SVS) 
Single voxel techniques or SVS for short, are used to acquire spectra from a single small 

volume of tissue. The most orthodox approach for SVS is to excite the desire tissue volume 

exclusively via the intersection of three slice-selective rf excitation pulses. With this in mind, 

there are two rf pulse schemes that come into the picture. The first scheme is Point Resolved 

Spectroscopy (PRESS). PRESS’s pulse sequence is shown in figure 3.3.1, where the water is 

supressed by a CHESS rf pulse or “Chemical Shift Selective” pulse. This SVS technique 

utilizes a 90° rf pulse, which is followed by two sequential 180° rf pulses. It can be similarly 

compared to a standard multiecho sequence. A key observation to note here is that each rf pulse 

has a distinct associated physical gradient as the slice selection gradient. Due to this nature, 

only the protons located at the intersection of all three pulses will produce the spin echo at the 

desired echo time TE [13].  

 
Figure 3.3.1: PRESS pulse sequence timing diagram. The water is supressed by the CHESS rf pulse [13].  
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Subsequently, the second scheme is referred to as Stimulated Echo Acquisition Method 

(STEAM). Unlike PRESS, STEAM uses three sequential 90° rf pulses with a different slice 

selection gradient. This is visualized in figure 3.3.2. Likewise, the stimulated echo is produced 

by the proton spins located at the intersection of the pulses. With these two schemes in mind, 

there are several key differences between the two localizing techniques. First and foremost, the 

entire net magnetization from the voxel is refocused by 2 180° rf pulses to refocus and produce 

the echo signal in PRESS. However, in STEAM, a maximum of ½ of the entire net 

magnetization generates the stimulated echo, and it does not have a 180° refocusing rf pulse. 

Apart from this, the S/N ratio of PRESS is substantially larger than its STEAM counterpart 

when the scan parameters are equivalent with each other.  STEAM allows for shorter TE 

values, which reduce signal losses from T2. This makes it ideal for analyzing metabolites with 

a short T2 value [13].  

 
Figure 3.3.2: STEAM pulse sequence timing diagram. Similar to figure 3.3.1, a CHESS rf pulse is used to supress the water 

signal [13].  

(3.4) Diffusion in MRI and hydrogels 

There are two types of movement commonly found in tissues. The first type of movement is 

referred to as coherent bulk flow. This type of flow occurs when blood or cerebrospinal fluid 

(CSF) experiences a difference in pressure between two locations. The second type of 

movement is translational motion. This type of movement occurs when there is a small 

displacement of the molecule in space. It is the second type of movement that will be focused 

on as diffusion is one of the most important aspects in biological systems. Due to the nature of 
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the hydrogel being able to swell as a result of temperature change, diffusion will be something 

to consider during the monitoring process. Diffusion of molecules can occur as a result of 

concentration difference between two environments, with the most common example being the 

side of a cell membrane allowing certain compounds to exit the cell or enter the cell. When one 

talks about diffusion, it is important to remember that diffusion itself is thermodynamic in 

origin, and it is a nonequilibrium process. This nature makes cells capable of random 

transportation of gases and nutrients from the extracellular space into the inside part of the cell 

[13]. 

Looking into pure solutions, diffusion can be described by the diffusion coefficient D[mm2s-

1], which gives information of the amount of material that was transferred from one location to 

another through the membrane. The most common way to analyze diffusion in magnetic 

resonance (MR) is using the Stejskal-Tanner method. This method utilizes a symmetric pair of 

gradient pulses that increase the amount of spin dephasing observed in a spin echo. When the 

spins move when the gradient pulses are active, the spins will experience unequal effects from 

the gradient pulses. Moreover, the spins will not rephase during the echo time TE. 

Consequently, this lack of rephasing will lead to signal amplitude loss from those unphased 

spins. Equation 3.4.1 describes figure 3.4.1 [13].  

𝑆(𝑇𝐸) ∝ exp (−
𝑇𝐸

𝑇2
) ∗ exp (−𝑏 ∗ 𝐷) (Equation 3.4.1) 

 
Figure 3.4.1: Stejskal-Tanner view of a spin-echo sequence with diffusion gradients (GDiff), where “t” is the duration of the 
gradient pulse and “T” is the time between the 2 pulses. Diffusion weighting occurs when the diffusion gradient is applied. 
Adopted from [13].  
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Equation 3.4.2 defines the b-value or attenuation factor, which is the key aspect to determine 

the gradient strength and the diffusion coefficient by plotting ln (
𝐼

𝐼0
) with b, which is defined 

in equation 3.4.3  

𝑏 = 𝛾2𝐺2𝑡2 (𝑇 −
𝑡

3
) (Equation 3.4.2) 

ln (
𝐼

𝐼0
) = −𝑏 ∗ 𝐷 (Equation 3.4.3) 

The b-value from equation 3.4.2 can highlight the signal sensitivity to the motion. Larger b-

values can be attained if the G-value is high, longer gradient pulse durations or longer times 

between the gradient pulses. Tissues or systems that have low D-values or diffusion have little 

motion, and it can experience signal loss when imaged. On the other hand, tissues with large 

D-values or diffusion move faster, thus create a very attenuated signal [13]. Moreover, the D-

values of the desired solvent can be determined by inserting signal intensities into the Stejskal-

Tanner equation in equation 3.4.3.  

(3.5) Solvent(water) suppression 
Whenever the intensity signals of the solvent are larger than the resonance of interest, it is 

important to consider solvent suppression. Recall how the signal intensity area in a 1H NMR 

pulse spectrum is proportional to the number of 1H nuclei that contributes to the signal. Water 

in metabolites have a concentration about 10 000 times larger than the metabolite of interest, 

which produces a large water peak that can potentially overshadow or ‘drown’ the peaks of 

interest from the metabolite above the background noise. A common approach to supress the 

water signal is to utilize a Chemical Shift Selective (CHESS) pulse as seen in PRESS and 

STEAM. CHESS is centered at the water resonant frequency in order to saturate the water 

protons. When the factor of water suppression is 100 or higher, then a single pulse is enough 

to supress the water signal, thus reducing signal contamination [4, 145-146] Another method 

to deal with the large water signal is to use deuterated solvents. However, there are several 

limitations. The first limitation is that some deuterated solvents cause some protons in chemical 

groups like -NH or -OH to exchange with deuterium ions, which will make it seem that these 

groups to disappear from the 1H NMR spectrum. Not to mention, deuterium solvents are 

substantially more expensive than protonated ones, especially if the amount of solvent needed 

for sample preparation is large [4]. In a paper by D. I Hoult, it stated that saturating power 

should always be applied a long, but low power rf pulse in order to reduce the solvent signal 

[4, 147]. 
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(4) Materials 
All chemicals mentioned are obtained from Sigma-Aldrich. The following chemicals were used 

for the synthesis in the experiment: 

• N-isopropylacrylamide (NIPAM,>99%) 

• Ammounium persulfate(APS, BioXtra, 98% 

• N,N,N,N-tetramethylethylenediamine (TEMED, 99%) 

• (+)-N,N-diallytartramide (DAT, 99%), 

• β-cyclodextrin (βCD,>97%) [9.5mM] 

• Deuterium oxide (99.9 atom %D) 

• Distilled water 

(5) Methods and experiment protocols 

(5.1) Synthesis of PNIPAM and βCD, and sample preparation  

The synthesis of the P(NIPAM) and βCD was based on the description provided by Malgorzata 

Anna Wisniewska’s PhD of “Characterizing mass transport in hydrogels using Nuclear 

Magnetic Resonance [4].” Some modifications were done as a way to directly synthesize the 

hydrogel in the 10mm NMR-tube. 

βCD 
A 25 mL 9.5 mM βCD solution was prepared. Around 0.2696 g of βCD was measured on a 

plastic weight plate. The βCD powder was funnelled in a 25 mL volumetric flask with an 80% 

D2O and 20% distilled H2O solvent carefully. The solution was mixed well, and the volumetric 

flask was exposed to hot water to assist in dissolving βCD to achieve full homogeneity. 

P(NIPAM) 
The hydrogel was synthesized via free radical polymerization. The monomer, NIPAM was 

mixed with the crosslinker, DAT, and a redox couple, APS/TEMED as the initiator. 

Approximately 0.3961 g of NIPAM, 0.0548 g of DAT, and 0.0182 g of APS were mixed in a 

glass vial together carefully. The powders were dissolved in 5mL of distilled water. 

Afterwards, the solution was placed in an ultrasonic bath for 10 minutes, which was followed 

up by a subsequent nitrogen bubbling to deoxygenate the solution. The deoxygenation was 

done for 5 minutes. After deoxygenation, a micropipette was used to pipette 1mL of the 

solution in a 10 mm NMR tube. To activate the gelation, 2.4 μL of TEMED was pipetted in the 

10 mm NMR tube carefully, and let the reaction occur for 24 hours.  
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Note that it is important not to shake the tube 

vigorously, and when pipetting the TEMED, make 

sure that the drop of TEMED lands DIRECTLY on 

the solution to prevent inhomogeneity and 

precipitation, which was observed in some 

attempts. 24 hours after the hydrogel synthesis, the 

hydrogel was dialyzed for 7 days by removing the 

dialysis medium (distilled water). This was to 

remove the excess monomers that did not react. 

After 7 days of dialysis, the hydrogel was dried for 

3 days at room temperature before incubating the 

dried hydrogel with excess 9.5 mM βCD solution 

as shown in figure 5.1.1. After the incubation, the 

sample was prepared for NMR analysis by 

pipetting an 80% D2O and 20% distilled H2O 

mixture in the 10 mm NMR tube. The moment the NMR tube was placed in the spectrometer, 

the starting point of the experiment(tinitial) was recorded. Moreover, the sample was positioned 

in a way that assured that the interface between the hydrogel and release medium was at the 

center of the gradient and rf coils as precisely as possible. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1.1: P(NIPAM) incubated with βCD. The 
interface of the gel is not perfectly flat.  

βCD 

P(NIPAM) 
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(5.2) MRI and NMR temperature calibration protocols 

Table 5.2.1: Overview of the temperature experiments with their respective 

protocols 

Code Temperature 

interval [°C] 

Temperature nature Duration 

[minutes] 

40S 25-40 Slow heating: probe temperature increases by 1°C 

every 4 minutes from 25°C 

210 

31T 25-31 Temperature jump: probe temperature should begin 

around 31°C. 

180  

40T 25-40 Temperature jump: probe temperature should begin 

around 40°C. 

180  

40ST 25-40 Mix of 40T and 40S: The temperature starts at 25°C 

instead of 40°C prior to sample insertion. Once 

inserted, the temperature is jumped to 40°C 

immediately. 

240 

Identical to how the experiment was conducted in Malgorzata’s PhD experiment, the 

experiments were done using Bruker Ascend 500 Wb MHz NMR spectrometer with a Bruker 

MicWB40 micro imaging probe head, and a Micro 2.5 gradient system. The temperature was 

controlled using the Bruker BCU20 cooling device [4]. There were 4 main experiment 

protocols, namely 40S(slow-heating), 31T and 40T (temperature jump), and 40ST (slow-

heating and temperature jump hybrid). An overview is seen in table 5.2.1. 

Temperature calibration to determine the probe temperature. 
The temperature of the probe and the Bruker BCU20 unit’s thermometer differs due to the 

thermocouple used by the cooling unit is positioned just below the sample tube. It is not 

positioned at the center of the RF-coil, where all the NMR measurements are done. Due to this, 

a temperature calibration curve must be made in order to account for this gap between the real 

temperature and the temperature shown by BCU20 device [6]. A general schematic diagram is 

portrayed in figure 5.2.1 showing how the probe with the sample can have a different 

temperature than what the temperature control unit will say. The experiment utilized water 

cooling for the gradient system through a closed loop water circuit, which is operated using a 

water pump. This can be adjusted to increase or decrease the temperature of the flowing water. 
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Figure 5.2.1: A schematic diagram showing how and where the thermocouple is positioned, whilst being attached to the 

cooling unit. The diagram shows a transfer of the cooling agents between the probe and the water cooler. Due to the travelling 

time between the cooler and the probe being present, the sample in the probe can have varying temperatures, and this can 

also be influenced by the position of the probe in the magnet [6]. This necessitates for determining the actual temperature of 

the probe using a standard sample. For this experiment, glycol (80 wt%) in DMSO-d6 was used. 

Glycol (80 wt%) in DMSO-d6 was used as the nature of the experiment required a temperature 

higher than room temperature. The difference between the 2 chemical shifts provides the real 

temperature of the sample. However, the downside of such a method is that the resistance of 

the magnet shim coils changes slightly. When the temperature changes or increases in this case, 

this can affect the shimming currents, and influence the NMR line shapes of the resonances. 

To counteract this limitation, the reference sample can be reshimmed every time temperature 

was changed [179]. The protocol of temperature calibration was done as stated: 

 

1. The temperature of the micro imaging probe was kept around 25°C for 1 hour before 

the sample was inserted. 

2. Once the temperature was stabilized, a 5 mm NMR tube with the reference sample of 

glycol (80 wt%) in DMSO-d6 was placed inside an empty 10 mm NMR tube without 

the cap. 

3. The sample was inserted in the NMR machine and was tuned and matched accordingly 

using the wobble adjustment in the FLASH (Fast low angle shot) ortho protocol before 

running. 
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4. After running and dragging the FLASH ortho on the screen, the voxel (2.5mm voxel 

size) was placed at the center of the dragged picture to check the shimming. 

5.  The sample was locally shimmed before running using the STEAM protocol. 

6. After running STEAM, the temperature on the Bruker BCU20 cooler was increased by 

2°C. This was done for a total of 10 runs, including the 25°C basepoint reference.   

7. The spectrum was loaded in Topspin, and the chemical shift difference between the 

CH2 and OH singlets were determined. 

8. The chemical shift difference was inserted in the NMR thermometer software and 

calculated the real temperature for the given run [2]. For parallel 2, every step was 

repeated, but the change in the temperature increased from 2°C→3°C between each run 

until 8 runs were obtained, including the 25°C basepoint.  

Temperature-time calibration protocols for slow-heating experiments (40S) 
This calibration followed the same protocol as ‘temperature calibration to determine the 

probe temperature’ with the exception that after obtaining the reference run, the temperature 

on the Bruker BCU20 cooler was increased by 1°C every 4 minutes until 40°C was reached. 

Two parallels were done for this calibration. 

Temperature-time calibration protocols for temperature jump experiments (31T and 40T) 
This calibration followed the same protocol as ‘temperature calibration to determine the 

probe temperature’ with the exception that the temperature of the micro imaging probe was 

kept around 31°C for 31T and 40°C for 40T for 1 hour before the sample was inserted. Once 

the sample was inserted, tuned and matched, it was locally shimmed once, and STEAM was 

used to record the spectra for 1 hour straight with no pause in between. Two parallels were 

done for this calibration. Note that one parallel for 40T was locally shimmed after every run. 

Temperature-time calibration protocols for hybrid experiments (40ST) 
This calibration followed the same protocol as ‘temperature calibration to determine the 

probe temperature’ with the exception that after obtaining the reference run, the temperature 

on the Bruker BCU20 cooler was increased from 25°C to 40°C directly. The 40ST protocol is 

referred to as the ‘hybrid protocol’ due to being a mix of the slow-heating experiment and the 

temperature jump experiment.  

(5.3) MRI and NMR protocols used 
The following MRI and NMR protocols were used in this specific order for: 

1. Fast low angle shot (FLASH) 

2. Multi-slice multi-echo (MSME)  

3. Local shim cylindrical (B0 mapping) 
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4. Stimulated Echo Acquisition Mode (STEAM) at various voxels (2 mm and 6 mm) 

5. MEGA PRESS (0%-30%, and 50% z-gradients) [Diffusion experiment]  

FLASH ortho 

 
Figure 5.3.1: FLASH gradient-echo sequence [7]. 

FLASH uses a frequency excitation pulse with a low flip angle, which are angles lower than 

90° [8]. This low angle creates an equilibrium of longitudinal magnetization. With that in mind, 

the FLASH sequence was used for the wobble adjustment as the sequence did not take long to 

run, and it removed the effects of the transverse coherence using a semi-random spoiler 

gradient subsequently after every echo; essentially spoiling the steady state and triggering a 

phase shift [9-10]. The echo sequence is shown in figure 5.3.1. 

 

During the experiment, the echo time (TE) was 4 ms, whilst the repetition time (TR) was 60 

ms. The average and repetition were both 1, and the sequence used an angle of 30°. The image 

pixel size was 128 x 128 with a field of view (FOV) of 20 x 20 mm2. The areas of the sample 

with the highest concentration of hydrogen atoms were the areas of the brightest on image [10]. 

The sequence was only done once in each temperature experiment run to check the shimming 

of the sample. 
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MSME 

 

Figure 5.2.2: Pulse sequence of MSME. The read-out gradient, phase-encoding gradient, and the slice-selection gradient are 

superimposed on the main magnetic field(B0) to achieve a spatial resolution. Each subsequent echo or refocusing pulse 

obtained after the FID are used to record the T2-relaxation times [11]. 

The MSME sequence was used to monitor the hydrogel’s change with respect to the 

temperature increase. 5 sagittal slices were recorded for each run. The sequence used in the 

experiment had an echo time (TE) 4.50ms. The repetition time (TR) was 1000ms. The field of 

view (FOV) was 25 x 25 mm2, and the slice thickness was 2 mm. In addition, the pixel size of 

the obtained images were 64 x 64. The echo was repeated once. The pulse sequence is shown 

in figure 5.3.2. These MSME pictures were mostly used to monitor the macroscopic 

change(shrinking) of the hydrogel during temperature change.  
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Localized shim(cylindrical) and B0 mapping 

B0 mapping was used to calculate the B0 variance inside the sample. The machine shimmed the 

desired voxel based on the B0 mapping as the acquired phase (𝜑) at position “r” was 

proportional to the local field variation ∆𝐵0 and the TE. The mathematical definition for 𝜑 is 

provided in equation 5.3.1 [12]: 

𝜑 (
𝑟
→ , 𝑇𝐸) = 𝜑0 − 𝛾 × ∆𝐵0 (

𝑟
→) × 𝑇𝐸 (Equation 5.3.1) 

Where: 

• 𝛾→ Gyromagnetic ratio  

• 𝜑0→Initial phase 

• ∆𝐵0→ Local field variation 

• 𝑇𝐸→ Echo time 

• 𝑟→ Position 

Any offset to 𝜑0 was eliminated with the multiple echo times, and the shimming followed a 

cylindrical pattern to match the 10 mm NMR tube.  

STEAM in gel and outside the gel 

 

Figure 3.3.2: STEAM pulse sequence timing diagram. Similar to PRESS, and a CHESS rf pulse is used to supress the water 

signal [13]. 

The localized spectroscopy technique, STEAM was utilized to provide a spectrum of the 1H 

chemical shifts in the middle of the hydrogel, and its description was described in section 3.3: 

MRI theory (localized spectroscopy) [4, 13]. During the experiment, the voxel size was 3x3x3. 

Subsequently, the 0mm voxel position varied due to the nature of the interface between the 
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hydrogel and the release medium not being straight and flat all the time. At times, it had a 

convex interface, thus the 0mm voxel was defined at the point where the extreme points of the 

hydrogel met the release medium. The TE was 3ms, and the TR was 2500ms. The acquisition 

points were 2048, which had a bandwidth of 5498.53 Hz. The sequence was repeated once with 

an average of 16 scans. For water suppression, variable power and optimized relaxation delay 

(VAPOR) was combined with the sequence, which is a 7 CHESS pulse scheme [14]. The 

sequence is visualized in figure 3.3.2. The voxels that were positioned inside the hydrogel were 

always shimmed before running the STEAM sequence. However, the voxels positioned outside 

the gel were only shimmed once for a reference run, but the rest of the runs were not shimmed 

to preserve the time frame schedule of the experiment.  

MEGA-PRESS [Diffusion] 

 

Figure 3.3.1: PRESS pulse-sequence diagram with a CHESS rf-pulse for water suppression [13]. 

Point resolved spectroscopy (PRESS) is similar to STEAM, and it was described in section 

3.3: MRI theory (localized spectroscopy). For this experiment, PRESS was modified with 

MEshcher-Garwood Point RESolved SPectroscopy (MEGA), which revealed spectral peaks of 

interest and removed any spectral overlap. In this case, it was the βCD that was of interest [14]. 

MEGA-PRESS is a difference-edited technique, which uses 2 datasets. In the 1st dataset, an 

editing pulse was sent to selectively refocus the evolution of J-coupling, whilst in the 2nd 

dataset, the inversion pulse was applied somewhere else, so that the J-coupling evolved freely 

throughout the TE. The 2nd dataset was referred to as the non-refocused spectrum. The 
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remaining peaks in the spectrum were not affected by the editing pulses, so the difference of 

the refocused spectrum from the non-refocused spectrum removed these “unwanted” peaks and 

kept the peaks that were affected by the editing pulses [15]. The acquisition scheme for MEGA-

PRESS is shown in figure 5.3.3 

 

Figure 5.3.3: MEGA-PRESS sequence scheme. A PRESS localization module is extended using 2 MEGA pulses for editing 

water/lipid suppression at the 2nd refocusing pulse. The sequence is normally used for J-editing, but this experiment will use 

this sequence to determine the diffusion coefficients of the βCD in the hydrogel [16]. 

The TE was standardized around 68 ms with a TR of 2500 ms. The sequence averaged 16 scans 

with 1 repetition. The voxel size was 3 x 3 x 3 with 8192 as its acquisition point value. The 

acquisition bandwidth was 5498.53 Hz. The voxel that was positioned inside the hydrogel. 

MEGA PRESS was used 4 times each experiment run with varying gradient strengths at the z-

axis, namely 0%, 20%, 30%, and 50% for the 40S, 40T, 31T, and 40ST temperature 

experiments. The MEGA PRESS with the 0% gradient strength was shimmed and duplicated 

3 times with the last 3 aforementioned gradient strengths. This was done to observe the change 

of the signal intensity with respect to the b-value using MATLAB as temperature increased. 

The slope of the function provided the self-diffusion coefficient. The reference values for the 

self-diffusion coefficient of super distilled water, 80:20 D2O/SDH2O (super distilled H2O) 

mixture, and βCD were obtained by doing the same procedure as the temperature experiments, 

but the difference being that instead of using 0, 20, 30, and 50 z-gradient strengths, the 

reference value will use 0,5,10,15,20,25, and 30 %z-gradient values. This is to make sure that 

there were more points for the slope calculation, as well as reducing the uncertainty and making 

sure the gradient strength choices for the z-axis was not too large. 
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(6) Data analysis 

(6.1) Temperature calibration of the BCU20 unit and correlation with time 

 
Figure 6.1.1: NMR spectrum of glycol (80 wt%) in DMSO-d6. The OH and CH3 peaks are highlighted in red 

When calibrating the actual temperature of the probe, glycol (80 wt%) in DMSO-d6 was used 

as it is able to calibrate temperatures as low as 300K and as high as 420K. This experiment’s 

interval was between 25°C (298K) and 40°C (313K). In determining the actual temperature of 

the probe or “real temperature,” an NMR thermometer software was used to measure the real 

temperature of the probe by taking the chemical shift difference between two peaks. The 

STEAM sequence was used for the temperature calibration, and the peaks of the glycol 

reference sample are visualized figure 6.1.1, and figure 6.1.2 shows how the peaks were used 

to determine the chemical shift difference for the temperature calibration of the probe. The 

uncertainty for the acquired temperature from the NMR thermometer software was ±0.30K or 

±0.30°C [1]. 

 

OH 

CH3 
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Figure 6.1.2: NMR spectrum of glycol (80 wt%) in DMSO-d6. The chemical shift difference between the red marks is recorded 

and inserted in the NMR thermometer software to determine the real temperature of the sample in the probe. This value is 

correlated with a recorded time stamp for each run. 

Moreover, the NMR thermometer software was based on the variable temperature calibration 

formula from BRUKER. It is represented in equation 6.1.1, but every calculated value using 

the NMR thermometer software deviated by 0.25% from equation 6.1.1. 

𝑇 =
(4.218−∆𝛿)

0.009132
 (Equation 6.1.1) 

Where: 

• T→Real temperature of the sample [K] 

• ∆δ→Difference in ppm between the CH2 and OH singlets.  

 

This deviation was due to the calibration of the software being a compromise between that 

published by C. Ammann, P. Meier and A. E. Merbach "A simple multinuclear NMR 

thermometer" J. Magn. Reson., 46, 319-321 (1982) [3] and M. L. Kaplan, F. A. Bovey and H. 

N. Cheng "Simplified method of calibrating thermometric nuclear magnetic resonance 

standards" Anal. Chem., 47, 1703-1705 (1975) [2,5]. The deviation was not substantial, thus 

deemed acceptable. The recorded ‘real’ temperature points are plotted against time in minutes, 

and the temperature-time correlation curve was determined for 40S, 40T, 40ST and 31T. The 

40S temperature-time correlation curve calibration ran for 90 minutes. On the other hand, the 
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temperature-jump experiments (31T, 40ST, and 40T) ran for 60 minutes. 2 parallels were done 

for each temperature experiment, averaged, and the standard deviations were calculated for the 

common points from each temperature experiment. These standard deviations were placed on 

the average fit curve. 

(6.2) Shrinking progress and voxel placement in and out of the hydrogel 

 
Figure 6.2.1: Visualization of the voxel placements of the gel using MSME using slice 3 from 31T’s MSME as a reference. 

Note that the voxels are not precisely scaled in size. Their respective size parameters are mentioned in section 5.3(MRI and 

NMR protocols used) as this is purely for a qualitative visualization purpose. The green square highlights the voxel inside the 

gel, and the green line shows where the 0 mm interface begins. The 0mm interface is placed at the center of the rf coil. The 

1mm, 2mm and 6mm voxels were found by increasing the distance value with respect to the 0 mm interface. These are shaped 

as small rectangles, and the voxel positions are found at the center of the shape. This applies also to the voxel inside the gel 

(green square). For all the temperature experiments, only the 2mm and 6mm voxels were taken further for discussion, but the 

0mm and 1mm voxel is shown here for visual reference.  

Figure 6.2.1 shows the placement of the voxels in the MSME picture of the hydrogel using 

31T as the reference MSME. These voxel sizes were drawn on the MSME picture as a general 

visualization of the voxel placement and obtain a qualitative perspective on the shrinkage of 

the hydrogel to support the quantitative data for βCD diffusion and intensity change within and 

   6mm 

  2mm 

  1mm 

   0mm 
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at the exterior of the gel. Their parameters were provided in section 5.3 (MRI and NMR 

protocols used). 

 

The green voxel in the hydrogel was placed down in the slice to account for the shrinkage that 

is expected to occur using STEAM and MEGA-PRESS respectively to analyze the βCD 

intensity change, as well as the diffusion coefficient as a function of time. The rectangular 

voxels outside the gel with their associated distance with respect to the 0mm interface of the 

hydrogel and the release medium were marked with red. For the 1mm and 6mm voxels, red 

was used. Blue was used to mark the 2mm voxel. When accounting for βCD diffusion onto the 

medium using STEAM, only the 2mm and 6mm voxels were taken further as the 1mm voxel 

was deemed to near the 0mm interface and 2mm voxel. None of these voxels were moved 

during the whole experiment to maintain the frame of reference, and their positioning from the 

0mm reference is from the center of their voxel shape. For the voxel inside the hydrogel, the 

position of the gel voxel was uniform throughout the experiment, where it was kept at -6.5mm 

at its center point. This ensured that the voxel was deep at the center of the gel as much as 

possible to account for the expected collapse after VPTT.   

(6.3) NMR spectra of P(NIPAM) and βCD in and out of the gel 
 

Figure 6.3.1: 1H-NMR spectrum of P(NIPAM) with βCD with their respective structures. Each chemical structure has its 

hydrogen environments marked accordingly in the spectrum. VAPOR water suppression was used. The encircled signal is a 

potential monomer was not removed completely during dialysis.  
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For reference, the 40S STEAM experiment runs were used to show the NMR spectrum of the 

voxel in the hydrogel (green box) as shown in figure 6.2.1. The spectrum is visualized in figure 

6.3.1 at 25°C, 10 minutes after the reaction began and the sample was inserted into the NMR 

machine. Each STEAM run was marked with their designated peaks, particularly before and 

after the vital temperature points, such as LCST, VPTT and 40°C. Their time stamps after 

temperature change were also marked. If the peaks were difficult to distinguish, then the peaks 

were zoomed in. This was done to compare the signals of the βCD and P(NIPAM) molecules 

as it approaches and surpasses 40°C. The last spectrum for each temperature experiment was 

also compared to one another, as well as the first run of their respective temperature 

experiment. All of these were used to support the quantitative data of βCD change in and out 

of the gel, as well as diffusion of βCD and water inside the gel.  

 

When it comes to the quantitative analysis, the spectra were analyzed using MATLAB by 

calculating the integrals of specific peaks, specifically for βCD. These peaks of interest are P2, 

H2, H3, H4, and H5. The H2 and H4 signals’ integrals from the βCD were measured in every run 

at various temperatures, and it was used to determine the βCD intensity or concentration within 

the gel. Outside the gel, the H3 and H5 signals were included along with H2 and H4 as 

P(NIPAM) was not present at the 2mm and 6mm voxels, so the P2 signal cannot influence the 

integral calculation of the H3 and H5 βCD peaks. Their calculated integral values were 

normalized with the first initial integral value to obtain (I/I0). This was then plotted against 

time(t) in minutes. This provided a visualization on a microscopic perspective to the collapse 

of P(NIPAM) and the diffusion of βCD onto the release medium.  

(6.4)Self-diffusion of βCD in the gel and water 
MATLAB was used to determine the self-diffusion coefficients of βCD and water inside the 

gel by measuring the intensity peaks of H2 and H4 and its signals’ integrals using the MEGA-

PRESS sequence at various temperatures. The voxel of the MEGA-PRESS sequence was 

positioned in the gel as shown by figure 6.2.1. The MEGA-PRESS sequences for 40S, 40ST, 

40T, and 31T varied the z-gradient strengths percentage in the order of 0%, 20%, 30%, and 

50%. The parameters set for the MATLAB analysis had a gradient variation of 1x10-3 and a 

max gradient value of 1.4T/m. The water interval that was analyzed was 4.6-4.8 ppm, whilst 

the βCD interval was 3.4-4.2. The βCD interval was at times shortened between 3.4-3.7 or 3.4-

3.8 to avoid the H3 and H5 signals for βCD as it is positioned at the same shift as P(NIPAM)’s 

signal for P2. Failure to do this led to a negative self-diffusion value and produce a significantly 
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higher uncertainty. If the run had insufficient water suppression and if it was affecting the slope 

of the curve negatively to a high degree, then the run was discarded. 

 

Loading the experiment runs with their respective gradient strengths produced a decreasing 

linear function of ln(I/I0) against the attenuation factor(b) using 4 points as shown in figure 

6.4.1 and with 3 points as shown in figure 6.4.2. For reference, water’s graph was shown. The 

slope was better in figure 6.4.2, so the last data points of every run for 40S, 40T, 40ST and 

31T were not included. This function observed in both aforementioned figures is based around 

equation 3.4.3, where the b-value was mathematically defined in equation 3.4.2. The 

gyromagnetic ratio of the observed nucleus is γ=267.522×106 rad T-1s-1. Both these equations 

were found section 3.4 (Diffusion in MRI and hydrogels). 

𝑏 = 𝛾2𝐺2𝑡2 (𝑇 −
𝑡

3
) (Equation 3.4.2) 

ln (
𝐼

𝐼0
) = −𝑏 ∙ 𝐷 (Equation 3.4.3) 

 

Figure 6.4.1: 31 °C diffusion of D2O/H2O with 4 data points. The intensities of the signals are correlated to the b-value. The 

slope was within the wide confidence interval, and one could observe that the points do not have a superb fit with respect to 

the slope, thus the last data point is removed (encircled in red).  

The slope of the function was the self-diffusion coefficient. The self-diffusion coefficients of 

both βCD and D2O/H2O were normalized with a bulk βCD self-diffusion coefficient and a bulk 

80:20 D2O/SDH2O (super-distilled H2O) self-diffusion coefficient respectively.  
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Figure 6.3.2: 31 °C diffusion of D2O/H2O with 3 data points. The intensities of the signals are correlated to the b-value, and 
one can see the improvement after removing the last data point. The change of intensities data points now has a good fit with 

the linear slope. This was the criteria for the slope when determining the self-diffusion coefficients.  

A reference analysis was also done for pure super-distilled water and bulk βCD in an 80:20 

D2O/SDH2O (super distilled H2O) mixture using the same protocol for described for the 

temperature experiments using MEGA-PRESS. The super distilled water with D2O and pure 

super distilled water were measured with the following z-gradient strength interval of 0%, 5%, 

10%, 15%, 20%, 25%, and 30%. Any value deviating from the confidence interval and the 

linear curve extensively were removed. If a gradient strength setting for the z-gradient was too 

strong and created points that did not have a good fit with the slope, then the data point was 

removed from the analysis as well.  
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Figure 6.4.3: Determining the D0 signals of the 80:20 D2O/SDH2O mixed with βCD by plotting ln (
𝑆𝑖

𝑆0
)against the b-value. 

This was the first run at 25°C using the gradient interval: 0%,5%,10%,15%,20%,25%, and 30% z-gradient strengths. The 

slope shown fulfils the criteria for determining the D0-value, in which the fit of the data points are good with respect to the 

slope, as well as being within the confidence interval.  

The bulk analysis makes it possible to create a linear function in determining the D0 value at a 

given temperature, which were used to compare the self-diffusion or D-value of the βCD or 

water in P(NIPAM) for the 40S, 40ST, 40T, and 31T experiments. The results were compared 

to [4] and discussed in section 7(results and discussion). The signal intensity change with the 

b-value and the spectra for D2O/SDH2O in bulk are shown in figure 6.4.3 and figure 6.4.4 

respectively. Figure 6.4.5 shows an example of a run that does not fulfil the criteria of 

determining a reliable D0-value using a signal intensity change with the b-value of βCD as an 

example.  The signal intensity change with the b-value and the spectra for βCD are shown in 

figure 6.4.6 and figure 6.4.7 respectively. The H3 and H5 signals were included in the 

integration calculation as there is no P(NIPAM present. The D0 values of the water and βCD 

solution was done at 25°C, 31°C, 35°C, 38°C, and 40°C. 
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Figure 6.4.4: Spectrum of the bulk 80:20 D2O/H2O mixed with βCD, which was used to calculate the change of signals in 
figure 6.4.3. The interval focuses on the D2O/H2O mixture solvent from 4.6ppm-4.8ppm. 

 
Figure 6.4.5: Determining the D0 signals of βCD in 80:20 D2O/H2O mixed by plotting ln (

𝐼

𝐼0
)against the b-value using the 

gradient interval: 0%,5%,10%,15%,20%,25%, and 30% z-gradient strengths . The 3rd datapoint is encircled in red and was 
marked as an outlier. To obtain a more accurate D0-value by improving the linear slope, this outlier had to be removed. 

Outlier 
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Figure 6.4.6: Determining the D0 signals of βCD in 80:20 D2O/H2O mixed by plotting ln (
𝐼𝑖

𝐼0
)against the b-value. This was the 

first run at 25°C using the gradient interval: 0%,5%,10%,15%,20%,25%, and 30% z-gradient strengths. The slope shown 

fulfils the criteria for determining the D0-value, after removing the 10% z-gradient point.  

 

 

Figure 6.4.7: Spectrum of the bulk βCD in 80:20 D2O/SDH2O, which is used to calculate the change of signals in figure 

6.4.6. The interval focuses on the βCD signals H2-H5 from 3.4ppm-4.0ppm. H3 and H5 are included as there is an absence of 
P(NIPAM) in the bulk solution. 

It should be noted that even though the gradient strength was not calibrated for the diffusion 

experiments, the self-diffusion values(D) of 40S, 40ST, 40T, and 31T were compared against 

the reference self-diffusion coefficient(D0) for normalization. This removes the factor of 

H3 

H2 

H4 

H5 
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systematic error due to a lack of gradient strength calibration. The diffusion experiment aims 

to measure relative changes in diffusion, not absolute diffusion.  

(7) Results and discussion 
(7.1) NMR temperature calibration of the probe 

 

Figure 7.1.1: Temperature calibrations of parallel 1 and parallel 2 with their respective linear functions shown in the figure. 

Parallel 1 had fewer points than parallel 2. Both parallels appear to have good coherence, and the deviation between the 

parallel’s points and trendlines start off low, but gradually increased with higher temperatures. Parallel 2 has the linear 

curve: y=0.9136(x)+23.54, whilst parallel 1 has a curve y=0.9425(x)+14.899. The uncertainty for both parallels are fixed at 

±0.30K as stipulated by the NMR thermometer software used for the experiment [1].  

Table 7.1.1: Identical calculated temperatures for parallel 1 and parallel 2 

Temperature of BCU20 [K] Parallel 1 [±0.30K] Parallel 2 [±0.30K] 

298 295.76 295.76 

304 301.42 301.42 

310 307.07 307.07 

316 312.73 312.73 

When combining the parallels for the temperature calibration curve together in figure 7..11, it 

can be noted that both trendlines appear to be almost identical, particularly when it comes to 

their slope pattern. Table 7.1.1 noted the same temperature measurement points that parallel 

1 and parallel 2 shared during the calibration. Inserting these values in their respective 

parallels’ linear equations shown in figure 7.1.1 yielded identical values. 

y = 0.9136x + 23.54

y = 0.9425x + 14.899
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Figure 7.1.2: Average linear fit curve of parallel 1 and parallel 2 using their identical temperature measurements on the 

BCU20.The points have a good fit with the trend, and the standard deviations are low. The linear equation of the trend is 

y=0.913(x)+23.926. 

To demonstrate the calculations done for table 7.1.1, the linear equations from figure 7.1.1 

were used. They are defined as equation 7.1.1 and equation 7.1.2, and are used under with the 

reference (x)-value being 310K: 

𝑌𝑃1 = 0.9425(𝑥) + 14.899 (Equation 7.1.1) 

𝑌𝑃1 = 0.9425(310𝐾) + 14.899 = 307.074𝐾 

𝑌𝑃2 = 0.9136(𝑥) + 23.54 (Equation 7.1.2) 

𝑌𝑃2 = 0.9136(310𝐾) + 23.54 = 307.074𝐾 

Despite the temperature jump gaps between each of the parallels’ data points and slight 

deviation from the parallels’ trendlines, both parallels still produce identical probe temperature 

values, hence both are acceptable to use in order to determine the probe temperature used for 

all the temperature experiments, namely the temperature calibrations for 31T, 40S, 40T and 

40ST. Parallel 1’s linear function was utilized further to calibrate the real temperature of the 

probe as it had the most points, and had a longer interval compared to parallel 2. 
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(7.2) Temperature and time correlation for experiment protocols 
To account for the delay between the BCU20 unit and the sample probe, a temperature-time 

correlation curve was made for all the experiment protocols compiled in table 5.2.1 using the 

temperature calibration of glycol (80 wt%) in DMSO-d6 shown in table 7.2.1. This was to 

give an indication of the temperature with respect to time. 

40S 

 
Figure 7.2.1: Combining both temperature-time correlation curves of parallel 1 (orange) and parallel 2 (blue) for 40S in one 

graph. The important transition temperatures, LCST, VPTT, and 40°C are also marked in red in the graph.  Both parallels 

appear to be identical, have a good fit, and have minimal deviation from one another, except for parallel 1 between the 8–10-

minute mark as it deviates to some extent from parallel 2. Some slight of deviation is also seen from the 70-85 minute-mark. 

Aside from that slight deviation, both parallels provide a good insight on how temperature will increase in the 40S experiment 

protocol.  

Figure 7.2.1 shows the temperature-time correlation curve for 40S, where the y-axis describes 

the real temperature of the probe, and the x-axis describes the time after the first temperature 

change. According to the figure, it indicates that LCST was reached when t= 43 minutes and 

VPTT was reached when t= 50 minutes. 40°C was reached at t= 82 minutes after temperature 

change. The curve also appears almost linear in nature except at the beginning and at the end 

where it creates a small a slight plateau. The average correlation curve for 40S is shown in 

figure 7.2.2 with error bars. The standard deviation between the 2 parallels is not large, but 

some noticeable deviations were observed at the beginning of the graph, and at higher 

temperatures.  
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Figure 7.2.2: Average fit curve of 40S’s temperature-time correlation curve from figure 7.2.1. The standard deviation shown 

are minimal throughout the curve.   

This slight deviation observed in figure 7.2.2 can be related to how the glycol peaks were 

measured and interpreted as the peaks were not optimally sharp or clear on where the center of 

the peak was. It is also noted that only two parallels were done for this experiment, and the 

sample was only shimmed once at the beginning, which could influence on the sharpness of 

the glycol peaks. An example of peak comparison can be visualized in figure 7.2.3, where it 

shows a red and blue peak with a green line cut through the middle vertically. The green line 

shows where the center of the peak is. As one might be able to observe, the blue peak has 

reduced sharpness compared to the red peak, thus making it slightly more difficult to obtain 

precise chemical shift measurements due to the slight curvature causing measurements to not 

be 100% centralized to the peak(distortion). Fortunately, average from figure 7.2.2 does 

correspond with a similar pattern seen in figure 7.2.1, so uncertainty for this correlation curve 

is expected to be low and useable for the 40S temperature experiments later on. The VPTT, 

LCST and 40°C marks were achieved at the same time stamps as seen in figure 7.2.1.  
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Figure 7.2.3: The reduction of sharpness of the peak can affect how the temperature at a specific time point is determined. 

The red peak represents a point with excellent sharpness, which makes it easy to determine the center of the peak and measure 

the separation value in ppm to be inputted to the NMR thermometer software. Both are normalized to one another, and the 

green line shows where the peak measurement starts for determining the real temperature of the probe. On the other hand, 

the blue peak represents the peak with the non-optimal sharpness. Its curvature has a distinct difference from the red peak, 

which could be influenced by shimming as the sample was only shimmed once before running nonstop for the entire duration. 

The peak distortion makes it more difficult to obtain very precise measurements of the peak separation for glycol.  

40T 

 
Figure 7.2.4: Combining both temperature-time correlation curves for parallel 1(orange curve) and parallel 2 (blue curve) 

for 40T in one graph. Both parallels appear to be identical in their progression trends. Parallel 1 has fewer points than parallel 

2 due to the fact that every run was locally shimmed, whilst parallel 2 was only shimmed once at the beginning of the 

experiment. However, parallel 2’s additional points at an earlier time frame made it possible to record the temperatures before 

LCST, but it does appear to have a slightly higher curve than parallel 2. Despite this variation, both parallels agree with each 

other when parallel 1 is extrapolated at lower t-values with respect to parallel 2’s curve.  
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Figure 7.2.4 shows the temperature-time correlation curve for 40T. According to the figure, 

parallel 2 indicates that LCST is reached when t= 5 minutes, and VPTT is reached when t= 6 

minutes. 40°C is reached at t= 24 minutes after temperature change. After reaching 40°C, a 

plateau is observed.  The curve for 40T appears to steeply increase with time when the standard 

sample was exposed to 40°C, so the transition temperatures, namely the LCST and VPTT were 

reached in quick succession.  

 
Figure 7.2.5: Average fit curve of 40T’s temperature-time correlation curve from figure 7.2.4. Both parallels that shared the 

same time stamps were averaged during measurement, and their error bars are shown in the graph. LCST, VPTT and the 40°C 

are shown as well.  

The average fit curve is seen in figure 7.2.5, and the trend is identical to both parallel 1 and 2 

with the error bars shown for data points that were recorded at the same timestamp. Some slight 

variation is seen, particularly at the beginning of the time interval, but this is most likely due 

to the nature of the experiment being a temperature jump. Hence the errors bars observed here 

are slightly higher than what was seen in the 40S correlation curve in figure 7.2.2 as it was a 

slow-heating experiment. The lack of shimming in parallel 2 could be a contributor to the 

variances observed similar to what was seen in 40S due to the reduced sharpness and curvature 

of the glycol peaks. However, this was necessary as it made it possible to record temperatures 

before LCST, even at a high temperature jump, so this was an acceptable compromise. The 

VPTT, LCST and 40°C marks were also achieved at the same time stamps as seen in figure 

7.2.4. 
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40ST 

 

Figure 7.2.6: Combining both temperature-time correlation curves of parallel 1 and parallel 2 for 40ST in one graph. The 

important transition temperatures, LCST, VPTT, and 40°C are also marked in red in the graph. Both parallels appear to be 

identical, have a good fit, and have minimal deviation from one another, except for parallel 1 between the 10–20-minute mark 

as it deviates to some extent from parallel 2. Aside from that slight deviation, both parallels provide a good insight on how 

temperature will increase in the 40ST experiment protocol. 

Figure 7.2.6 shows the temperature-time correlation curve for 40ST. According to the figure, 

it indicates that LCST is reached when t= 15-16 minutes after temperature change, and VPTT 

was reached when t=18-19 minutes after temperature change. 40°C was reached between t= 

38-40 minutes after the temperature change. These intervals are due to varying values from the 

two parallels. To choose when exactly LCST, VPTT and 40°C are reached, the average fit 

curve would be needed. The curve appears to steeply increase with time similar to 40T’s curve 

at Figure 7.2.4, but the increase is not as steep, and the curve appears to have some linear 

characteristics at the middle of the curve similar to 40S in figure 7.2.2. This is apparent 

between 10 minutes and 30 minutes, but quickly establishes a plateau when t=42 minutes. The 

characteristic of the slope is as the experiment name implies, a “hybrid” protocol that mixes 

the “slow-heating” protocol and “temperature jump” protocol of 40°C. Therefore, it makes 

sense that it shares the slow-heating protocol’s linear characteristic and the temperature jump’s 

steep increase as it approaches 40°C. 

LCST(32°C)

VPTT(34°C)

40°C

297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315

0 10 20 30 40 50 60

R
ea

l t
em

p
er

at
u

re
 [K

]

Time [min]

40ST temperature-time correlation curve

Parallel 2

Parallel 1



Page 89 

 

 

Figure 7.2.7: Average fit curve of 40ST’s temperature-time correlation curve from figure 7.2.6. Both parallels that shared the 

same time stamps during measurement wee averaged, and their error bars are shown in the graph. LCST, VPTT and the 40°C 

are shown as well. 

The average fit of the curve of both parallel 1 and 2 are shown in figure 7.2.7. In this figure, 

LCST is reached when t=16 minutes, whilst VPTT is reached when t=19 minutes. 40°C  is 

reached when t=40 minutes. The uncertainties are also shown, and they can be seen to be 

minimal throughout the graph with some minor variation at the middle of the time interval and 

when temperature was approaching the plateau. Compared to the 40T curve, 40ST’s correlation 

curve is not as sharp, and it took slightly longer to obtain the transition temperatures. This 

temperature experiment allows for more control and better monitoring of the temperature and 

time correlation compared to the 40T as it allows the experiment to begin at a controlled time, 

whereas the 40T had to be done rapidly as the sample is inserted in order to obtain a value 

below LCST, which required compromises, such as less shimming, skipping the FLASH ortho 

sequence, and rushing the sample preparation due to speed in which temperature increases. 

Overall, the average fit curve agrees with both parallel 1 and 2, and it can be used to correlate 

temperature and time for 40ST’s experiment.  
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31T 

 
Figure 7.2.8: Combining both temperature-time correlation curves for parallel 1 and parallel 2 for 31T in one graph. Both 

parallels appear to be identical in their progression trends. Parallel 1 has fewer points from t=4-9 minutes than parallel 2 

due to a slight delay due to human error during the experiment, which delayed the shimming of the first point by several 

minutes. Despite this setback, the trend has a good general trend, but there are more noticeable variations throughout the 

graph.  

Figure 7.2.8 shows the temperature-time correlation curve for 31T. According to the figure, it 

indicates that LCST and VPTT were never achieved. The 31°C mark was reached at t= 24-25 

minutes after temperature change. The curve appears to steeply increase with time when the 

standard sample was exposed to 31°C, so the curve is similar to 40T. A plateau is established 

for both parallels when t= 39 minutes. Similar to 40ST, the definite moment 31°C was reached 

is determined in the average curve in figure 7.29. From the figure, it can be observed that 31°C 

is reached specifically when t=25 minutes. The variation seen in figure 7.2.8 is visualized 

through the error bars in figure 7.2.9, which shows very high variations at the beginning of the 

experiment. Several factors influenced this variation with the first being the lack of shimming 

at every run similar to what happened in 40T, where distortion can make it difficult to 

accurately measure the peak separation. The second influencing factor is the human error done 

during measurement as this affected the flow of the experiment and caused delays for the 

experiment. Although time stamps were marked and recorded for every run, it is still worth 

considering. All these factors can potentially explain the variation see between the two 

parallels. These uncertainties become reduced as temperature stabilizes towards 31°C. 

31°C

298

299

300

301

302

303

304

305

306

0 10 20 30 40 50 60

R
ea

l t
em

p
er

at
u

re
 [K

]

Time [min]

31T temperature-time correlation curve

Parallel 2

Parallel 1



Page 91 

 

 
Figure 7.2.9: Average fit curve of 31T’s temperature-time correlation curve from figure 7.2.8. Both parallels that shared the 
same time stamps during measurement wee averaged, and their error bars are shown in the graph. The errors bars appear 
larger than the ones compared in 40S, 40ST and 40T. 

Overall, the temperature-time correlation curves for all the temperature experiments appears to 

have an excellent fit with their own respective parallels, except for 31T. These uncertainties 

for each correlation curve can be reduced if more parallels were done, particularly for the 31T. 

Another option would be to have an extra run, where each run is locally shimmed. This can 

reduce the distortions during temperature change, but will offer less points, thus should only 

be used to validate existing runs. It is imperative to maintain a quick procedure for the 

temperature-jump experiments as it would mean risking losing a data point measurement at the 

important transition temperatures. All in all, these correlation curves can be used to determine 

the temperature throughout the experiment for 40S, 40ST, 40T, and 31T. An overview of the 

important time stamps for each temperature experiment is shown in table 7.2.1, and it shows 

the fastest transitions are observed for 40T followed by 40ST and then 40S. 31T was the only 

temperature protocol that never achieved LCST or VPTT.  
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Table 7.2.1: Overview of transition temperatures for each temperature 

experiment with their respective timestamps 

Transition temperatures [°C] Time [mins] 

40S 40T 40ST 31T 

LCST (32°C) 43 5 16 - 

VPTT (34°C) 50 6 19 - 

40°C or 31°C (for 31T only) 82 24 40 25 

(7.3) Qualitative visualization of shrinkage of P(NIPAM) using MSME 
The MSME pictures of each experiment protocol summarized in table 5.2.1 were compiled 

together with respect to time. Each MSME picture seen here shows the 3rd sagittal slice out of 

the 5 analyzed slices.  Each temperature experiment will have two compilations, namely (1) 

progression of shrinkage before LCST→40°C and (2) progression of shrinkage after reaching 

40°C. The lines outside the voxel show the position of the central horizontal line of the voxel. 

40ST 

 
Figure 7.3.1: 40ST’s MSME pictures at 4 different points during the experiment, where the red line on the gel highlights its 

borders. The categorization is identical to what was explained in figure 6.2.1. Visually, the MSME progression shows how the 

pictures become gradually opaquer than the 1st initial picture. Each picture shows slice 3 at 0 mins, 23 mins, 37 mins, and 51 

mins respectively from left to right. The categorization is identical to what was explained in figure 6.1.1. The voxel positions 

both in and out of the hydrogel are always maintained to preserve the frame of reference. The green line shows the 0 mm 

interface, which is positioned at the center of the rf coil. The voxel inside the gel was -6.500 mm from the center of the rf-coil, 

and the time frames here show the shrinkage progression(left→right) before LCST(1st), after VPTT(2nd), just before reaching 

40°C(3rd), and finally going over 40°C(4th). The temperature markings converted from Kelvin to Celsius are as stipulated by 

the correlation curve in figure 7.2.7: (1st) 25.2°C, (2nd)36.21°C, (3rd)39.75°C, and (4th) 40.63°C. 

Figure 7.3.1 shows shrinkage progression of 40ST before LCST→40°C. The figure indicates 

that some shrinkage occurred at LCST and VPTT, but they were not as noticeable until nearing 

40°C. For example, after reaching VPTT when t=23 minutes, slight shrinkage began to take 

fold inside P(NIPAM), but shrinkage does not appear to occur, or at the very least, not as 

substantial. The effects of the shrinkage become more apparent as it reaches 40°C. The MSME 

t=0 mins t=23 mins t=37 mins t=51 mins 
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picture at t=37 minutes and 51 minutes appear shrunken, which coincides with the temperature 

values for this time mark as both have reached the max temperature for the experiment, 40°C. 

It is also observed that the pictures become opaquer as temperature increases. This is the same 

finding by Knorgen who characterized the reduction of brightness at higher temperatures as an 

indication of lower T2-values(figure 1.4.1). This indicates the loss of mobility for the network 

chains as the hydrogel shrinks, which restricts movement of both water molecules and the βCD 

as steric hindrance becomes stronger. 

 

As the sample incubates at 40°C, the degradation of the hydrogel progresses until it is almost 

indistinguishable at t=226 minutes in figure 7.3.2. By taking reference to the height difference 

from it started at figure 7.3.1 and at the end of the experiment in figure 7.3.2, it is a significant 

change. According to table 7.2.1, the transition temperatures of 40ST were the second fastest 

to be achieved, lagging behind by 40T. Given how 40ST has a long incubation time at 40°C, it 

would explain the significant rapid degradation of the hydrogel. However, unlike the 40T, it 

was easier to monitor the change for this temperature experiment as temperature was only 

changed after doing 1 reference run from 25°C, so it was possible to obtain more details about 

the shrinkage prior to the phase transition in 40ST than 40T.  

 
Figure 7.3.2: 40ST’s MSME pictures(left→right) incubating at 40.6°C with their respective time stamps. The voxel positions 

were never moved from figure 7.3.1. Overtime, it is noticeable that the gel continues to degrade and shrink as time passes by 

with the worst degradation and shrinkage occurring at the last image 226 minutes after changing temperature from 25°C 

directly to 40°C on the BCU20. It is even almost impossible to distinguish the borders of the gel at the last picture.  

t=65 mins t=79 mins t=147 mins 
mins 

t=226 mins 
mins 
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31T 

 
Figure 7.3.3: 31T’s MSME pictures at 4 different points during the experiment, where the red line on the gel highlights its 

borders. Similar to 40ST, the pictures become opaquer with time. Each picture shows slice 3 at 5 mins, 19 mins, 26 mins, and 

33 mins respectively from left to right. The categorization is identical to what was explained in figure 6.2.1. The voxel positions 

both in and out of the hydrogel are always maintained to preserve the frame of reference. The green line shows the 0 mm 

interface, which is positioned at the center of the rf coil. The voxel inside the gel was -6.500 mm from the center of the rf-coil. 

The time frames here show progression towards 31°C, so no transition temperatures are reached. This can explain why there 

is minimal shrinkage from a glance, even when reaching 31°C at the last picture to the right. The temperature markings 

converted from Kelvin to Celsius are as stipulated by the correlation curve in figure 7.2.9: (1st) 25.2°C, (2nd)30.48°C, 

(3rd)31.14°C, and (4th) 31.53°C. 

Looking at the only temperature experiment that never reached beyond the transition 

temperatures of LCST or VPTT, the 31T sample reached 31°C between 25 minutes, and it 

achieved equilibrium at t= 39 minutes according to its temperature-time correlation curve in 

figure 7.2.9. Ergo, it never underwent volume phase transition or VPT. This explains why there 

is minimal change in shrinkage, and the MSME can show this as there is minimal height 

difference between the first run of 31T in figure 7.3.3 compared to the last run-in figure 7.3.4. 

There is a clear disparity between the gel shrinkage between 40ST and 31T, which correlates 

with the hydrogel shrinking kinetics. One aspect that both 40ST and 31T shares is that both 

become opaquer as temperature increases. However, given how there is no substantial 

shrinkage for the entire duration of the experiment, it can be safe to assume that the crosslinkers 

for P(NIPAM) are still intact and remain in the swollen state.  

 
Figure 7.3.4: 31T’s MSME pictures(left→right) incubated at 31.58°C with their respective time stamps. The voxel positions 

were never moved from figure 7.3.3. Unlike 40ST, 31T’s gel appears to have very minimal shrinkage, even being just 0.4°C 

away from LCST. The height difference is not noticeable from these MSME images. 

t=5 mins t=19 mins t=26 mins t=33 mins 

t=53 mins t=122 mins t=164 mins t=178 mins 
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40S 

 
Figure 7.3.5: 40S’s MSME pictures at 4 different points during the experiment, where the red line on the gel highlights its 

borders. The difference in opaqueness is similar to 40ST, where it increased with temperature. Each picture shows slice 3 at 

0 mins, 44 mins, 58 mins, and 80 mins respectively from left to right. The categorization is identical to what was explained in 

figure 6.2.1. The voxel positions both in and out of the hydrogel are always maintained to preserve the frame of reference. 

The green line shows the 0 mm interface, which is positioned at the center of the rf coil. The voxel inside the gel was -6.500 

mm from the center of the rf-coil, and the time frames here show the shrinkage progression(left→right) before LCST(1st), right 

after LCST(2nd), after VPTT (3rd), and just before reaching 40°C(4th). The temperature markings converted from Kelvin to 

Celsius are as stipulated by the correlation curve in figure 7.2.2: (1st) 25.37°C, (2nd)32.35°C, (3rd)35.88°C, and (4th) 39.86°C. 

Figure 7.3.5 shows the progression of the gel’s shrinkage from 0 minutes to 80 minutes, which 

covers the important transition temperatures up to 40°C. Similar to 40ST and 31T, the 

opaqueness increased with increasing temperature. Shrinkage is not very observable or 

apparent for the naked eye as the heigh difference does not differ until 80 minutes, where the 

temperature is close to 40°C. Even reaching LCST and going slightly over VPTT, the shrinkage 

is not as visible, which is a similar observation seen as well in 40ST. In the last picture in figure 

7.3.5 where t=80 minutes and the temperature is at 39.86°C, the shrinkage is more obvious. 

This shrinkage pattern is similar to 40ST’s progression as seen in figure 7.3.1, but the keynote 

here is that 40S’s hydrogel does not appear to aggressively deform like what happened to 40ST 

as 40S is a slow-heating experiment, so reaching the transition temperatures takes a longer time 

than in 40ST. The sample for 40S is also incubated for less time than the 40ST. As of now, 

31T’s hydrogel is the only temperature experiment that did not exhibit any significant 

shrinkage. 40ST’s and 40S’s hydrogel samples showed shrinkage, but 40ST’s was more rapid 

and aggressive compared to 40S’s sample due to the hybrid nature of 40ST’s temperature 

protocol.  

t=0 mins t=44 mins t=58 mins t=80 mins 
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Figure 7.3.6: 40S’s MSME pictures(left→right) incubating at 40.52°C with their respective time stamps. The voxel positions 

were never moved from figure 7.3.5. Overtime, it is not as noticeable that the gel continues to degrade and shrink as time 

passes by, especially compared to 40ST, where the last MSME pictures have the most extensive shrinkage from all the runs. 

However, there is a significant shrinkage compared to the 1st run at 25.37°C just like 40ST as one can see the height difference 

from the original position of the 0mm interface.  

Comparing figure 7.3.6 and figure 7.3.2, both hydrogels show shrinkage as time passes by. 

The distinguishable factor here is that 40S’s degradation is more subtle, whereas the 40ST’s 

degradation was more aggressive as shown by its last MSME picture in figure 7.3.2 where the 

borders are very difficult to see. In 40S’s MSME pictures in figure 7.3.6, shrinking can be 

noticed as the border of the of hydrogel gets closer with the green voxel inside the gel, which 

indicates shrinkage is still occurring, but not as rapid. This behavior correlates well with the 

nature of a slow-heating experiment, thus it spent less time in 40°C than 40ST and achieved 

the transition temperatures at a later time mark.   

40T 

 
Figure 7.3.7: 40T’s MSME pictures at 4 different points during the experiment, where the red line on the gel highlights its 

borders. Similar to 40ST, 31T, and 40S, the MSME pictures show how the opaqueness of the pictures become more extensive 

with time and temperature. Each picture shows slice 3 at 4 mins, 19 mins, 25 mins, and 32 mins respectively from left to right. 

The categorization is identical to what was explained in figure 6.2.1. The voxel positions both in and out of the hydrogel are 

always maintained to preserve the frame of reference. The green line shows the 0 mm interface, which is positioned at the 

center of the rf coil. The voxel inside the gel was -6.500 mm from the center of the rf-coil. The time frames here show 

progression towards 40°C in a temperature jump setting from left to right. The 1st picture is 1°C before LCST, the 2nd picture 

is after VPTT and 1°C from 40°C, and the 3rd and 4th picture are at 40°C. The temperature markings converted from Kelvin 

to Celsius are as stipulated by the correlation curve in figure 7.2.5: (1st) 31°C, (2nd)39°C, (3rd)40.41°C, and (4th) 40.52°C. As 

one can see, this has the most rapid shrinkage compared to the rest of the experiments, even compared to 40ST.  

t=4 mins t=19 mins t=25 mins t=32mins 

t=112 mins t=166 mins t=192 mins t=206 mins 
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Figure 7.3.8: 40T’s MSME pictures(left→right) incubating at 40°C with their respective time stamps. The voxel positions were 

never moved from figure 7.3.7. Unlike 40S and 31T, it is very noticeable that the gel continues to degrade and shrink as time 

passes by. Even compared to 40ST, the shrinkage is more extensive and aggressive as 40T was incubated at 40°C the longest. 

The last MSME image here shows substantial degradation of P(NIPAM) at the highest temperature value used in the 

experiment.  

For the final temperature experiment, 40T, the MSME pictures shown in figure 7.3.7 visualize 

a very rapid shrinkage, even similar to 40ST. The first MSME picture shows that after 5 

minutes, the temperature is already 1°C away from LCST. At the second picture when t=19 

minutes, the gel has already shrunken to some degree as it is only 1°C away from 40°C, which 

is also the temperature mark where the gel’s become apparent in 40ST and 40S. Compared to 

40ST and 40S, 40T achieved the transition temperatures the fastest, which correlates well with 

the observed rapid shrinkage in figure 7.3.7. 

 

The incubation of the sample at 40°C in figure 7.3.8 shows a mirroring effect seen in 40ST’s 

hydrogel. Both 40ST’s and 40T’s hydrogels degraded rapidly and showed more drastic change 

to its physical appearance on the 3rd slice compared to 40S in figure 7.3.6. However, one could 

even argue that between 40ST and 40T, the hydrogel in 40T appeared to have a smaller gel, 

almost disappearing completely from the MSME. Comparing the last MSME images of both 

40ST and 40T in figure 7.3.2 and figure 7.3.8, the 40T sample has a shorter experiment time 

of 180 minutes, whereas 40ST had 240 minutes and already it can be seen that the 40T sample 

has almost disappeared from the MSME due to the degradation of the P(NIPAM). This can be 

supported by the fact that 40T was exposed to 40°C at the start of the experiment compared to 

40ST and 40T that had to be incubated at 25°C for some time before their respective 

temperatures. Hence, it is expected to see a rapid shrinkage for 40T, which is followed by 40ST 

and then 40S.   

 

From a purely qualitative perspective, these MSME results correlates well with the hydrogel 

shrinking kinetics as temperature increases. Shrinkage occurred for all the temperature 

t=38 mins t=58 mins t=117 mins t=171 mins 



Page 98 

 

experiments except for 31T, but overall, they significantly shrunk at 40°C; not at the VPTT or 

LCST, so there is a delay before actual shrinkage happens. The pictures also show that as 

sample approaches 40°C, the hydrogel becomes opaquer. The observations from the 

experiments mentioned previously was a similar finding according to Kaneko et al’s paper. 

Kaneko observed that the gels gradually became opaquer as temperature was increased from 

10°C→40°C [20]. It also correlates with Knorgen’s findings [113] and Wisniewska’s paper , 

which showed the P(NIPAM) significantly shrinking as temperature went beyond VPTT, 

particularly near 40°C  (see attachment 4) [4]. In particular, her 40S experiment showed 

significant drops in A/A0 only at 38°C, which is also the same temperature where the most 

change is seen in the MSME pictures.  

(7.4) NMR spectrum of P(NIPAM) with βCD before and after VPTT and LCST using 

STEAM 
In figure 6.3.1, it showed that the synthesis of the hydrogel was successful and βCD was 

successfully infused in the hydrogel. The peaks of both the P(NIPAM) and βCD peaks are 

visible enough. The 80:20 D2O/H2O mixture used for the experiment it made possible to forego 

manual water suppression during the experiment run, thus making βCD visible as compared to 

the previous attempts where pure distilled water was used at first. However, there was a small, 

but sharp peak observed between P3, and H2 and H4. This was encircled in red. This could 

potentially be unreacted monomers that were not removed completely during the dialysis in 

the synthesis stage. This is taken into consideration when evaluating the diffusion data of βCD 

in the coming sub-sections. Aside from that, the peaks of both P(NIPAM) and βCD were 

compared before and after the vital transition temperatures and at 40°C. The temperatures were 

characterized according to the correlation curve for 40S in figure 7.2.2 
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 Before and after LCST (32°C)  

Looking at the changes of the βCD and P(NIPAM) intensities during a temperature increase, 

the 40S sample is used as a reference example. Figure 7.4.1 shows the spectrum of the 

P(NIPAM) and βCD before and after LCST with the time stamps and supposed temperature 

values according to the glycol reference in table 7.2.1. Figure 7.4.2 focuses on some of the 

points of interest, and it can be observed that the βCD peaks: H2-H5 barely changed, whilst the 

peaks for the P(NIPAM): P2 and P3 has a small difference in intensity. When the temperature 

is around LCST, the peaks for the red spectrum are smaller than the blue peaks, which indicates 

that the hydrogel is shrinking, albeit feeble in its extent. This coincides with the MSME pictures 

for all temperature experiments that indicated that temperatures at LCST showed minimal 

shrinkage. By just looking at MSME pictures alone, it would be easy to be deceived that no 

shrinkage happened at all, but the STEAM sequence allows for visualization on a microscopic 

scale via NMR spectra.  

 

 

 

 

 

 

βCD-  

H2, H4 

P2 

P3 P4 βCD-  

H3, H5 

Figure 7.4.1: Spectrum of 40S before and after LCST. The blue peaks represents the hydrogel and βCD before LCST, whilst 

the red is after LCST. LCST is 32°C. The difference between the peak intensities are minimal, so the hydrogel network is still 

intact and βCD is still inside the hydrogel.  
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Figure 7.4.2: Zoomed in view of figure 7.4.1. There is a slight decrease of intensity for P(NIPAM), but not for βCD. This 

indicates the beginning of the phase separation and shrinking is starting to take shape. The shrinkage becomes more 

substantial when the temperature>LCST.  

Before and after VPTT (34°C) 

 
Figure 7.4.3: Spectrum of 40S before and after VPTT. The blue peaks represent the hydrogel and βCD at LCST, whilst the red 

is after VPTT, where VPTT is 34°C. The difference between the peak intensities are more apparent in contrast to what was 

observed in figure 7.4.1. This indicates that the shrinkage is becoming more significant as the temperature>LCST and VPTT. 

The βCD intensity is still almost identical and have minimal change as observed for the H2 and H4 signals.  

βCD-  
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Between the time interval of 30-45 minutes, figure 7.4.3 shows the spectrum of the P(NIPAM) 

and βCD before and after VPTT with the time stamps and supposed temperature values 

according to the glycol reference in Table 7.2.1. Figure 7.4.4 focuses on the βCD peaks: H2-

H5 and the peaks for the P(NIPAM): P2- P4. The βCD peaks, H2-H5 barely changed, similar to 

what was observed in Figure 7.4.2 before and after LCST. However, the P2-P4 peaks showed 

a substantial difference between intensities when the temperature approached and surpassed 

VPTT as seen by the height difference between the red and blue spectrum. This continuous, 

but gradual shrinkage was foreshadowed by the slight decrease of the P(NIPAM) intensities 

for P2-P4 before and around LCST observed in Figure 7.4.2. Further increase above LCST and 

VPTT would lead to a more accelerated phase separation and shrinking as a result of the 

degrading polymer network, but it will take time 

 

 

 
Figure 7.4.4: Zoomed in view of figure 7.4.3. There is a more substantial decrease of intensity for P(NIPAM) as seen on the 

red spectrum. However, this was not the same case for βCD. The intensity of βCD peak, specifically for the H2 and H4 peaks 

have minimal deviation from one another. The phase separation and shrinking has become more substantial than what was 

seen in figure 7.4.2 as the temperature>LCST and VPTT.  
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Figure 7.4.5: Zoomed in view of the H2 and H4 signals of βCD shows that surpassing VPTT led to a loss of intensity for βCD. 

Figure 7.4.5 visualizes a magnified perspective of the signal intensities for a closer look into 

the H2 and H4 signals for βCD around the same time frame. A closer look shows that the βCD 

is actually beginning to gradually diffuse out of the hydrogel voxel onto the release medium as 

the signals for the red spectrum have a relatively weaker intensity than the blue spectrum. This 

ties in with the finding from figure 7.4.3 and figure 7.4.4, where the hydrogel undergoes phase 

separation and, according to [20], the bubble formation on the surface will cause the entrapped 

βCD solution to be released outside and the hydrogel eventually achieves a stable and shrunken 

state. 

H2 
H4 
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Comparing 25°C and 40 °C  

 
Figure 7.4.6: Last NMR spectrum at 40°C inside the gel. The P(NIPAM) signals have disappeared, and only the βCD is left. 

The spectrum was zoomed in to highlight the βCD signals clearly. However, this is deceptive as the degradation of the hydrogel 

network should lead to the release of significant portions of βCD onto the release medium. 

Figure 7.4.6 shows the last run for 40S (210 minutes after temperature change), and it clearly 

shows that the signals for P(NIPAM) are now missing at 40°C. Only the βCD signals remain, 

but this is a magnified view of the peaks, and thus the βCD signals are actually weak, especially 

when compared to the first initial run at 25°C.  
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Figure 7.4.7: Comparison of NMR spectrums at 25°C (blue) and 40°C (red). The signals for βCD and the P(NIPAM) for the 

blue peaks are not visible, which indicates that the polymer network has degraded, and hydrophobicity has been achieved. In 

addition, a significant portion of the βCD has been diffused out to the release medium.  

 
Figure 7.4.8: Zoomed in view of figure 7.4.7 for H2-H5 and P2-P4 signals. This confirms that the signals for βCD and 

P(NIPAM) have disappeared or at the very least have minimal presence in the voxel at the last run for the blue spectra after 

210 minutes.  
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With that in mind, the signal intensities, when scaled with respect to the first run at 25°C, are 

shown in figure 7.4.7 and figure 7.4.8. The βCD signals and the P(NIPAM) signals for the 

blue spectrum are not visible at the end of the experiment when the temperature was 40°C. This 

consequently confirms that the hydrogel network has underwent coil-globule transition and the 

βCD solution was extruded into the release medium as supported also by the MSME pictures 

of 40S, 40ST, and 40T. Figure 7.3.2, 7.3.6, and 7.3.8 shows how much has the P(NIPAM) 

degraded at the last experiment run. If some βCD signals were seen to be strong enough in the 

spectra, this could be explained by the substantial shrinkage of the gel that could occur. A 

significant shrinkage of the gel can lead to the voxel inside the gel to eventually border or 

protrude outside the 0mm interface of the collapsed gel. This was apparent for 40T in figure 

7.3.8 where the voxel inside the gel is very close to the 0mm interface now due to the rapid 

degradation of the gel structure. Given some time, it will most likely protrude outside 

eventually, thus record in the spectra that a significant βCD signal is observed, even though the 

previous runs showed that βCD was found at a very low concentration. Steps were taken to 

reduce this possibility as by placing the voxel deep within the hydrogel to account for the 

shrinkage, and as such, avoided this scenario for all temperature experiments.  

Last experiment runs for 31T, 40S, 40ST, and 40T 
Figure 7.4.9 shows an overview of the last runs for each temperature experiment. 31T never 

reached LCST or VPTT, so the signals for both P(NIPAM) and βCD are still present, and the 

intensity of the peaks are stronger here than in 40S, 40ST, and 40T. On the other hand, the 

40ST, 40T and 40S temperature experiments showed no signals for the P(NIPAM) and very 

feint signals for βCD. These weak signals are made visible through magnification in figure 

7.4.10. Even at the end of the experiments, βCD is present in all experiments, but only in small 

concentrations. Given how 40ST, 40T, and 40S eventually surpasses VPTT, the decrease in 

signal intensities for both βCD and P(NIPAM) were expected as a result of the coil-to-globule 

transition.  

 

In addition, this transition gives an indication that the mobility of the P(NIPAM) chains become 

more restricted and slowed as hydrogel undergoes the coil-to-globule phase transition, which 

leads to the water and βCD to be diffused out of the polymer network. The transition’s 

consequence is that the gel become solid-like as a result of the strengthening of hydrophobic 

interactions. A paper done by Anders Larsson mentioned that there is a clear distinction of 

liquid and solid spins. Solid compounds exhibit more restriction when it comes to mobility as 

a result of dipolar interactions on a molecular scale because it leads to rapid relaxation and 
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broadening of the resonance signals of the collapsed P(NIPAM). This broadening makes it 

impossible to be detected in a liquid-state NMR technique, which was the same technique used 

for this experiment. Moreover, it was also observed in Ander’s paper that the loss of the 1H 

signal of the P(NIPAM) meant that the T2-relaxation was decreasing as well [24]. This was 

observed as well in Wisniewska’s paper, particularly for her 40°C temperature jump, and to a 

lesser extent, her 40°C slow-heating experiment (see attachment 5) [4]. The literature work 

point to the direction higher temperature=lower T2, which means lower mobility of the 

molecules inside the polymer network. The spectras have shown the disappearance of the 

P(NIPAM) after incubating for several hours in 40°C, and it is impossible to see the peaks du 

to the usage of a liquid-state NMR technique. 

 
Figure 7.4.9: Overview of the last run for each temperature experiment. The peaks are labelled on the 31T as a reference 

point. 31T’s spectrum is represented by the red violet color, followed by 40ST’s green representation, 40T’s red representation, 

and the final experiment, 40S is represented by the blue color. The peaks for the P(NIPAM), the P(x) signals are not seen 

clearly for 40ST, 40T, and 40S, but in the 31T, the peaks are present. The βCD signals, H(x) are significantly visible for 31T, 

but not for the rest of the temperature experiment as they are too weak to be seen. This overview coincides with the MSME of 

all the temperature experiments.  

The broadening effect was also observed in a paper by Tokuhiro et al. His paper reported a 

broad peek centered around 8 ppm at 34°C and a gradual disappearance of all the hydrogel’s 

signals below LCST as temperature was increased. Tokuhiro described the transformation of 

the CH3, CH2 and CH peaks in the swollen state into a part of the new broad peak as temperature 
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increased, even during the hydrogel’s collapsed state. Kinetically, the process was slow, so the 

time the band took to equilibrate was lengthy. This broadening effect was influenced by the 

dipole-dipole interactions between the protons that dominated during the collapsed state(after 

VPTT), which overpowered the motional narrowing effect. The motional narrowing effect was 

the effect in which the molecules moved around more vigorously as temperature increased, 

which allowed for peaks to be more discernible. In the case of P(NIPAM), this was apparent 

for P3 and P4(see attachment 6). Tokuhiro also mentioned that in the collapsed state, the 

spectral width of the broad peak was around 3.1 kHz when it was 35.6°C. The experiment 

conducted for this dissertation used the same spectral width value as [4], which was 5.5 kHz. 

Both spectral values are relatively comparable to one another [25]. 

 
Figure 7.4.10: Closer view of figure 7.4.9. The H(x) signals for βCD are more visible for all the temperature experiments. 

Focusing on 40ST, 40T, and 40S, it can be confirmed that some βCD still remains in the gel, albeit in a very small 

concentration, especially compared to the 31T experiment.  
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The sample right before 40°C  

 
Figure 7.4.11: P(NIPAM) and βCD signals transitioning from 36°C to 39.58°C as the sample approaches to 40°C. The 16 

minute gap between the two spectra shows a majority of the signals for both P(NIPAM) and βCD have disappeared 

significantly. Some weak intensities are still observed, but these will most probably degrade and weaken overtime as the 

sample incubates at 40°C as shown by the MSME pictures in the previous subsection (7.3).  
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Figure 7.4.12: A closer look of the hydrogel sample between 1.0ppm-4.0ppm when t=60minutes(blue) and t=76 minutes(red). 

The blue spectrum is at 36.0°C, just 4°C shy from 40°C. The red spectrum is at 39.58°C, which is approximately 0.4°C away 

from the final temperature for the interval. This zoomed in visualize supports the description of figure 7.4.11, particularly for 

the P1 signal. Although VPTT was surpassed, the most apparent changes occur as temperatures is increased further from 

VPTT. In this case, the closer the sample is to 40°C, the more dramatic the changes become in a short space of time. 

The signals for both βCD and P(NIPAM) decrease overtime as shown in figure 7.4.11, where 

the signal change gap between the two spectra become larger from the 60th minute mark 

transitioning to the 76th minute mark as the sample approaches 40°C. Looking at figure 7.4.12 

afterwards, one can observe a closer look of  the details seen in figure 7.4.11, where signal 

intensity gap between the two spectra are highlighted. However, this also indicates that 

P(NIPAM) signals even after VPTT, will require time before the complete collapse is fully 

realized. Although βCD is still present, the changes in intensity will gradually become lower 

as the diffusion equilibrates inside the collapsed polymer network and in the release medium. 

To know whether the βCD concentration will drop at the expected transition temperatures 

inside the hydrogel, A βCD intensity analysis using MATLAB would be needed and discussed 

further in the next sub-section.  
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(7.5) Quantitative analysis of βCD release inside of the gel using STEAM 

40S 

 
Figure 7.5.1: Time dependence of the normalized βCD intensity with respect to their initial reference value for 40S. 2 parallels 

were done, and temperature marks are labelled with respect to temperature-time correlation curve in figure 7.2.2 to observe 

the trend right before VPTT and after VPTT. VPTT for 40S is achieved when t= 50 minutes after the temperature change, and 

LCST is achieved when t= 43 minutes after the temperature change. The graph shows how the decrease of βCD gradually 

begins before the 40 minute mark(LCST), and the steep decrease in βCD intensity happens after the 50 minute mark(VPTT). 

The transition between 32.8°C and 36.2°C(before and after VPTT) highlights the phase transition of the P(NIPAM) and 

extrusion of βCD from the polymer network as temperature>VPTT. Once 40 °C was achieved, both parallels showcased a low 

plateau that approached 0 on the y-axis, thus signaling that a majority of the βCD has been expelled.  

The βCD intensity before LCST and shortly after LCST only decreased to 98%-90% of the 

initial βCD intensity between the 2 parallels. Compare this to the steep decrease of βCD 

intensity seen after LCST as temperature approaches and goes over VPTT at t= 50 minutes in 

Figure 7.5.1. For parallel 1, the βCD intensity goes from 95% → 53% → 5% between t= 46-

76 minutes. For parallel 2, the βCD intensity goes from 91% → 74% → 8% in the same time 

interval described for parallel 1. Both parallels, although not mirroring the exact values for 

βCD intensity during the phase separation, still showcase a high degree of similarity, 

particularly before VPTT and at the end of the hydrophobic transition of P(NIPAM) after 

VPTT. Figure 7.4.13 takes both parallel 1 and 2 to create the average fit curve. The curve 

follows the general pattern seen from both parallels and have minimal variation except at t=60 

minutes, where the standard deviation is relatively high. This variation happens during the 

significant drop in βCD intensity after VPTT as a result of diffusion of βCD out of the 

degrading polymer network.  
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Figure 7.5.2: Average fit curve of figure 7.5.1 with error bars and temperature markings. The variation was at the highest 

during the steep decrease in βCD intensity when t=60 minutes. Here the temperature has already surpassed VPTT by 2°C and 

the intensity has dropped to 60.5% of the initial intensity. Around LCST, the βCD intensity never went lower than 90% of the 

initial intensity. The plateau is established after VPTT when t=76 minutes, where the temperature is 39.6°C, and the intensity 

ratios are only close to zero, signalling that some βCD still remains in the gel voxel.  

The trend seen in figure 7.5.2 agrees with both the MSME pictures of 40S in figure 7.3.5 and 

the spectra comparison before and after LCST in figure 7.4.1, where it showed minimal change 

both on the surface level and on the microscopic scale in the NMR spectra for βCD and 

P(NIPAM). Although the change is not as observable on the MSME pictures before and after 

VPTT besides the increase in opaqueness, the phase separation that occurs at VPT is clear in 

figure 7.4.3 and 7.4.4. It is after VPTT where the substantial decrease in both P(NIPAM) at 

βCD signals begin to take place. Interestingly, the MSME images show minimal changes when 

t=58 minutes compared to its 1st run in figure 7.3.5. It wasn’t until 40°C was reached t=80 

minutes before any significant changes appeared on the MSME. Although some correlation 

can be seen with the gradual opaqueness being associated with the deswelling of P(NIPAM) 

as it approaches LCST and VPTT, the STEAM sequence ultimately illuminates the hidden 

reaction inside the polymer network on what could have been missed if only the MSME images 

were taken. By t=80 minutes, there is no more βCD left inside the voxel in the hydrogel, thus 

signaling that it has been squeezed out of the system most likely due to VPT. 

 

With this in mind, The decrease of signal intensity for both βCD and P(NIPAM)  continues on 

as the sample approaches 40°C as seen in figure 7.4.11 and figure 7.4.12. These support the 
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sharp decrease seen in figure 7.5.2 after VPTT as the point where βCD begins to diffuse 

substantially as a result of the coil-to-globule transition. The low plateau observed at the end 

after 40°C indicates that there is still some βCD left, but the concentration here is very low. 

This is supported by figure 7.4.11 and 7.4.12, where it showed that even being very near 40°C, 

some βCD and P(NIPAM) signals were still present, but the intensities are feeble. Eventually 

the P(NIPAM) signals disappear completely as shown in figure 7.4.6, except for βCD. 

40ST 

 
Figure 7.5.3: Time dependence of the normalized βCD intensity with respect to their initial reference value for 40ST. 2 

parallels were done, and temperature marks are labelled with respect to temperature-time correlation curve in figure 7.2.7 to 

observe the trend right before VPTT and after VPTT. VPTT for 40ST is achieved when t=19 minutes after the temperature 

change, and LCST is achieved when t=16 minutes after the temperature change.  

Looking at figure 7.5.3, the time dependence of the normalized βCD intensity is visualized in 

a graph for 40ST for parallel 1 and 2. The transition temperature marks are present along with 

the recorded temperatures before and after LCST, and VPTT. It should be noted that the gap 

between LCST and VPTT for 40ST, similar to what is expected for all the temperature jump 

experiments, is very short, especially compared to the slow-heating experiment, 40S. Parallel 

1 and parallel 2 in figure 7.5.3 shows some similarities to what was observed in figure 7.5.1 

for 40S, namely having the steep decrease of the βCD intensity after VPTT and having a low 

plateau after reaching 40°C at t=39 minutes according to figure 7.2.7. The βCD intensity from 

the steep decline to the low plateau for parallel 2 goes from 93% → 10% for parallel 2 when 
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t= 16 minutes and t=31 minutes respectively after temperature change. For parallel 1, it goes 

from 92% →59% → 5% when t=20, 25, and 39 minutes after temperature change in that 

specific order. With this in mind, the general patterns seen for parallel 1 and 2 from the gradual 

decrease seen around LCST, to the steep decline after VPTT and the lower plateau at 40 °C 

shares similarities with 40S. The key difference here however is that the vital transition events 

for figure 7.5.3 occurred sooner due to the temperature-jump setting in 40ST as stated in table 

5.2.1. It is noted that in parallel 1, the βCD intensity at t=20 minutes is 92%, which is higher 

than one might think after reaching VPTT. However, it is only a minute since VPTT was 

achieved, and it should be recalled in the spectra comparisons at figure 7.4.4 and figure 7.4.5, 

the βCD intensity peaks decreased overtime. The decrease in concentration becomes more 

substantial the higher the temperature.  

 

Figure 7.5.4: Average fit curve of figure 7.5.3 with error bars and temperature markings. The variation was low overall on 

the βCD intensity. The variation for time varied to some extent due to different measurements done at a slightly later or earlier 

time stamp than the other parallel. The point after VPTT has a temperature value of 37.4°C when t=25 minutes, and it shows 

that the average βCD intensity here is 59% of the initial intensity. Like the 40S trend for the βCD intensity, the βCD intensity 

never went lower than 90% of the initial intensity near LCST, and a plateau is established when the temperature is near 40°C 

when t=35 minutes. 

Similar to the 40S trend and observations in figure 7.5.2, figure 7.5.4 is coherent with the 

MSME pictures and hydrogel transition kinetics at LCST, VPTT and 40°C. The low plateau at 

t=35 minutes shows that the hydrogel has collapsed as shown in the MSME picture at figure 

7.3.1, where the pictures at the 37th minute mark shows the distinct shrinkage as the 0mm 

interface of the hydrogel becomes displaced as a result of the temperature jump. In addition, 

the significant drop in βCD occurs after VPTT, gradually increasing in magnitude with higher 
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temperatures as shown in the spectra comparison before and after VPTT at figure 7.4.3-7.4.5. 

It can also be visualized in the spectra comparison, where the temperature is close to obtaining 

40°C in figure 7.4.11 and figure 7.4.12.  The decrease in intensity becomes more extensive. 

As mentioned earlier, the transition temperatures for 40ST are achieved faster, thus the changes 

of the βCD intensity with time are more rapid. For reference, the steep decline for 40ST in 

figure 7.5.4 does not occur until t=18 minutes after temperature change, whilst 40S in figure 

7.5.2 starts its steep decline when t=45 minutes after the first temperature change.  

40T 

 
Figure 7.5.5: Time dependence of the normalized βCD intensity with respect to their initial reference value for 40T. 1 parallel 

was done, and temperature marks are labelled with respect to temperature-time correlation curve in figure 7.2.5 to observe 

the trend right before VPTT and after VPTT. VPTT for 40T is achieved when t= 6 minutes and LCST is when t= 5 minutes, 

thus this experiment’s 1st run was already too late to record the data points prior to LCST and VPTT. Due to the nature of this 

temperature jump experiment, this was difficult to avoid, and was the reason the 40ST temperature protocol experiment was 

created to get a better visualization of the activity inside the hydrogel at a more controllable pace.  

Figure 7.5.5 visualizes the time dependence of the normalized βCD intensity for 40T. The first 

recorded data point was recorded at t=9 minutes(36.5°C), which is already above VPTT and 

LCST. Similar to 40ST, the LCST and VPTT gap is small, and because of the time it took 

before the 1st STEAM sequence was run, the experiment started already surpassing both LCST 

and VPTT at t=9 minutes after the sample was inserted. This means that phase separation and 

substantial portions of βCD was being diffused out of the polymer network. This can be 

observed as the 2nd point already shows the steep decline and low plateau in βCD intensity 

when t= 20 minutes after the sample was inserted. The temperature at the 2nd point is at 39.4°C 
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already, and the shrinkage is noticeable in figure 7.3.7 as one can observe the heigh difference 

from t=4 minutes(31°C) and t=19 minutes (39°C). The intensity of βCD at the plateau varied 

between 6-8% from its original βCD intensity from the 10 minute-mark. The observations 

support the characteristic rapid shrinkage and transition for this temperature experiment 

protocol, which was mentioned in the qualitative description of the hydrogel in 40T. 

31T 

 
Figure 7.5.6: Time dependence of the normalized βCD intensity with respect to their initial reference value for 31T. 2 parallels 

were done, and temperature marks are labelled with respect to temperature-time correlation curve in Figure 7.2.9 to observe 

the trend. For this temperature experiment, both LCST and VPTT were not reached, and 31°C was reached when t=25 minutes 

after inserting the sample.  

Figure 7.5.6 visualizes the time dependence of the normalized βCD intensity, and figure 7.5.7 

shows its average fit curve. The first recorded data point was recorded at t= 9 minutes for 

parallel 2 and t=10 minutes for parallel 1. Both parallels shows some variations with their I/I0, 

but their values only varied between 96%-99% of  the initial βCD intensity value. Both still 

show a similar good general trend of decreasing slightly at the beginning up to 60th minute 

before increasing slightly and fluctuating in between values. Their low I/I0 values, especially 

compared to the previous temperature experiments reflect the experimental conditions for 31T, 

in which it never reached beyond LCST or VPTT. Consequently, phase transition never 

occurred and βCD is still trapped inside the hydrogel network. The average fit curve of figure 

7.5.7 shows that both parallels only varied at the beginning of the experiment before eventually 
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reducing its uncertainty. In the grand-scale, these variations are not as significant compared to 

40S, 40T, and 40ST as this temperature experiment only decrease up to 96% of the initial  βCD 

intensity at best.  

 
Figure 7.5.7: Average fit curve for 31T of figure 7.5.6 with error bars and temperature markings. The error variation appears 

the largest at the beginning of the graph before stabilizing at the end of th experiment. However, this variation is low overall, 

especially when considering that intensity only varied around the 90%-values when comparing the intensity value of βCD with 

its initial value.  

Due to the absence of the hydrogel hydrophobicity, it means that the βCD inside the P(NIPAM) 

was never able to significantly diffuse out of the polymer network. This ties up with the 

observation on the NMR spectra before and after LCST in figure 7.4.3-7.4.5 and the MSME 

pictures in figure 7.3.3, which showed very minimal change in βCD intensity, P(NIPAM) 

intensity, and shrinkage. No significant changes were even observed at the end of the 

experiment as shown in the MSME pictures in figure 7.3.4 and the spectra comparison of all 

the temperature experiments in figure 7.4.9. These observations indicates that even if the LCST 

and VPTT were never reached, the βCD is still being diffused, but the scale of which is nothing 

substantial, especially compared to the 40T, 40ST, and 40S experiments. The temperature has 

to surpass both LCST and VPTT for any significant change in βCD intensity inside to happen. 

If the polymer structure were to collapse completely to diffuse 99% of the βCD, the temperature 

would have to be close to 40°C as previously seen in figure 7.5.2, figure 7.5.4, and figure 

7.5.5 in 40S, 40ST, and 40T respectively.  
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Overview of the combined temperature experiments 

 
Table 7.5.8: Overview of the time dependence of 40S and 40ST with respect to the normalized βCD intensity. The 40S 

experiment is represented by the red curve, whilst the blue shows the curve for 40ST, which was the slow-heating and 

temperature-jump hybrid experiment. Each of the temperature experiments’ temperature markings and error bars are also 

placed in the figure.  

Figure 7.5.8 shows the overview comparison between the average fit curves of 40S(red) and 

40ST (blue). Their LCST, VPTT and temperature stamps were marked in the figure above. 

Due to the temperature jump nature of 40ST after incubating the sample at 25°C, it does end 

up reaching the LCST and VPTT temperatures first before 40S as described also by table 7.2.1, 

thus the hydrogel at 40ST experience a steep decrease of the βCD intensity earlier than 40S. 

For comparison, refer to the point with the 37.4°C marking in 40ST and the 36.2°C marking 

for 40S. Both are found around the same βCD intensity value with the 40S data point having a 

slightly higher I/I0 value than 40ST. However, the 40ST data point is obtained after 25 minutes, 

whilst the 40S data point obtained it after 60 minutes. Notice also how 40S had more data 

recordings prior to the steep decline in intensity, where the βCD intensities decreased up to 

96% of the initial βCD intensity before LCST. Overall, both 40S and 40ST shows similar 

gradual decrease pattern, becoming slightly larger as it approaches the LCST of 32°C and 
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eventually steeply decreasing the amount of βCD inside the hydrogel voxel after VPTT of 

34°C.  

 

At the end of the stark decline of βCD intensity, a low and gradual decreasing plateau is 

established for both temperature experiments, where βCD intensities started at 8% for 40ST 

and 6% for 40S. At this point, the temperature is already very close to 40°C w for both 

temperature experiments, and the intensities gradually decrease further. These findings were 

supported by the spectral comparisons before and after the vital transition temperatures, as well 

as the MSME findings from each of their respective temperature experiments. All observations 

support showing substantial shrinkage near 40°C and the phase transition of P(NIPAM) 

coinciding with the transition temperatures as shown by both the spectral comparisons 

described in the previous section and the βCD graphs in this current section. When reaching 

VPTT, the concentration of βCD begin to decrease sharply as it approaches 40°C. 

 
Figure 7.5.9: Overview of the time dependence of 40ST, 40T, and 31T with respect to the normalized βCD intensity. The 40T 

experiment is represented by the violet curve, whilst the blue shows the curve for 40ST, which was the slow-heating and 

temperature-jump hybrid example. The 31T temperature experiment is marked with the green curve. The temperature markings 

for 40ST and 40T are shown. The error bars for 40T and 40ST are also shown.  

Figure 7.5.9 shows the overview comparison between the samples from 40T (purple), 31T 

(green) and 40ST (blue). The LCST, VPTT and temperature stamps are  marked and described 

25°C

37.4°C

39.52°C39.4°C

40.2°C
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220

β
C

D
 in

te
n

si
ty

 (
I/

I 0
)

Time [min]

Time dependence of 40T's, 40ST's, and 31T's βCD intensity in 
the gel

40ST 40T 31T

LCST(32°C)

VPTT(34°C)



Page 119 

 

for 40ST and 40T. The 31T’s temperature marks were left out as it never went beyond the 

transition temperatures. As stated in table 7.2.1, 31T reaches 31°C when t=25 minutes. When 

compared to the other temperature-jump experiments, the change in βCD intensity overtime 

never goes lower than 96%. Instead, it fluctuates around the 90’s. This reflects well with its 

MSME pictures and the spectra comparison and before and after VPTT as no significant 

changed occurred, regardless of the duration. The extreme opposite of 31T is the 40T 

experiment, and that temperature experiment shows the most rapid shrinkage for the 

P(NIPAM) as shown its MSME pictures in figure 7.3.8. As mentioned previously, the hydrogel 

in the 40T experiment has already surpassed VPTT by the 1st recording, thus the trend shows 

an immediate sharp decrease after 10 minutes. The second fastest shrinkage occurred for the 

40ST hydrogel as it does attain the transition temperatures faster than 40S, but not as fast as 

40T. Consequently, its sharp decline only began right after the 18-minute mark. All the 

temperature experiments adhered to the spectra comparisons of P(NIPAM) and βCD, as well 

as with their MSME pictures. It also adheres well with the A/A0 analysis against time done 

attachment 4 [4], sharing almost the same pattern of decrease, where it showed that the 

hydrogels with the most rapid shrinkage were those that were exposed 40°C longer. With this 

in mind, this coincides with the observed pattern discussed here as 40S had latest shrinkage 

and release of βCD, followed by 40ST, and finally by 40T. 
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(7.6) Quantitative analysis of βCD release outside of the gel using STEAM 
When analyzing the reaction inside the gel after VPTT, it is pertinent to monitor the outside 

part of the hydrogel to see if the concentration of βCD indeed increases. Figure 7.6.1 shows a 

spectra comparison for the 1st experiment run at 40S (blue) and the last experiment run(red) at 

the 6mm voxel above the hydrogel interface. Clearly, the spectra shows a relatively strong peak 

increase for the βCD signals. Couple this observation with the findings for the quantitative 

analysis inside the hydrogel, where the βCD intensity decrease after VPTT, the increase of 

βCD at the 2mm and 6mm voxels can be expected to increase or correlate with similar timings 

as the voxels inside the hydrogel. 

 

Figure 7.6.1: Spectra comparison of the 1st 6mm voxel experiment and the last 6mm voxel experiment for 40S, where the red 
spectrum represents the last experiment whilst the blue spectrum represents the very first experiment. There is an increase of 
βCD signals overtime as a result of diffusion. 
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40S  

 
Figure 7.6.2: Time dependence of the normalized βCD intensity at the 6mm outside the gel. Parallel 1’s curve is blue and 

parallel 2’s curve is red. The temperature markings are shown in the graph, which were obtained from 40S’s temperature-

time correlation curve in figure 7.2.2. 

Figure 7.6.2 and figure 7.6.3 shows the 1st parallel (blue) and 2nd parallel(red) for 40S’s release 

of βCD at the 6mm voxel and 2mm voxel above the 0mm hydrogel interface. Both parallels 

from each of the voxels show similarities in their curve patterns, but there is some variance on 

the timing of some of these points at the 6mm voxel in figure 7.6.2. Despite this variance, both 

figures do show a general increase of βCD, particularly after VPTT. The increase becomes 

sharper after reaching 40°C, especially for the 2mm voxel. Combining the parallels from both 

the 2mm voxel graph and the 6mm voxel graphs yields figure 7.6.4. 
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Table 7.6.3: Time dependence of the normalized βCD intensity at the 2mm voxel outside the gel. Parallel 1’s curve is blue and 

parallel 2’s curve is red. The temperature markings are shown in the graph that were from 40S temperature-time correlation 

curve in  figure 7.2.2 

Before LCST, both voxels show minimal change in βCD intensity increase as what was 

previously seen in the βCD intensity graphs inside the gel(figure 7.5.2), as well as the spectra 

comparison before and after LCST in figure 7.4.1 and figure 7.4.2. The last data points before 

reaching LCST show that the 2mm voxel has 122% of the initial βCD intensity whilst the 6mm 

voxel has 142%. Both values are close to one another, but this changes gradually after LCST 

and VPTT. After VPTT, both βCD intensities for the 6mm and 2mm voxels begin to show 

disparity with the 2mm voxel showing a stronger intensity trend. After reaching 40°C, the βCD 

intensity for the 2mm voxel is 212% of the initial βCD intensity, whilst the 6mm voxel has 

144% of the initial βCD intensity. So far, changes are more apparent to the 2mm voxel, which 

is no surprise since it is closer to the 0mm interface of the hydrogel.  
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Figure 7.6.4: Average fit curves for the 2mm and 6mm voxels of both parallel 1 and 2. The averages fits are based on figure 

7.6.2 and figure 7.6.3. The orange curve represents the 2mm voxel, whilst the 6mm voxel is represented by the blue curve. 

Their temperature markings are included based from the temperature-time correlation curve. There is also minimal variation 

overall in the graph, but it is noted that variance is a relatively higher for the 6mm voxel, especially at the later stages of the 

experiment. Both curves a general increase in βCD with the 2mm voxel showing a higher increase, especially after 40°C.This 

correlate well with the previous observations for the MSME pictures, spectra comparison at the transition temperatures, as 

well as the graphs analyzing βCD inside the hydrogel.  

Consequently, this disparity in βCD intensity becomes more extensive as time progresses after 

40°C is achieved. By this point, the MSME pictures for 40S showed that the hydrogel has 

completely collapsed at this point when t=80 minutes. The same observation was seen in figure 

7.4.11, where the NMR spectra comparison between t=76 minutes and t=60 minutes showed 

that the signals for both P(NIPAM) and the βCD have reduced to a magnanimous degree that 

it is almost not seen in the spectra. Figure 7.5.2 also shows that the βCD inside the hydrogel 

by the 75-minute mark, has already left as indicated by its low plateau. These together coincide 

and indicate that the diffused βCD has exited the polymer network and into the release medium, 

where the voxels are positioned. As a result, βCD will continue to diffuse onto the voxels until 

the end of the experiment, with the 2mm voxel receiving a higher βCD intensity than the 6mm 

voxel. At the end of the experiment, the 2mm voxel has 835% of the initial βCD intensity and 
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the 6mm voxel has 313% of the initial βCD intensity. Both adhere to the shrinking kinetics 

expected for P(NIPAM) at the transition temperatures. 

40ST 

 
Figure 7.6.5: Time dependence of the normalized βCD intensity at the 6mm outside the gel. Parallel 1’s curve is blue and 

parallel 2’s curve is red. The temperature markings are shown in the graph that were from 40ST temperature-time correlation 

curve shown in figure 7.2.7. 

Looking at figure 7.6.5 and figure 7.6.6, the change of βCD intensity with time is visualized 

for the 6mm and 2mm voxels with two different parallels for each figure. Recalling table 7.2.1, 

the LCST and VPTT for 40ST is quickly obtained one right after the other in quick succession. 

Both voxels show the same trend seen in 40S, where minimal changes occur before VPTT. As 

soon as VPTT is reached, the increase of the βCD intensity can be observed, and it becomes 

more significant and sharper in increase as it approaches closer to 40°C. However, the variation 

between the two parallels in each voxel is more substantial than the 40S experiment. Similar 

to the 40S experiment, the timing of which the sharp increases in βCD intensity happens is 

different. For the 6mm voxel in figure 7.6.5, it occurs at t=102 minutes for parallel 2 and t=152 

minutes for parallel 1. Moreover, a plateau is seen for parallel 2 at t=117 minute with some 

minor fluctuations until the end of the experiment. This is in contrast with the continuous 

increase of parallel 1 that occurs until the end of the experiment. However, both parallels 

eventually intersect around t=180 minutes. It can also be observed in figure 7.6.5 for parallel 

2 established a plateau at t=115 minutes, which is also the same time mark where a very similar 
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pattern is seen for the 6mm voxel in figure 7.6.6. The exception here is that the 2mm voxel is 

still gradually increasing from 413% of the initial intensity of βCD to 529% when t=240 

minutes. 

 
Figure 7.6.6: Time dependence of the normalized βCD intensity at the 2mm outside the gel. Parallel 1’s curve is blue and 

parallel 2’s curve is red. The temperature markings are shown in the graph that were from 40ST temperature-time correlation 

curve shown in  figure 7.2.7. 

This extensive variation between the two parallels for the 2mm and the 6mm voxel will create 

large error bars for the average fit curve in figure 7.6.6. At the end of the experiment, 2mm 

voxel curve have a βCD intensity 659% of the initial βCD intensity, whilst the 6mm voxel has 

443% of the initial βCD intensity. Generally, the 2mm voxel curve, like the 40S trend in figure 

7.6.4, shows a higher curve than the 6mm voxel curve. Regardless of the variation, both 

parallels of the 2mm and 6mm voxels still adhere to the expected shrinking kinetics at the 

transition temperatures for P(NIPAM), achieving the sharp increases after 40°C. The trends are 

similar to 40S, but 40T’s voxels saw the sharp increase sooner at t=73 minutes whilst 40S saw 

this increase at t=79 minutes. Recalling from the MSME pictures of 40ST in figure 7.3.1, the 

gel has already shrunk on the 3rd picture, where the temperature is 39.75°C at t=37 minutes. 

This is also around the same time when βCD was at its low plateau in figure 7.5.4 inside the 

hydrogel. This means that βCD is no longer in the voxel in the gel, and thus is expected to be 

outside of the gel at a large concentration. However, there is a delay before the sharp increases 

happen for both 40ST and 40S.  
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Figure 7.6.7: Time dependence of 40ST’s normalized βCD intensity at the 2mm and 6mm voxels based from figure 7.6.5 and 

figure 7.6.6. The orange curve represents the 6mm voxel, whilst the blue curve represents the 2mm voxel. Their temperature 

markings are included based from the temperature-time correlation curve for 40ST, as well its errors bars. Similar to 40S, 

both voxel curves show a general increase, particularly after 40°C. This correlate well with the previous observations for the 

MSME pictures, spectra comparison at the transition temperatures, as well as the graphs analyzing βCD inside the hydrogel. 

In a paper done by Kaneko, he mentioned that the gradual increase of opaqueness on the gel 

indicates that polymers are experiencing a phase separation from the water molecules at the 

molecular level. These polymers layers were dense as to prevent the permeation of the encased 

water in the hydrogel interior being released outside of the polymer network. As a result of 

this, the diffusion rate becomes limited. In addition, the formation of such a dense layer is 

associated with an increase in hydrostatic internal pressure as to balance the deswelling forces. 

This increase of hydrostatic internal pressure from the aggregation of the P(NIPAM) can be 

alleviated if the entrapped water is squeezed out from the hydrogel network via bubble 

formation on the surface. These bubbles will swell overtime on the surface of the hydrogel and 

release the water through the bubble via convection. Consequently, the internal pressure 

becomes reduced, and the hydrogel reaches a shrunken, but stable state [19-23].  
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With that in mind, this means that even if the βCD reached its plateau inside the hydrogel voxel 

as shown in all the temperature experiments previously (except for 31T), this doesn’t 

necessarily mean that the βCD inside will be directly transported outside. There will be an 

expected delay for the release of the water and βCD. For this case, it was not until t=73 minutes 

before the increase in βCD intensity outside the hydrogel began for both the 2mm and 6mm 

voxels. For 40S in figure 7.6.4, it was not until t=79 minutes before the steep increase in βCD 

intensity occurred.   

40T 

 
Figure 7.6.8: Time dependence of 40T’s normalized βCD intensity at the 2mm and 6mm voxels using parallel 1’s runs. The 

2mm voxel is marked with the blue curve, whilst the 6mm voxel is marked with the orange curve. The temperature marks were 

obtained from figure 7.2.5. 

Both the 2mm and 6mm voxels in figure 7.6.8 appear to have very similar patterns, where the 

6mm voxel consistently has the higher βCD intensity throughout the entire experiment in 

comparison to the 2mm voxel. The 1st recording outside the voxel was recorded when t=17 

minutes. In addition, overall, the trend appears for the 2mm and 6mm voxels are only varying 

between 80%-130% of the initial βCD intensity, which is contrasting of  what was seen in 40S 

(figure 7.6.4) and 40ST(figure 7.6.7), where the βCD intensities for the 2mm and 6 mm voxels 

increased beyond the percentage interval given for 40T. Looking at the 1st point in figure 7.6.8, 

the temperature is at 38°C already, so VPTT has already been surpassed, and the sample is just 
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2°C away from 40°C. LCST and VPTT were obtained at t=4 minutes and t=5 minutes 

according to table 7.2.1. 40°C is also reached in 24 minutes.  

 

Consequently, phase transition was already in progress. The MSME pictures in figure 7.3.7 

shows that at t=19 minutes, the gel already has noticeable shrinkage and opaqueness. Referring 

to the spectra comparisons as the sample approaches close to 40°C in figure 7.4.11, the signals 

for both βCD and P(NIPAM) quickly disappear, even more so for a temperature-jump 

experiment. As a result of this rapid temperature experiment, reaching these transition 

temperatures will rapidly lead to the degradation of the polymer network, as well as the release 

of βCD inside the hydrogel. Figure 7.5.5 coheres well with figure 7.6.8 where data recordings 

after VPTT already shows significant βCD loss inside the hydrogel. At t=20 minutes, only 6% 

of the initial βCD concentration remained and a plateau was established at this point. These 

together can explain why the variation in βCD intensity for 40T is low, especially compared to 

40ST, which is also a temperature-jump hybrid experiment. For reference, the last βCD 

intensities for the 2mm voxel and 6mm voxel for 40T is 125% and 100% of the initial βCD 

intensity.  

31T 

 
Figure 7.6.9: Time dependence of the normalized βCD intensity at the 2mm outside the gel for 31T. Parallel 1’s curve is blue 

and parallel 2’s curve is red. The temperature markings are shown in the graph that were from 40ST temperature-time 

correlation curve shown in figure 7.2.9. 
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Figure 7.6.10: Time dependence of the normalized βCD intensity at the 6mm outside the gel for 31T. Parallel 1’s curve is blue 

and parallel 2’s curve is red. The temperature markings are shown in the graph that were from 40ST temperature-time 

correlation curve shown in figure 7.2.9. 

Figure 7.6.9 and figure 7.6.10 shows the 2mm and 6mm voxel parallels respectively. Both 

show some variation. For the 2mm voxels, the variation is the highest in the middle of the 

graph. Moreover, parallel 2 for the 2mm has less points than parallel 1 due to poor water 

suppression during the 1st hour of the experiment. Regardless of the optimization, the βCD 

intensity values were always negative. They had to be excluded in figure 7.6.9. With regards 

to the 6mm voxel, water suppression was sufficient enough to obtain positive βCD intensity 

values, and it showed the same general trend as the 2mm voxel, where the βCD intensity values 

were increase with time, even though the temperature never surpassed LCST or VPTT. The 

increase, however, is not large. Combining the parallels together yields the average fit curve 

for 31T’s 2mm and 6mm voxels for better visualization.  

 

The curves for the 2mm and 6mm voxels in figure 7.6.11 appear to have a relatively similar 

pattern. After reaching 31°C, both curves show an increasing pattern for the βCD intensity with 

some occasional decrease along the way. A majority of the time in the experiment, the 6mm 

voxel had a relatively higher βCD concentration than the 2mm voxel. At the end of the 

experiment, the 6mm voxel attained 189% of the initial βCD intensity, whilst the 2mm voxel 

had 176% of the initial βCD concentration. This temperature experiment showcases a similar 
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observation seen in 40T, in which the interval of increase for βCD outside the gel is low. 

However, the reason for 31T’s low βCD intensity change compared to 40ST and 40S is that 

the hydrogel never went pass the transition temperatures, so a significant portion of the βCD is 

still within the interior of the hydrogel. This is the opposite of what happened in the 40T 

experiment where the 1st data recorded was already beyond LCST and VPTT due to the rapid 

nature of the temperature jump.  

 
Figure 7.6.11: Time dependence of 31T’s normalized βCD intensity at the 2mm and 6mm voxels outside the hydrogel. The 

6mm voxel is represented by the blue curve, whilst the 2mm curve is represented by the 2mm voxel. Their temperature markings 

are included based on the temperature-time correlation curve for 31T, as well its errors bars. This correlate well with the 

previous observations for the MSME pictures, spectra comparison at the transition temperatures, as well as the graphs 

analyzing βCD inside the hydrogel. 

To support the findings of figure 7.6.11, the MSME pictures of 31T in figure 7.3.3 and figure 

7.3.4 showed very minimal change. Significant changes in the peak intensity for P(NIPAM) 

and βCD are only seen above VPTT and LCST as shown in the spectra comparison in figure 

7.4.3. Figure 7.5.7 also shows that the change in βCD is minimal inside the hydrogel voxel, 

never going beyond 96% of the initial βCD intensity. All in all, the observations made for 

figure 7.6.11 coincides with the mentioned observations, which all indicated minimal change 

both inside the hydrogel and outside the hydrogel, especially when compared to 40T, 40ST, 

and 40S.  

 

0

0.5

1

1.5

2

2.5

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200

β
C

D
 in

te
n

si
ty

 (
I/

I 0
)

Time [min]

Time dependence of 31T's normalized βCD intensity for the 
2mm and 6mm voxel

31T 6mm voxel

31T 2mm voxel

31°C



Page 131 

 

Overview of the combined temperature experiments 

 
Figure 7.6.12: Comparison between the 2mm and 6mm voxels of 40ST and 40S. The orange curves represents the 2mm voxels, 

whilst the blue represents the 6mm voxels. The triangle data points and dashed lines represents the 40ST sample. The circle 

data points with the dotted curve represents the 40S sample. The red temperature markings are for 40S, whilst the black 

markings are for 40ST 

Figure 7.6.12 shows an overview of the 2mm and 6mm voxels for both 40S and 40ST. The 

2mm voxels are consistently showcase a higher βCD intensity after their designated VPTT 

mentioned in table 7.2.1. Both temperature experiments show a high degree of similarity with 

their increase trend, but the increase in the βCD intensity happened sooner for 40ST, which 

reflects its temperature-jump nature. Eventually the 40S curve catches up begins to have a 
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higher βCD change than 40ST for the 2mm voxels. When looking at the 6mm voxels, both 

experiments appeared to have an identical pattern before the 40S experiment overtakes the 

40ST curve. At the end of the experiment, the 40ST 6mm voxel achieved 443% of the initial 

βCD intensity, and the 40S 6mm voxel achieved 313% of the initial βCD intensity. For the 

2mm voxels, the 40S experiment ended up with 835% of the initial βCD intensity. Both 

temperature experiments adhering to their respective observations from the previous sections 

and shrinking kinetics.  

 

Combining all the temperature jump experiments in figure 7.6.13 shows how the 40ST curves 

dominate the graph, showing a significant increase in βCD up to 659% and 443% of the initial 

βCD intensity by the end of the experiment for both the 2mm voxel and 6mm voxel. The 31T 

sample showed higher βCD increase with time compared to 40T, but only because 31T 

approaches 1°C before LCST, so some diffusion of βCD does occur, but only minimal diffusion 

as shown in its hydrogel voxel. Compare this to the 40T hydrogel where it has surpassed VPTT 

at the 1st point, and it is just a few degrees away from 40°C, thus a significant portion of the 

βCD has already left. This explains why its change is minimal, where both the 2mm and 6mm 

never even reached 200% of the initial βCD intensity, even though 31T managed to reach that 

increase, despite never increasing beyond LCST.  

 

Overall, the temperature experiments provide a good visualization of the βCD increase with 

time and temperature. They all agree with the MSME pictures, spectral comparisons, as well 

as the βCD graphs inside the hydrogel. However, improvements must be made to counteract 

the large standard deviations observed in some of the experiments, particularly for the 40ST 

and 31T temperature. More parallels could be done for all the experiments, and the time stamps 

could be made more uniform to reduce the uncertainty on the time gap and the fluctuations of 

the βCD intensity at a given time. For 40T, the experiment protocol would have to be optimized 

to able to record at a quicker time mark, but this can be difficult to achieve as the LCST and 

VPTT are achieved in short succession at t=5-6 minutes.  
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Figure 7.6.13: Comparison between the 2mm and 6mm voxels of 40ST, 40T, and 31T. The orange curves represent the 2mm 
voxels, whilst the blue represents the 6mm voxels. The triangle data points and dashed lines represents the 40ST sample. The 
circle data points with the dotted curve represents the 31T sample. The curve with dashed lines and square data points 
represents the 40T experiment. The temperature markings for 40ST is shown. For the 31T and the 40T temperature 
experiments, their temperature marks are left out as their first point is already close to their max temperature, 31°C and 
40°C respectively. 
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(7.7) Diffusion of ΒCD and water references 

Pure bulk water self-diffusion references(D0)  

Table 7.7.1: D0 values of pure distilled water measured at different temperatures 

from [4] 

Temperature [°C] Diffusion coefficient of pure distilled water [m2-s1] 

25 2.29 ±0.07×10-9 

31 2.70 ±0.02×10-9 

38 2.84 ±0.04×10-9 

40 3.27 ±0.04×10-9 

 

Table 7.7.2: Measured D0 reference values of pure super-distilled water at 

different temperatures with deviation calculations from [4] 

Temperature 

[°C] 

Diffusion coefficient of pure super-

distilled water [m2-s1] 

Deviation from the [4] D0 

values [%] 

25 1.81 ±0.06×10-9 21.17 

31 2.14 ±0.09×10-9 20.62 

35 2.34 ±0.1×10-9 - 

38 2.66 ±0.1×10-9 17.67 

40 2.61 ±0.1×10-9 20.13 

 

Table 7.7.1 was obtained from [4]. The D0 values seen in table 7.7.1 increased with 

temperature, and their uncertainties were minimal. A similar pattern was observed for table 

7.7.2 right until the last data point at 40°C, where it decreased. Moreover, the uncertainties at 

table 7.7.2 increased slightly. The largest value of the D0 was found at 40°C in table 7.7.1, but 

it was found at 38°C for table 7.7.2. This is peculiar as the self-diffusion coefficient is expected 

to increase with higher temperatures due to the higher mobility of molecules. Ergo 38°C was 

marked in red in table 7.7.2 as it can be a potential outlier. Looking pass the potential outlier 

at 38°C in table 7.7.2, it can also be observed that there are variations between the respective 

temperatures their D0 values, and this can be due to the usage of different types of water. For 

this experiment, pure super-distilled water was used, but in [4], the experiment used pure 

distilled water. The values obtained in table 7.7.1 were generally higher. Their deviations from 

the D0 values compared to this experiment are listed in table 7.7.2 except for 35°C. The 38°C 

row is marked in red to signal a potential deviation seen in figure 7.7.1. This can be potentially 
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due to the gradient strength for the diffusion experiment was not calibrated. Diffusion MRI is 

sensitive to poorly calibrated gradients as diffusion is heavily influenced by temperature, so 

this must be taken into consideration later in this subsection [25]. 

 

Figure 7.7.1: Comparison of pure distilled water used in [4] and the measured D0 values of super distilled water with their 

respective linear trends. The D0 value of both types of waters at 38°C deviated slightly from their trendlines along with the 

40°C measurement for distilled water on the blue curve. The red dot represents the slightly deviating value from this 

experiment at 38°C. On the other hand, both show an increasing trend in D0 as temperature increases, which is what is 

expected as more molecules are given more energy.  

Figure 7.7.1 shows the graphical representation of the D0 increase with temperature for both 

distilled and super-distilled water. Most of the points had a very good fit with respect to their 

linear trends, but some points like the 38°C and 40°C temperature marks from the blue curve 

,and the 38°C temperature mark for the orange curve deviated slightly from their linear trends. 

These are considered further when looking at the D0 values of βCD in the gel. Despite these 

slight deviations, both trends show an increasing pattern for D0 with higher temperatures. This 

coincides with the temperature factor that can affect the diffusion kinetics. Higher temperatures 

lead to more molecules having more kinetic energy, thus have a higher diffusivity. 
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D0 of 80:20 D2O/super-distilled water (SDH2O) with βCD reference values 

Table 7.7.3: Bulk 80:20 D2O/SDH2O and βCD D0 values measured at different 

temperatures  

Temperature [°C] D0 of water [m2s-1] D0 of βCD [m2s-1] [7 points] 

25 1.6482 ±0.05×10-9 4.0384 ±0.2×10-10 

31 1.7634 ±0.05×10-9 5.2858 ±0.5× 10-10 

35 1.8164 ±0.06×10-9 5.5618 ±0.6×10-10 

38 1.9044 ±0.06×10-9 7.7113 ±1.5×10-10 

40 2.0496 ±0.06×10-9 7.9395±1.2×10-10 

 

 

Figure 7.7.2: The 80:20 D2O and SDH2O D0 values are plotted against temperature. The standard deviation is shown on the y-

axis values, which are based on table 7.7.3’s values. The linear function for the water mixture is y=0.0241(x)+1.0212. 

The D0 values for the 80:20 D2O/SDH2O mixture with βCD is shown in table 7.7.3. The 

uncertainties for the water mixture are around 0.05×10-9 – 0.06×10-9. The trend corresponds 

well with diffusion kinetics, showing an increase in D0 as temperature increases similar with 

the other water references in figure 7.7.3. 
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Figure 7.7.3: Overview of the self-diffusion of different types of water. All the curves show an increasing self-diffusion 

coefficient with temperature, with the pure distilled water showing the highest trend, whilst the 80:20 D2O/SDH2O shows the 

lowest curve.  

When comparing the water D0 values with temperature as shown in figure 7.7.3, it can be seen 

that the 80:20 D2O/SDH2O have the lowest curve compared to the distilled water reference 

from [4], as well as the pure super distilled water. All the curves are increasing with 

temperature. The same behavior can be seen for the βCD, but uncertainty is higher, particularly 

at the higher temperatures like 38°C and 40°C.The diffusion of the βCD is also lower compared 

to water, which is expected as βCD is a large molecule compared to water. Its large size makes 

it so that the movement of these βCD molecules will be slow.  It is also noted that the values 

of the D2O/SDH2O mixture have the lowest D0-value at every temperature mark compared to 

the distilled water reference from [4] and the pure distilled water. This can most like be due to 

D2O being heavier and have stronger intermolecular forces compared to distilled and super 

distilled water. Stronger intermolecular forces make the liquid more viscous, thus making it so 

that the self-diffusion of the 80:20 D2O/SDH2O mixture being the lowest. This is supported by 

a paper done by Hardy et al, which shows the distilled water having lower absolute viscosity 

compared to pure deuterium oxide from 20°C→120°C (see attachment 7). The units Hardy 

used were in centipoises, so 1 centipois=0.001 Pa×s. It can also be due to the lack of gradient 
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strength calibration, which can lead to lower diffusion as it can leave the b-factor in equation 

3.4.2 higher than one would like, thus making the gradient strength weaker. However, it was 

mentioned earlier that the experiment did not see the need of calibration as the project aims to 

measure relative changes in diffusion (D/D0).  

 

The D0 values of βCD were increasing with temperature as shown figure 7.7.4. This trend is a 

similar finding in Erdos et al’s paper (see attachment 8) [32], which found the βCD diffusion 

to be increasing with temperature. Erdos’ Paper also found that the average number of 

hydrogen bonds for βCD decreased with increasing temperature (see attachment 9). Recalling 

the structure of P(NIPAM) and βCD, the structure of βCD, particularly its cavity can host water 

molecules through the small and large rims that act as entrance into the cavity. Due to this 

structural design, water can form hydrogen bonds with the cyclodextrin, but the average 

amount of hydrogen bonds decrease with increasing temperature as more hydrogen bonds are 

being broken down [26]. This can explain why diffusion for βCD increases with temperature. 

 

Figure 7.7.4: The βCD D0 values are plotted against temperature. The curve has the linear function y=0.2591(x)-2.6276. The 

data points have a good fit with the trendline, and uncertainties are given based on table 7.7.3. Uncertainty is at its highest 

at 38°C and 40°C.  
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With that in mind, the explanation for the D0 trend is supported by [26,27-29], which showed 

that solute-solvent interactions with hydrogen bonding affected diffusion of the solute in a 

solvent by slowing the diffusion process. Tominga et al found the polar cyclohexanol diffusing 

slower in alcohol than it did in cyclohexane due to the formation of a solute hydrogen bond 

with the solvent [28]. Chen and Chan also found that solutes that were able to form hydrogen 

bonds diffused slower than non-associated solutes. Moreover, they concluded that the 

retardation of diffusion was equivalent to an increase in the equivalent van der Waals volume 

of a hydrogen bonding solute. Chen also stated that solutes large than the solvent molecules 

can effectively pick up the smaller solvent molecules and diffuse as a complex [29]. 

Simulations from Lu et al supports these findings as it predicted slower diffusion coefficients 

for a solute that interacts in an attractive manner with the solvent but becomes faster if the 

forces are repulsive in nature between the solvent and solute [27]. In this case, the higher 

temperatures will break down more hydrogen bonds between the βCD cavity and the water 

solvent, which will allow the βCD to increase its movement, thus the D0 values increase. 

Recalling the trend for water in figure 7.7.2 and the βCD in figure 7.7.4, the D0 values 

consistently increased with higher temperatures.  

 

Figure 7.7.5: Comparison of 9.5mM βCD with 8mM βCD. The 9.5mM βCD was the concentration used for this experiment, 

whilst the 8mM βCD is from [31]. There is a clear disparity between the two curves. Higher concentrations of βCD are 

expected to have lower self-diffusion coefficients, but this is the opposite pattern seen here.  
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Taking reference from Paduano et al’s paper [30] and Shrot et al’s paper [31], their 

experimental values are used to compare this project’s results at the 25°C, 35°C, and 40°C 

approximately. The solvents used for their βCDs were bi-distilled.  Focusing on the 

concentration near this project’s concentration of 9.5mM, we can extrapolate the trend 

observed in both [30] and [31]. In [30], the table shows 𝐶̅ or concentration, particularly at 

0.00994M(9.94mM), the diffusion is 0.3125×10-9 cm2s-1 at 25°C (3.125×10-10 m2s-1)(see 

attachment 10). From [31], the 𝑐̅ or concentration around 0.008M(8mM), which was the 

closest concentration this project’s βCD concentration, showed diffusion coefficients at 

298.15K(25°C), 308.15K(35°C), and 312.15K(39°C). The paper from [31] showed that 

increasing concentration of the βCD led to the slight decrease of βCD. With that in mind, the 

self-diffusion coefficients were 3.18×10-10 m2s-1,4.23×10-10m2s-1, and 4.53×10-10 m2s-1 

respectively. Erdos et al’s paper also shows that free βCD in water at 298.15K is 3.50×1010 

m2s-1[32]. Comparing these reference diffusion coefficients with the experiment’s data in table 

7.7.3, there is a clear disparity, especially around the higher temperatures of 35°C and 40°C, 

where the experiments D0 values jumped substantially. This is shown in figure 7.7.5. It is worth 

just noting, but it is also pertinent that both [30] and [31] did not use MRI to measure diffusion, 

so comparisons must be taken with caution.  

 

At 35°C for example, the experiment’s D0 value is 5.56×10-10m2s-1, whilst the reference value 

from [31] obtained 4.53×10-10m2s-1. The D0 value at 25°C for [31] was 3.125×10-10m2s-1, but 

the value obtained for this experiment is 4.04×10-10 m2s-1, so it is higher than expected. Despite 

this project’s experiment using a slightly lower βCD concentration than the concentration used 

in [30], attachment 10 does show that a lower 𝐶̅ should lead to a higher βCD, thus the obtained 

D0 values seen in table 7.7.3 are higher than actually expected when compared to other 

reference values. This indicates that the references for this experiment were not correct 

according to previous literature, thus indicating a potential systematic error for the diffusion 

experiment. The cross referencing of this experiment’s data with literature studies supports the 

consequence of lacking to calibrate the gradient strength for diffusion as the main factor to the 

value disparity between the experiment’s data and the literature’s data. This will be discussed 

further in the next sub-section (improvements and considerations). Despite this, the linear 

functions for both βCD and water in figure 7.7.4 and figure 7.7.2 respectively are used moving 

on in determining the D0 to be compared with the D-values of 40S, 40ST, 40T, and 31T.  
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(7.8) Qualitative analysis of βCD diffusion inside the hydrogel  

40S 

 
Figure 7.8.1: Time dependence of the normalized βCD self-diffusion coefficient of 40S parallel 1 and parallel 2, where the 

blue curve represents the 1st parallel, whilst the orange curve represents the 2nd parallel. LCST and VPTT markings are also 

presented.  

 
Figure 7.8.2: The average fit curve of figure 7.8.1 with the time. The temperature markings are labelled, and the curve has 

their error bars. The error bars for the 1st two data points appear large on the y-axis of the experiment, but it decreased 

substantially after some time. This gives rise of concern on whether the diffusion data at the beginning of the graph are stable.  
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Figure 7.8.1 showcases the D/D0 trend with time for the 40S or slow-heating experiment. It 

can be seen that both trends are relatively identical with parallel 1 being slightly higher at the 

beginning until switching with parallel 2 right before LCST. Parallel 2’s curve begins at D/D0, 

indicates that movement of the βCD molecules inside the hydrogel is equal to the supposed 

free βCD D0 value. On the other hand, parallel 1 starts off at D/D0=1.3, so the self-diffusion is 

higher inside the hydrogel than the free βCD. There is clear variation for both parallels, but 

they minimize the gap at the higher temperatures. At the end of the experiment when t= 55 

minutes, both end up at 0.8 after VPTT. After this point, there is no more detected βCD signals 

for the MEGA PRESS to analyze. Combining both parallels gives the average fit curve for 40S 

in figure 7.8.2. 

 

Looking at the average fit curve in figure 7.8.2, the variations seen between parallel 1 and 

parallel 2 are apparent, especially at the beginning of the experiment. The high initial D/D0 

indicates that βCD is not being restricted in its movement inside the polymer network. It is 

passively diffusing its molecules out to the medium gradually. This was observed in figure 

7.5.2, where some βCD was seen to be decreasing in concentration little by little. The 2mm 

and 6mm voxels of the 40S experiment in figure 7.6.4 shows a similar behavior, but it shows 

a small gradual increase of βCD outside the gel as it approaches LCST. Increasing the 

temperature decreases the D/D0 to 0.78 when t=40 minutes. Even after reaching VPTT at t=55 

minutes, the D/D0 remains relatively unchanged, being around 0.80. This transition from a high 

D/D0 to a low D/D0 indicates a reduction of the βCD mobility inside the hydrogel as a result of 

shrinkage. The reduction of the polymer network size can cause it to reduce its mesh size and 

further restrict the diffusion of the βCD. 

 

The lack of mobility is due to the degree of swelling in the gel decreasing correspondingly with 

temperature (see attachment 11). According to Tanaka et al’s paper, the degree of swelling 

for P(NIPAM) decrease when temperature was increased from 20°C→30°C, and a transitional 

decrease was observed when the temperature was between 33-34°C. While the swelling 

decreased for the P(NIPAM), the diffusion of the water (HDO) increased (see attachment 12). 

However, this increase for the HDO(see attachment 13) only increased up to 34°C (via 

heating) before transitionally decreasing beyond VPTT. This decrease in diffusion led to 

broader signals being observed as a result of water molecules being caught up by the polymer 

networks, which are formed by the physical crosslinking at VPTT [33]. These results by 

Tanaka et al coincides with the results from Kaneko et al’s paper, where he observed broadened 
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Figure 7.8.3: Signal graph of βCD at 25°C between 3.4ppm and 4.2ppm during the MEGA-PRESS sequence. This was taken 

as a reference run before temperature change. The signals of βCD, H2-H5 were all detected, and the b-values for each signal 

could be compared. The curve at the very bottom shows almost no signal due to the strong z-gradient as the strength here was 

50%. It was excluded during the analysis as there is almost no signal detected. J-modulation is also present as some signals 

are inverted.  

peaks at higher temperatures and characterized dense layers that limited diffusion when 

temperature was increased [22]. A paper done by Griffith et al found a similar pattern, but he 

described the increase as being consistent, where the water self-diffusion coefficient increased 

from 24°C →56°C in the P(NIPAM) microgel system [4,35-37]. 

 

With these in mind, the decrease in D/D0 for βCD can be associated with the shrinkage of the 

P(NIPAM) as it reduces the mesh size, which also slows the down the movement of βCD inside 

the hydrogel. A smaller mesh size coupled with a large molecule like βCD will lead to restricted 

movement as the small mesh sizes of the polymer network will act as physical obstructions.  It 

shows the opposite trend seen Tanaka et al’s paper for water due to the sheer size of βCD being 

not able to move as freely as the smaller water molecule, thus an increase in temperature up to 

VPTT will mean βCD will have limited movement inside the hydrogel network. However, 

given the lack of data points after VPTT, the experiment is inconclusive after this point. It is 

possible to speculate that degradation of these polymer networks sometime after the VPTT will 

lead to a continuatual decrease in D/D0 as the physical crosslinkers present in the polymer 

network will collapse due to the coil-to-globule transition.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The lack of data points after t=55 minutes is associated with the technique itself to measure the 

D/D0 of βCD and water. Coincidentally, this is also around the same time stamp in figure 7.5.1 

H3, H5 

P2 

H2 H4 
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where the sharp decrease of βCD in the hydrogel happened. In figure 7.6.4, the increase in 

βCD can be seen to be increasing in magnitude before sharply increasing when t=79 minutes. 

With the delay of the sharp increase accounted for outside the gel, these observations support 

the significant decrease of βCD inside the hydrogel as a result of the phase transition. The loss 

of βCD inside the voxel means that the MEGA PRESS is unable to detect any signals of βCD 

after VPTT, thus no conclusion can be drawn after achieving VPTT and onward.  The data 

points after the 55-minute mark were not usable as the background noise of the sequence was 

drowning out any signal for the βCD between 3.4ppm and 4.2ppm. Couple this with the low 

concentration of the βCD that was decreasing at an increasing pace due to VPT and the long 

TE times of the MEGA-PRESS sequence, which was 68ms, the signals were virtually 

impossible to detect after VPTT. As seen in the NMR spectra comparison in figure 7.4.11, the 

significant drop in βCD intensity and P(NIPAM) happened at 76 minutes, 16 minutes after 

surpassing a VPTT at t=60 minutes. For more visualization, compare figure 7.8.3, which shows 

the signals processed in MATLAB using MEGA PRESS at the first run at 25°C, and figure 

7.8.4, which shows the signals at 38.4°C at the 70-minute mark. Figure 7.8.4 shows only noise, 

whilst figure 7.8.3 shows the clear signals for βCD.  

 

 

Figure 7.8.4: 6th data point analysis using MEGA-PRESS at 38.4°C. This was recorded 70 minutes after temperature change. 

Comparing it to figure 7.8.3, the signals of βCD are no longer clear, and only noise remained. If there is βCD left, the noise 

level is too strong for the βCD signals to detected as the TE is long, which leads to strong J-modulation effects. As a result, 

the signal sensitivity is reduced.  

Both figures have chemical shift interval from 3.4-4.2ppm. The signals of H3 and H5 were not 

included during analysis as it integrated together with P2 from the hydrogel, since the βCD is 
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inside the hydrogel. It was also taken into consideration that the signals of the βCD was 

expected to have a higher chemical shift due to the increasing temperature. For the sake of 

visualizing the loss of signal, the H3 and H5 signals were included regardless of this mix 

integration. Given these circumstances and observations, this makes MEGA-PRESS not the 

best option to measure diffusion as it suffers from J-modulation from the J-couplings due to 

the high TE-value and the usage of the strong magnetic gradients, particularly for the z-

gradient. Consequently, these factors reduce the intrinsic sensitivity, signal-to-noise ratio, 

spectral width, and resolution [33-34]. The weakening of the βCD signal intensities overtime 

due to diffusion and the effect of J-modulation is enough to prevent further recordings of data. 

This supports the notion that the diffusion graph presented is not conclusive, and it must be 

reevaluated to be attempted again with a different method, preferably with more repetitions to 

reduce the errors bars seen in figure 7.8.2. A factor that could also affect these diffusion data, 

specifically creating large variance between parallels is the water suppression. Although water 

suppression rarely did cause a problem during the experiment, it is pertinent to maintain good 

solvent suppression. If the water suppression during the run is not sufficient, this could create 

phasing problems for the water signal, thus affect the slope and the integral calculation when 

the peaks for βCD are processed in MATLAB can reduce uncertainty during integral 

calculation of the peak intensities. 

40ST and 40T 

 
Figure 7.8.5: Time dependence of the normalized βCD self-diffusion coefficient of 40ST parallel 1 and parallel 2, where the 

red curve represents the 1st parallel, whilst the blue curve represents the 2nd parallel. The LCST and VPTT markings are also 

presented. 
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Figure 7.8.6: The average fit curve of figure 7.8.8 with the time. The temperature markings are labelled, and the curve has 
their error bars. There is no error bar for the last data point as parallel 2 in figure 7.8.7 did not have any recording at the 20 
minute mark as it was recorded at the 25 minute mark. At that point, the βCD signals were no longer detected. The error bars 

at the first 2 points are minimal, especially compared to the curve in figure 7.8.2, which showed greater variance in the data 
points. However, like the 40S experiment, there are too few data points to get a good overview of the diffusion of βCD for the 
whole experiment.  

Looking at the diffusion data for 40ST in figure 7.8.5, both curves appears to have a similar 

trend of a decrease D/D0 with time and have minimal deviation. However, parallel 2 lacks a 3rd 

point due to poor water suppression. The best fit curve in figure 7.8.6 starts around D/D0=1.35, 

which is a similar observation seen in 40S as well. A higher D/D0>1 means that the βCD inside 

the hydrogel has more movement. From the few points available, it can be observed that the 

D/D0 decreased in a sharper manner for 40ST than 40S as it reached LCST and VPTT quicker 

than 40S. As the temperature for 40ST approaches LCST, the βCD passively diffuses βCD into 

the medium, but the amount its diffusing is gradual and low. These findings are supported by 

figure 7.5.4, which does show a decrease in βCD as LCST is approached in the hydrogel. The 

sharp increase occurs around t=20 minutes. The events of figure 7.5.4 is coherent with what is 

observed in figure 7.8.6. Similar to 40S, the βCD mobility is limited at VPTT due to the 

shrinkage of P(NIPAM).  

 

This shrinkage reducing the mesh size makes it more difficult for the βCD to freely move due 

to the physical crosslinkers of the hydrogel. Figure 7.6.7 does show the gradual increase of 

βCD around t=20 minutes, increasing its concentration sharply after a delay as it takes time to 
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completely degrade the P(NIPAM). For reference, figure 7.5.3 shows that at t=25 minutes, the 

voxel inside the hydrogel shows that only 59% of the initial βCD intensity remained; a 

significant drop in a short space of time, where the temperature is 37.4°C. Although figure 

7.8.6 is not conclusive, it does provide information about the reduction of mobility as 

temperature approaches VPTT. Unfortunately, there was no more available data after the 3rd 

recording as the signal for βCD was lost during the MEGA PRESS sequence, similar to what 

happened in 40S.  For reference, look at figure 7.5.4 as it shows 59% of the initial βCD 

intensity at the 25th minute mark, which is 9 minutes from the next MEGA-PRESS run at the 

34th minute mark. At this point, the βCD intensity was already around 10% of the initial βCD 

intensity value thus it makes sense that no signals were no longer detected due to the rapid 

nature of the temperature experiment.  

 

Similar to the 40S, both 40ST and 40T were not able to cover the diffusion progress of their 

experiment duration. 40ST recorded a maximum of 3 points accounting for both parallels, but 

40T had no recorded data. By the time the MEGA sequence ran for 40T, it was 17 minutes 

already in due to the long shimming time of the MEGA PRESS sequence, and the previous 

sequences before it, namely FLASH, MSME, Local shim and B0 mapping, and STEAM, were 

running before MEGA PRESS. According to figure 7.2.5, LCST was reached at 5 minutes and 

VPTT was reached between 6 minutes after inserting the sample. This is the most rapid 

temperature change, even compared to 40ST.  
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Figure 7.8.9:40T’s graph, where the b-value is plotted against the chemical shift(ppm) interval of 3.4ppm-4.2ppm. The first 

run(A) was recorded 17 minutes after sample insertion, whilst (B) was recorded after 28 minutes. The βCD signals (H2-H5) 

and the P(NIPAM) signal, P2 is shown at the top graph in (A) to show the absence of signals and the excess noise at (B).  

At the 17-minute mark, the temperature of the sample is expected to be between 38.4-39°C, so 

the phase transition has already progressed substantially for 40T, and the concentrations of 

both P(NIPAM) and βCD are expected to be short. This can be seen in figure 7.8.9(A), 

especially if one compares it to figure 7.8.3 of 40S as the signals are severely weakened that it 

is almost difficult to distinguish the βCD signals, particularly for H2-H4. The signals for H3 and 

H5 are shown here for pure visualization as it is not included during data processing because 

P2 is found at the same chemical shift as H3 and H5. A closer look at the H2 and H4 signals in 

figure 7.8.10 shows the signals have very weak intensities, which indicates that VPT has 

already occurred for a while. The subsequent run in figure 7.8.9(B) after the 17 minute mark 

(B) 

H3, H5 (A) 
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is not usable due to the noise level overpowering the βCD signals, making it virtually 

impossible to measure an accurate diffusion coefficient value from the H3 and H5 signals.  

 

 
Figure 7.8.10: A closer look into βCD’s H2 and H4 signals between 3.5ppm and 3.8ppm. The signals for βCD are almost 
drowning in noise, even at the first run, which strongly indicates that βCD concentration must be dwindling rapidly.  

It wasn’t until the last two runs at the 157th and 178th minute in which the noise level reduced 

enough for the βCD signals to be seen to some extent, but this is deemed still unacceptable as 

the H2 and H4 signals were still not as clear, and the uncertainty of the D-values were larger 

than the actual D-value itself. This can be due to the noise as it can still affect how the 

integration calculation will be processed for the βCD signals. These last two runs are shown in 

figure 7.8.11(A) and 7.8.11(B) respectively. In addition, due to the absence of majority of the 

measurements prior to the last 2 runs, no graph was made as it would be futile as it cannot 

provide any information on how diffusion occurred for the βCD over the course of 3 hours in 

a temperature jump to 40°C. This absence of signals is unavoidable in MEGA-PRESS, 

worsened by the fact that the βCD concentration is low to begin with, and as more βCD diffuses 

out, the less there is inside the hydrogel. The low sensitivity and signal detection of MEGA 

PRESS makes it inevitable that no more βCD signals can be detected after surpassing VPTT 

and the polymer network collapses, so it had the worst effect on the 40T experiment, followed 

by 40ST and 40S in that order. Therefore, the method should be revaluated or replaced in the 

future as to obtain reliable D-values of βCD with minimal uncertainty, as well as utilize a 

method that has great sensitivity or signal detection. 

H2 H4 
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Figure 7.8.11: 40T’s graph, where the b-value is plotted against the chemical shift(ppm) interval of 3.4ppm-4.2ppm. The first 

run(A) was recorded 157 minutes after sample insertion, whilst (B) was recorded after 179 minutes. The βCD signals (H2-

H5) are highlighted above to show the presence of the weak signals. Noise is still present.  

31T 
Both parallel 1 and parallel 2 from figure 7.8.12 appear to have a resembling pattern with 

regards to how D/D0 varies with time. Both parallels begin when t=16 minutes at D/D0=0.8, 

which indicates that the mobility of βCD is being limited inside the P(NIPAM). At this point, 

the temperature of the sample is expected to be 29.8°C for both parallels according to figure 

7.2.9, so the temperature is already close to the final temperature just right before LCST. 

Initially, both curves increase, but at the 3rd point, they begin to fluctuate with parallel 2 

decreasing sharper than parallel 1 at the 4th data point. At this moment, parallel 1 fluctuates up, 

whilst parallel 2 fluctuates down; lower than parallel 1. They both interchange until the end of 

the experiment, where parallel 1 achieved a D-value 68% of the D0, whilst parallel 2 have 77% 

of the initial D0. Throughout the entire duration, both parallels show a fluctuating pattern, 

increasing and decreasing at different intervals, but remaining between D/D0=0.85 at the 

highest and D/D0=0.6 at the lowest after t=60 minutes.  
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Figure 7.8.12: Time dependence of the normalized βCD self-diffusion coefficient of 31T’s parallel 1 and parallel 2, where the 

blue curve represents the 1st parallel, whilst the orange curve represents the 2nd parallel.  

The best fit curve for 31T is shown in figure 7.8.13, and the error bars show minimal deviation 

except in the middle of the graph, specifically at the 70-minute mark up to the 140-minute 

mark. On the other hand, variation is minimal when t=0-60 mins and t=140-180 mins. In 

addition, the best fit curve follows the pattern from both parallel 1 and 2, but it appears slightly 

stagnant and flat from the 60-minute mark up to the 120-minute mark. The pattern in figure 

7.8.13 almost follows the pattern seen in [4] starting at the 50-minute mark for 31T. The only 

difference being that figure 7.8.13 shows a slight gradual increase in D/D0 before sharply 

decreasing when t=47 minutes to D/D0=0.7  
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Figure 7.8.13: The average fit curve of figure 7.8.12 with the time. The temperature markings are labelled, and the curve has 

their error bars for each run. The error bars show a degree of variation, where the points from t=70 mins → t=120 mins 

showed the largest variation in the graph, with the 70-minute mark showing the largest variation out of all of them. Unlike 

40S, 40ST and 40T, 31T managed to record the diffusion data for the entire duration of the experiment. This is most likely 

being attributed to the fact that the βCD concentration remained sufficient in the hydrogel as temperature never went over 

LCST or VPTT, in which was the points where the signals of βCD were not strong enough to be detected using MEGA-PRESS.  

This slight increase in D/D0 and sharp decrease after the t=47 mins can be attributed to a slight 

gradual release of βCD from the hydrogel (figure 7.5.7) out into the 6mm and 2mm voxels 

from t=30 mins to 65 mins as shown in figure 7.6.11. Inside the hydrogel, although the βCD 

intensity remained above 96% of the initial βCD intensity, the gradual decrease up to t=60 

minutes can be observed before eventually fluctuating around 97% until the end of the 

experiment. This diffused βCD most likely diffused out into the medium as it can be seen in 

both the 2mm and 6mm voxel in figure 7.6.11, where both voxels show a general increasing 

pattern. The βCD release, however, is not significant compared to the other temperature 

experiments, and similar to what was seen for the diffusion of the hydrogel at 40S and 40ST, 

the mobility of the βCD is limited as the hydrogel is 1°C away from LCST, so some shrinking 

has occurred, but enough for the βCD to be squeezed out via coil-to-globule transition.  
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Overview of the combined temperature experiments 
An overview of temperature experiments’ diffusion curve with respect to time is shown in 

figure 7.8.14. Only 40ST and 40S start at a higher D/D0, but they decrease with time as 

temperature increases. Eventually all 3 temperature experiments stabilize around D/D0=0.8, 

which indicates limited mobility for the βCD as a result of shrinkage of P(NIPAM). When the 

temperatures go beyond VPTT, the concentration of βCD becomes too low for MEGAPRESS 

to record any signal after for 40ST and 40S. This was not a problem for 31T as it never beyond 

LCST. The trends seen all correlate to previous observations, and the reference papers support 

the notion that due to βCD’s size in the shrinking polymer network, it will have a decreasing 

self-diffusion as the mesh size decreases. The disappearance of the signals for 40S and 40ST 

are due to the expulsion of the βCD from the hydrogel after VPTT, so these observations 

support the βCD analysis of concentration change 

 

Figure 7.8.14: Overview of the average fit curves for 31T, 40ST, and 40S. The 31T experiment is represented by the red curve, 
the 40ST is represented by the blue, and the orange curve represents 40S.  

Moreover, it is also worth noting that this was the only temperature experiment that was able 

to record diffusion data for the entire experiment’s duration. The decrease of βCD 

concentration inside the gel voxel was not substantial, so the signal intensities were strong 

enough to be detected by the MEGA PRESS. This indicates that 31T never experienced any 

significant decrease in βCD concentration, which corresponds well to its findings in the βCD 
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concentration change graph, as well its MSME and spectra comparisons before and after LCST. 

Noise was also minimal, so the calculations of the βCD diffusion using their peak integrals 

were acceptable. Consequently, this makes this MEGA PRESS sequence only sufficient for 

monitoring βCD before VPT. However, for future considerations to improve the method, it 

could be suggested that a higher concentration of βCD can be used. It can also be suggested 

that a larger variety of z-gradient strengths can be used. For this experiment, the pattern was 

0,20,30, and 50% z-gradient strengths, with the last point being excluded due to the signal 

being drowned in noise as an overpowering gradient strength. Perhaps an interval of 

0,5,10,15,20,25, and 30% z-gradient strengths can be suggested as more points would reduce 

the uncertainty of the integral calculations of the βCD peaks. This was the same gradient 

strength pattern used to obtain the D0 values of βCD. However, the drawback for this would be 

then longer experiment times, so compromises will have to be made, especially for the 

temperature jump experiments.  

 

Furthermore, a STEAM sequence could be used without the MEGA modification instead to 

remove the factor J-modulation due to J-couplings and the long TE-values. The inconclusive 

nature of 40S, 40ST and 40T after VPTT due to the usage of the MEGA-PRESS has left this 

experiment much to be desired when visualizing the diffusion of βCD itself for temperatures 

higher than VPTT. Water suppression was at times a problem, which can have negative 

consequences when calculating the peak intensities of βCD. Measured were taken to minimize 

the chances of solvent suppression influencing the integration calculation, but further 

optimization with the VP attenuation can done to further improve the accuracy of the MEGA 

PRESS calculations of self-diffusion as using D2O on a mass scale can be costly.  

 

Although the trends seen so far correspond to the data obtained in and out of the gel using 

STEAM, where they all adhered to the shrinking kinetics of P(NIPAM), it would be important 

to reduce the uncertainty of the D0 values for βCD. The choice of solvent could also influence 

the results as every other literature paper used mostly distilled water, whilst this experiment 

used predominately a deuterium mixture with water (80:20 ratio). The reference values used 

the same water mixture, but with super distilled water. For better reflection, the same solvent 

should have been used, but water suppression would become a significant hurdle to overcome, 

particularly as it can potentially overshadow the signals of the βCD. Despite of these 

shortcomings, the diffusion data did partially provide information about βCD movement in the 

gel to some degree. The hydrogel and shrinking kinetics are followed in all observations as of 
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now both in a quantitative and qualitative perspective, but clearly, improvements for the future 

are needed to obtain better and more extensive data coverage. 

 

(7.9) Qualitative analysis of water diffusion inside the hydrogel  

40S 
Unlike the βCD signals during the MEGA PRESS run, the water signals (80:20 D2O/H2O) were 

present. Figure 7.9.1 shows the dependence of D/D0 against time. Both have minimal 

deviations from one another right until the 80th minute, where parallel 1 decreased and parallel 

2 increased. Both started around D/D0=0.95 and both end around D/D0=0.65-0.70. The graph 

indicates that diffusion for water decreases for parallel 1 but increase generally for parallel 2. 

These two curves are combined in figure 7.9.2 to yield the average fit curve. 

 
Figure 7.9.1: Time dependence of D/D0 for 40S. Parallel 1 is represented by the blue curve, whilst parallel 2 is represented 
by the orange curve. The transition temperatures are marked on the graph. 

Looking at the average fit curve in figure 7.9.1, some deviations can already be seen. The error 

bars are its largest from t=85-180 minutes. The curve also deviates from what other literature 

papers characterized for the diffusion of water inside the hydrogel. Tanaka et al and Griffith et 

al described the self-diffusion coefficients of water inside the hydrogel to increase with 

temperature. Tanaka specifically stated this increase should be expected until at VPTT, but this 

was not observed. Instead, it showed the opposite trend, where the D/D0 decreased before 

increasing after VPTT. Just before 40°C at t=70 minutes, the curve shows a decrease in D/D0, 
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signalling a reduction of water mobility inside the transitioning hydrogel. This decrease 

continues until t=180 minutes before increasing to D/D0=0.7. Overall, the curve does not 

appear similar to any reference papers, particularly to [4] since the 40S experiment is based off 

there. In [4], the trend showed an increase up to 38°C before decreasing once and stabilizing 

around 1.1 for D/D0. Figure 7.9.2 shows an extreme opposite, thus is deemed unreliable until 

more tests can be done to isolate the significant factor causing the deviation. However, it is 

also pertinent to consider that the general decrease seen here, especially after 40°C actually 

indicates that the water inside the gel is being restricted, most likely due to the collapsing 

polymer as mentioned by Tanaka et al in her paper [33]. Similar to the βCD, water is also being 

restricted due to the steric hindrance caused by the breakage of the polymer crosslinkers.  

 
Figure 7.9.2: Average fit curve of D/D0 against time for 40S’s water. The error bars seen in the middle of the graph is 
significant, and it is due to the large variation in D/D0 between the two parallels in figure 7.9.1. The curve shows the 
opposite curve shown in [4], which makes this figure uncertain on whether it reflects the behavior of water inside the 
hydrogel for 40S.  
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40ST 

 
Figure 7.9.3: Time dependence of D/D0 for 40ST. Parallel 1 is represented by the orange curve, whilst parallel 2 is 
represented by the blue curve. The transition temperatures are marked on the graph. 

In figure 7.9.3, parallel 1 starts at a higher D/D0 value of 1.1, whilst parallel 2 starts just under 

D/D0=0.92. Both increase in their trend from t=20 minutes after VPTT. After reaching 40°C 

both decrease until reaching D/D0=0.74 and 0.54 for parallel 1 and parallel 2 respectively. 

However, there are two potential outliers here in the curve for parallel. The two points found 

t=90 minutes and t=104 minutes are near D/D0=1.4, despite the other parallel decreasing in 

trend. Moreover, parallel 1’s curve predominantly shows its decreasing after 40°C, so these 

two can be the odd ones out of the curve. Plotting parallel 1 and parallel 2 together in figure 

7.9.4 shows the average fit curve with error bars. The largest deviations are found in the middle. 

Looking pass those two potential outliers in parallel 1, the curves for both parallel 1 and 2 are 

coherent with one another. Again, similar to what was seen in 40S, the pattern is decreasing 

only after t=107 minutes. The pattern seen here goes against the literature papers mentioned 

through out the experiment. D/D0 is expected to increase before VPTT according to Tanaka’s 

and Griffith’s findings, but here it decreases similar to 40S. Tanaka mentioned that the self-

diffusion of water should decrease only after VPTT due to the collapsing polymer network. 

However, the results in figure 7.9.3 shows that the decreased happened at a very delayed time 

mark after VPTT. Instead, the curve showed an increase even after 40°C, which is already the 
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point in which the gel has collapsed as shown in figure 7.3.1 and figure 7.3.2. However, after 

t=105 minutes, it does proceed to decrease again. Unlike βCD, water is a smaller molecule, so 

it is able to traverse the collapsed network easier than βCD for example. This could explain 

some of its fluctuations. However, more tests should be done to verify the results, as well as 

reduce uncertainty.   

 
Figure 7.9.4: Average fit curve of D/D0 against time for 40ST’s water. The error bars seen are generally low, except in the 
middle when t=87 minutes and t=107 minutes. 
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40T 

 
Figure 7.9.5: Time dependence of D/D0 for 40T. Only 1 parallel was done for 40T. The temperature marking for 40°C is 
placed in the graph.  

According to figure 7.9.5, it shows that there is an increase for D/D0 for the 40T experiment 

right up until t=40 minutes. Afterwards, the D/D0 decreases continuously until D/D0=0.6 when 

t=190 minutes. This implies that the mobility of the water is restricted already. The pattern for 

the D/D0 against time for 40T here is relatively similar to what was seen in Wisniewska’s paper 

(see attachment 13) [4], but the difference here is that the decrease seen in attachment 13 is 

that there is an increasing and decreasing fluctuation after the strong decline from D/D0=1.4 to 

0.7. In figure 7.9.5, there is no fluctuation. Instead, there is a steady decline from t=71 minutes 

at D/D0=0.9 to 0.6 when t=190 minutes. To reference the observations for 40Sand 40ST, the 

trends seen here do not correlate with previous literature papers. VPTT and LCST were already 

surpassed for 40T. According to Tanaka et al’s paper, it should be expected to see the self-

diffusion of water to increase until VPTT before it decreases. Instead, the 40T curve in figure 

7.9.5 shows that the D/D0 is increasing even after VPTT until it eventually decreased t=40 

minutes. These indicate that 40T, 40ST, and 40S are all experiencing minor increases in D/D0 

probably due to increasing temperature, but quickly drop once the hydrogel collapses. 

Recalling the MSME pictures, spectral comparisons around 40°C, and the voxel analysis 

outside the gel, they all indicated a delay in the breakage of the polymer network, which could 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200

D
/D

0

Time [min]

Time dependence of D/D0 (40ST)

40°C



Page 160 

 

explain why there is a delay in the D/D0 decrease for the water inside the gel. This is the limiting 

factor for water, and due to their small molecule size, the hydrogel would have to be very 

shrunken to be able to restrict water to the same degree it would to βCD. Hence it explains why 

it takes a long before the gradual and consistent decrease occurs for the water inside the 

collapsed hydrogel.  

31T 
 

 
Figure 7.9.6: Time dependence of D/D0 for 31T. Parallel 1 is represented by the orange curve, whilst parallel 2 is represented 

by the blue curve. The transition temperatures are marked on the graph. 
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Figure 7.9.7: Average fit curve of 31T based on figure 7.9.6 with temperature marks and error bars. Deviation between the 

parallels appear minimal. The curve also shows a general stabilization around D/D0=0.9 after t=40 minutes.  

 

31T’s trend for water in figure 7.9.6 shows minimal change and variation between the two 

parallels. The average fit curve in figure 7.9.7 highlights this lack of significant diffusion of 

water inside the gel. For reference, the D/D0 value starts at 0.87, which then increases up to 1 

just before t=40 minutes. Afterwards, the trend shows a low gradual decrease towards 0.9 

before stabilizing around this D/D0 value. This implies that the water movement is restricted 

inside, which is the same finding mentioned in Wisniewska’s paper [4]. This mimics the 

observations seen for MSME in figure 7.3.3 and figure 7.3.4, where the gel interface barely 

moved or shrunk. Moreover, this lack substantial self-diffusion change mirrors what was seen 

in figure 7.5.7, where there is no sharp dip in βCD inside the hydrogel. Although some increase 

of βCD was seen outside the hydrogel in figure 7.6.11, it was not significant, especially when 

comparing it to the 40S and 40ST curves in figure 7.6.4 and figure 7.6.7. These all correlate 

with the fact that the transition temperatures were never reached, so there are no expected 

significant changes to occur for both βCD and the water inside the hydrogel.  
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Overview of the combined temperature experiments 

 
Figure 7.9.8: The combined average fit curves for D/D0 vs time for 40S and 40ST. The red curve represents 40S, whilst 40ST 
is represented by the blue curve.  

When comparing the slow heating experiment(40S) and the hybrid slow-heating and 

temperature jump experiment (40ST), the 40S curve increases generally up until t=105 

minutes. Its increase also happens sooner than the 40S as it took t=70 minutes for the 40S curve 

to match one of the data points in 40ST. After this point, both show a decreasing pattern, with 

40S showing lower D/D0 values compared to 40ST. 40ST’s curve ends up with 0.74 at t=243 

minutes, whilst 40S’s curve ends up with 0.64 at t=219 minutes, which is also near the same 

D/D0 value with 40ST at t=228 minutes. Both curves show a declining D/D0 for a majority of 

the experiment, which implies the movement of the water molecules are being restricted, but 

there is a delay due to the time it takes to fully destroy the polymer network, enough to restrict 

the movement of small water molecules. Tanaka et al’s paper supports this with her findings 

where a decrease in diffusion occurred due to a collapsing polymer network. The timing is 

different. In particular, the 40S experiment in Wisniewska’s paper showed a different pattern, 

thus supporting the notion that the diffusion experiment must be evaluated again to validate the 

results [33]. 
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Figure 7.9.9: The combined average fit curves for D/D0 vs time for 40ST, 40S, and 31T. The orange curve represents 40t, 
whilst 40ST is represented by the blue curve. 31T is represent by the green curve. 

Both the 40ST and 40T temperature experiments shows a similar pattern with one another, with 

40T achieving a higher D/D0 at t=40 minutes compared to 40ST at the same time mark. This 

shows that the higher temperatures are increasing the water mobility. After this point, both 

decreases, particularly 40T. This sharp decrease can be similarly seen at t=107 minutes for 

40ST, so there is a delay until this happens compared to 40T. Identical to 40S, both 40ST and 

40T have low D/D0 values at the end of their experiment run. On the other hand, 31T shows 

minor changes in D/D0-value as it stabilizes around 0.9 until the end of its experiment run, 

showcasing slightly more mobility than both 40ST and 40T. 40S and 40T only showed higher 

D/D0 values than 31T until their respective sharp decreases. 31T did show a slight increase up 

to D/D0=1 around t=36 minutes before it began to gradually decrease to 0.9. This shows that 

the water molecules inside the gel are moving more freely as temperature increases, but due to 

the slight shrinkage that occurs with higher temperatures for the gel, this begins to gradually 

decrease.  

(7.9) Further considerations and improvements for future experiments 
 

Considering all observations seen as of now, both inside and out of the hydrogel at a 

microscopic and macroscopic scale, some improvements and considerations should be brought 
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up to further improve the validity and accuracy of the results. In particular, the results of the 

diffusion data have to be made more extensive and tested again as the results do not correlate 

with some of the literature work. Although some rationalizing has been made to explain the 

behavior, more tests and parallels would help validate the results. Alternative methods could 

also be considered to replace MEGA-PRESS in determining the diffusion of βCD and water 

inside the hydrogel as it suffers from long TE-values, J-modulation, and thus low sensitivity 

for signal detection. It is not an ideal method to analyze the diffusion of βCD after VPTT as it 

can no longer detect any signal after that point. The use of STEAM would potentially 

circumvent the problems by MEGA PRESS as STEAM would have not have large TE-values, 

so J-modulation is avoided. This would potentially allow the visualization of the diffusion of 

βCD even after VPTT. Aside from the diffusion data of βCD, the results obtained for βCD both 

inside and outside the hydrogel have been successful in providing a good and new insight to 

the βCD activity as P(NIPAM) transitions through LCST, VPTT, and 40°C. 

 

When it comes to water, there was not a paper that used an 80:20 D2O/H2O solvent, so this 

makes it difficult to compare and contrast. The choice of using an 80:20 D2O/H2O mixture is 

avoid water signals during the experiment. This saved time and effort from manually 

calibrating during the run. Although it is expensive to do this on a mass scale, the use of a 

D2O/H2O mixture reduced the noise and allowed for more points to be recorded with clarity. 

When it comes to the D/D0 values of water, it followed a similar pattern to βCD, where the 

trends were consistently decrease. The only exception here is that water showed delays in its 

descent in D/D0 compared to βCD. This is most likely due to its small molecule size compared 

to βCD, and the degree of degradation of the P(NIPAM) had to be high to be able to restrict 

such a small molecule. Although some parallels suffered from high standard deviations, the 

results for water are interesting, and the experiments should be repeated to validate the results.   

(8) Conclusion 
To conclude, this project has managed to provide new insight to the behavior of βCD both 

inside and outside P(NIPAM) as temperature is increased from 25°C. The MSME pictures of 

all the temperature experiments correlate and agree with the shrinking kinetics that characterize 

P(NIPAM). The pictures are supported by the spectra comparisons before and after the LCST, 

VPTT, and 40°C marking, showing what is happening inside the hydrogel while the shrinkage 

from the MSME pictures occur. Moreover, the STEAM NMR spectra of 40S, 40ST, 40T, and 

31T show how the βCD concentration sharply decreases inside the gel after VPTT as the 
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P(NIPAM) undergoes a hydrophobic transition. The process becomes accelerated as βCD is 

squeezed out faster as temperature approaches the 40°C mark. The 2mm and 6mm voxels 

showcased the same behavior, but there is a slight delay as the diffusion rate of both water and 

the βCD becomes limited due to the dense layer that prevents the permeation the gel contents 

at the molecular level, as well as restricting their movement as the polymer network eventually 

collapsed. However, more testing should be conducted to validate and improve the results, as 

well as reduce the uncertaintity of the values obtained for the water D/D0 analysis. Overall, the 

project has accomplished its goal of expanding the portfolio of both P(NIPAM), as well as 

βCD. 
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(10) Attachments 
Attachment 1: Table summarization of various diffusion models and their respective 

hydrogels [75] 

 
 

Attachment 2: βCD atomistics representation (a and b) and the incorporation of ibuprofen in 

two different orientations (c and d) [110] 
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Attachment 3 Table summarization of nuclear constitution and the nuclear spin quantum 

number [116] 

 
 

Attachment 4: Plotting A/A0 against time for (a)40T, 31T and (b) 40S with increasing 

temperature [4] 
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Attachment 5: T2/T0 progression with time and increasing temperature for P(NIPAM) at 

various temperature conditions[4]. 
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Attachment 6: Broadening effect of P(NIPAM) from a swollen state [25] 
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Attachment 7: Absolute viscosity of ordinary water vs pure deuterium oxide [77] 
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Attachment 8: Computed self-diffusion coefficients, where (b) is βCD and is set up as a 

function of temperature and P=1atm. The color coding are force fields of water. The self-

diffusion coefficients were corrected in the thermodynamic limit using the YH correction 

term(𝑫𝒔𝒆𝒍𝒇
𝒀𝑯 ) [26] 
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Attachment 9 

Average number of hydrogen bonds for αCD, βCD and γCD with water as a function of 

temperature at P=1 bar. The color symbols represent the force field of water similar to 

attachment 8 [26] 
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Attachment 10: Diffusion data from [30] using He-Ne laser light source’ 

 

 

 
 

Attachment 11: Degree of swelling of P(NIPAM) [33] 
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Attachment 11:Diffusion coefficient dependence on P(NIPAM) swelling [33] 

 
Attachment 12: Diffusion coefficient dependence on temperature for water [33] 
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Attachment 13: D/D0 against time for (a) 31T, 40T, and (b) 40S [4] 

 
 

 

 

 

 

 

 


