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Abstract

Developing novel applications in healthcare and dentistry can be challenging due
to lack of application requirements, uncertain stakeholders, and no available test
data. Such conditions exist in tooth implant dentistry, where innovative services
are needed to record and communicate data. This study investigates how man-
ually generated synthetic data can support the development and demonstration
of new services for a dental implant registry. Furthermore, other objectives are
to evaluate the usefulness of the developed services and to determine whether
the development process has contributed to improving the data model used by
a dental implant register.

To answer these objectives, we have through the use of design science method-
ology developed a high-fidelity dashboard prototype and a synthetic dataset
in parallel. The development process was carried out in iterations, involving
stakeholders as early as possible. The results indicate that the use of synthetic
data to demonstrate possible future services was an essential component of the
development process, facilitating early active participation of stakeholders. In
particular, data with some realistic qualities were the most valuable in this
process. Furthermore, the development process we used resulted in some con-
tributions to the registry’s data model, but fewer than expected. In summary,
the services we developed were deemed useful by stakeholders.

These results suggest that synthetic data generated manually, together with a
high-fidelity prototype, may contribute to involving stakeholders early in the
development process. This participation may ease the process of identifying ap-
plication requirements and engaging stakeholders, potentially producing useful
features.



Acknowledgements

First and foremost, I would like to thank my supervisors, Yngve Lamo and
Svein-Ivar Lillehaug, for their invaluable advice and guidance. Thanks should
also go to the other members of the project team, Trine Lise Lundekvam Berge,
Stein Atle Lie and Gunvor Bengtun Lygre from the Department of Clinical Den-
tistry at the University of Bergen and Norce Research, who generously provided
from their knowledge and expertise. I am also grateful to all the people who
helped me evaluate my work. Lastly, I would like to thank my family for their
encouragement and support.



Contents

Acronyms 1

1 Introduction 2
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Research Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3.1 Design science . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.2 Design science research . . . . . . . . . . . . . . . . . . . 6

1.4 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Background 10
2.1 Synthetic Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Implant dentistry . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Quality registries . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Dashboards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4.1 Types of dashboards . . . . . . . . . . . . . . . . . . . . . 14
2.4.2 Evaluation of dashboards . . . . . . . . . . . . . . . . . . 16

2.5 Quality registries and dashboards . . . . . . . . . . . . . . . . . . 16
2.5.1 Dashboards reporting quality indicators . . . . . . . . . . 18
2.5.2 Exploratory dashboards . . . . . . . . . . . . . . . . . . . 18
2.5.3 Dashboards prompting cooperation . . . . . . . . . . . . . 19

2.6 Prototyping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.6.1 Section summary . . . . . . . . . . . . . . . . . . . . . . . 22

3 Methodology 24
3.1 High-level architecture . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Development Process . . . . . . . . . . . . . . . . . . . . . . . . . 25

4 Design 31
4.1 Iteration 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.2 Iteration 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Iteration 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Iteration 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.5 Iteration 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.6 Section summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

iv



5 Implementation 56
5.1 Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Synthetic data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 The dashboard . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.3.1 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3.2 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.3 Scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.4 Adaptability . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.4 Security . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6 Final evaluation 66
6.1 System implementation . . . . . . . . . . . . . . . . . . . . . . . 66
6.2 Turing test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3 Stakeholder mapping . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.4 User Experience . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.5 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

7 Discussion 74
7.1 Synthetic data and development . . . . . . . . . . . . . . . . . . 74
7.2 The dashboard . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.3 Parallel development . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.5 Use of Design Science . . . . . . . . . . . . . . . . . . . . . . . . 84

8 Conclusion 85

9 Future Work 87

A Interview questions 89

B Stakeholder Mapping 90

C Answers 92
C.1 Statistician 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.2 Statistician 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
C.3 Researcher 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
C.4 Researcher 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
C.5 Clinician 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

D Think aloud 99
D.1 Statistician 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
D.2 Statistician 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
D.3 Researcher 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
D.4 Researcher 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
D.5 Clinician 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

E Source code 107

v



List of Figures

1.1 The research cycles that connect the different elements. From
Hevner (2007) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Four different dashboard types. The two axes display the com-
plexity of various operations. Interaction is related to the number
of user interactions, while determinability is related to the liber-
ties given to a user exploring the data. Illustration from Zhuang
et al. (2020). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 A clinical decision dashboard that summarises the performance
of treatment alternatives, giving the clinicians options to specify
the importance of specific attributes (Dolan et al., 2013). . . . . 15

2.3 An operational dashboard showing key performance indicators
for maternal-newborn care (Dunn et al., 2016). In addition, the
dashboard shows benchmarks to provide direction for practice
change. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4 An analysis page of an exploratory dashboard visualising data
sets produced at a demographic health surveillance site (Concan-
non et al., 2019). Users can add or remove visualisations and
extract key performance indicators. . . . . . . . . . . . . . . . . . 17

2.5 A tracking dashboard showing statistics regarding an emergency
department’s performance in real-time (Yoo et al., 2018). . . . . 17

2.6 Sample of the Maternal Newborn Dashboard from Reszel et al.
(2019) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.7 Sample of the outcome assessment and research support system
dashboard from Dagliati et al. (2018) . . . . . . . . . . . . . . . . 20

2.8 Show an example of the co-production module which caregivers
and patients view to facilitate cooperation and shared decision
making. The display integrates patient-reported outcomes (PRO),
clinical data, and treatment history from the quality registry.
From Oliver et al. (2019) . . . . . . . . . . . . . . . . . . . . . . . 20

3.1 Black arrows show the data flow between the high-level compo-
nents in the system. Grey arrows represent other parts of the
system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2 An overview of the activities we used in the development process 26

vi



3.3 We used this template to overview completed and new tasks each
iteration. We would place tasks on the axis for the synthetic data
set according to how they increased the data’s degree of realism.
For the dashboard, we would place features in the coordinate
system according to the outcomes determinability and required
user interaction. This placement was approximate and indicated
the complexity of a feature. . . . . . . . . . . . . . . . . . . . . . 27

4.1 Summary of the planned tasks in iteration one and how they
affected each artefact. . . . . . . . . . . . . . . . . . . . . . . . . 32

4.2 Here are the application’s features and layout at the end of it-
eration 1. Already the application has some advanced features,
where the user can select the x-axis, y-axis and facet rows and
see the result displayed as a graph. . . . . . . . . . . . . . . . . . 34

4.3 Summary of the planned tasks in iteration two and how they
affected each artefact. . . . . . . . . . . . . . . . . . . . . . . . . 36

4.4 The top image shows the landing page of the dashboard in itera-
tion 2. Both graphs display the removal reason percentage of an
implant on the y-axis, implant names along the x-axis and the
removal reasons in the facet rows. In the sidebar, the user can
drill down on particular removal reasons and implants and even
show the serial numbers of specific implants. The second image
shows an example of this selection. . . . . . . . . . . . . . . . . . 38

4.5 Here is the exploratory part of the dashboard from iteration 2.
Since iteration 1, we have given the tool increased functionality
and features. Now users can select removals or insertions, focus
on particular clinics, or combine all the data. . . . . . . . . . . . 39

4.6 Here is the analysis part of the dashboard. The user can select the
model type and dependent and independent variables. If possible,
the dashboard will display a plot alongside the summary statistics
of the model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.7 Summary of the planned tasks in iteration three and how they
affected each artefact. . . . . . . . . . . . . . . . . . . . . . . . . 42

4.8 Here is the reporting functionality added to the application. We
added two new tabs, giving the user options to generate a cus-
tomisable report and a standard report. In the screenshot, the
user can create a custom report and has added one graph. The ap-
plication displays the information concerning the selected graph
as text. The application will use the arguments to create the
chart when clicking generate. . . . . . . . . . . . . . . . . . . . . 42

4.9 Here is the time series chart, giving insights into how implants
and clinics change over time. The functionality offered by this
chart may support longitudinal studies. . . . . . . . . . . . . . . 43

4.10 Here is the simplified overview of implants. Instead of showing
all implants, we aggregated the data. Therefore, the users need
to process less information to interpret the chart. In addition,
extra clutter is removed, making the presentation more readable. 44

4.11 Summary of the planned tasks in iteration four and how they
affected each artefact. . . . . . . . . . . . . . . . . . . . . . . . . 46

4.12 Survival analysis of different implants . . . . . . . . . . . . . . . 48

vii



4.13 The survival rate after two and five years for different implants . 48
4.14 Users can now view removal reasons categorised according to sur-

vival time in years. . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.15 The explorer plot supports funnel charts, and we extracted the

clinic options to another chart. . . . . . . . . . . . . . . . . . . . 49
4.16 Information that potentially is relevant to clinics. . . . . . . . . . 50
4.17 Summary of the planned tasks in iteration five and how they

affected each artefact. . . . . . . . . . . . . . . . . . . . . . . . . 52
4.18 Advanced options are hidden by default when redirecting to a

new dashboard page. . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.19 The explorer chart has an advanced and basic options switch that

changes the chart and the number of available options. . . . . . . 53
4.20 Less focus on implant names. This chart allows users to choose a

grouping factor to compare survival rates after two time periods. 54
4.21 Summary of all the implemented features. . . . . . . . . . . . . . 55

5.1 The final version of the explorer chart feature . . . . . . . . . . . 58
5.2 The final version of the analysis feature . . . . . . . . . . . . . . 59
5.3 The final version of the survival analysis feature . . . . . . . . . . 60
5.4 The final version of the factor survival feature . . . . . . . . . . . 60
5.5 The final version of the clinic information page . . . . . . . . . . 61
5.6 The final version of the removal reason chart . . . . . . . . . . . 62
5.7 A flow diagram of a user initiating a session and interacting with

a plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6.1 A heatmap of which features the respondents deemed suitable for
various stakeholders. . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.2 The mean System Usability Scale score for all our respondents.
Scores above the dotted line indicate acceptable performance. . . 70

6.3 Load test setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.4 We selected two events from the load test with 15000 database

rows to show the variability in their completion time. . . . . . . . 72
6.5 We populated the database with 1500, 15000 and 75000 rows

of insertions and removals, and then we performed load tests
simulating 1, 4, and 16 concurrent users. A red line shows the
running time of the original script. Sessions exceeding this line
suggest an overloaded server. . . . . . . . . . . . . . . . . . . . . 73

7.1 The data requirements needed to perform user evaluations changes
throughout the design process. Typically, the first stages need
less data than the later stages in the human-centred design pro-
cess. However, the green box highlights our approach, using a
large synthetic data set to demonstrate potential features early.
This approach was feasible because the application’s novelty could
have made it challenging engaging users with conceptual ideas. . 75

7.2 Shows how the realism of the synthetic data affects its usefulness
in development and the effort of producing the synthetic data.
The highlighted areas indicate potential development usage for
synthetic data with different attributes. The points mark how
the synthetic data progressed throughout the project. . . . . . . 77

viii



List of Tables

4.1 The tasks and evaluation criteria for iteration 1 . . . . . . . . . . 31
4.2 The summarised feedback/results from iteration 1 . . . . . . . . 33
4.3 The tasks and evaluation criteria for iteration 2 . . . . . . . . . . 35
4.4 The summarised feedback/results from iteration 2 . . . . . . . . 40
4.5 The tasks and evaluation criteria for iteration 3 . . . . . . . . . . 41
4.6 The summarized feedback/results from iteration 3 . . . . . . . . 45
4.7 The tasks and evaluation criteria for iteration 4 . . . . . . . . . . 46
4.8 The summarised feedback/results from iteration 4 . . . . . . . . 51
4.9 The tasks and evaluation criteria for iteration 5 . . . . . . . . . . 51

6.1 Summary of interviews and think-alouds about the usefulness of
the application features . . . . . . . . . . . . . . . . . . . . . . . 68

6.2 Answers concerning the synthetic data . . . . . . . . . . . . . . . 69

B.1 Which features are suitable for which stakeholders? . . . . . . . . 91

C.1 Q7: Which features are suitable for which stakeholders? . . . . . 93
C.2 Q7: Which features are suitable for which stakeholders? . . . . . 94
C.3 Q7: Which features are suitable for which stakeholders? . . . . . 95
C.4 Q7: Which features are suitable for which stakeholders? . . . . . 97
C.5 Q7: Which features are suitable for which stakeholders? . . . . . 98

E.1 List of changes and additions suggested during interviews and
think-alouds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

ix



Acronyms

CDSS Clinical Decision Support System.

EHR Electronic Health Record.

HIT Health Information Technology.

MVC Model-view-controller.

ORSS Outcome Assessment and Research Support System.

PROM Patient-reported outcome measures.

SUS System Usability Scale.

UI User Interface.

1



Chapter 1

Introduction

In this chapter, we first present the significance and value of the investigation.
Subsequently, we describe the research problem in more detail before listing our
research questions and introducing the methods we use to answer them. Then
we clarify related work and describe the contribution of the project. Finally, we
outline the content and structure of the thesis.

1.1 Motivation

Health Information Technology (HIT) is recognised as a crucial factor in im-
proving the quality of care, and its use has increased in the last decade (Charles
et al., 2015; Mahajan et al., 2021). The use of HIT may transform the delivery of
care by increasing safety and effectiveness, positively affecting medical outcomes
(Kruse and Beane, 2018; Shekelle et al., 2006; Chaudhry et al., 2006). A form
of HIT that has gained popularity is clinical and quality dashboards (Dowding
et al., 2015). There are indications that this technology positively impacts pa-
tient care if implemented appropriately (Dowding et al., 2015; Khairat et al.,
2018; Oliver et al., 2019).

However, developing dashboards within healthcare is a highly complex issue
that requires careful consideration of handling, integration, and presentation
of data (Ghazisaeidi et al., 2015). Unfortunately, few projects use evaluation
as part of the design process. Instead, they perform it after the deployment
to validate the performance (Zhuang et al., 2020). In general, this issue of
delaying user involvement and evaluations appears to be recurrent in HIT (Yen
and S. Bakken, 2012). Consequently, some negative impacts usually associated
with reduced user involvement can affect these projects, such as increased costs,
undiscovered design flaws, and less relevant and usable end-products (Alvertis
et al., 2016).

Consequently, to ensure that HIT, such as dashboards, meet the needs of their
users, stakeholder participation must occur at all stages (Hartzler et al., 2015).
This participation also includes the early stages of development. In this phase,
there may be uncertain application requirements (Marinho et al., 2014) and
reluctant stakeholders unsure of the new possibilities of the HIT (e.g., Meskó
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et al. (2017)). Engaging stakeholders and obtaining feedback from them as
early as possible can mitigate some of these issues (Maqbool and Herold, 2021).
In this process, it might be beneficial to discuss more than conceptual ideas
and let users interact with a functional prototype. Involving and immersing
stakeholders is probably important, especially when the artefact emphasises
data exploration (Mannino and Abouzied, 2019; Marieke McCloskey, 2014). It
may be even more critical when novel applications are developed within a new
field. In many cases, however, this approach requires a functional prototype
populated with adequate test data. Unfortunately, there is a lack of such data
in healthcare due to privacy and legal concerns (Maqbool and Herold, 2021).
Similar fields handling patient data may face the same problem. Consequently,
it is challenging for developers to perform demonstrations and evaluations as a
part of the development process within such domains.

An option to acquire the necessary development and testing data is to use syn-
thetic data (James et al., 2021). Synthetic data implies ”data that are artificially
created/simulated” rather than being generated by actual events” (Dilmegani,
2022). Mainly, there are two strategies to generate such data. First, create data
that mimic the properties of a real data set, for example, through Generative
Adversarial Networks (Goodfellow et al., 2014). Second, develop data without
any existing data set, using publicly available information and statistics to guide
the process or define the distributions manually. A patient record generator that
uses this approach using public statistics is Synthea (Walonoski et al., 2018).

In developing novel services, actual data might not exist, leaving only the option
of generating synthetic data without any existing data set. In these cases, there
is a chance that there are no patient-record generators or the generators are
insufficient. Consequently, the developers’ only option to obtain data is to
generate them manually. This creation of variables and their distributions and
relationships can be complex, making the acquisition of test data challenging.
This challenge may cause developers to bypass early feedback and reduce the
number of demonstrations and evaluations.

Consequently, it will be valuable to gain an understanding of whether manually
generating a synthetic data set, in parallel with the development of a dashboard
prototype, can assist in the development process by engaging stakeholders. This
assistance may facilitate the identification of possible functionalities, services,
and requirements in collaboration with stakeholders. To test this approach,
we iteratively develop the synthetic data set and some possible dashboard ser-
vices, highlighting the challenges and solutions we discover along the way. The
purpose of the synthetic data set is to explore how it can contribute to and in-
fluence software development, i.e. the development of new services. The overall
goal of the dashboard is to (1) demonstrate potential new services for the fu-
ture use of quality registers by presenting possible functionality, and (2) engage
stakeholders by providing insights into new opportunities.

1.2 Problem Description

Implant dentistry is an example of a field with limited available data and oppor-
tunities for innovation. Several studies have proposed a systematic collection of
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relevant data on dental implants (e.g., a quality registry) to improve the quality
of treatment and identify implants that perform better (Klinge, Lundström, et
al., 2018; Naemi et al., 2021; Pye et al., 2009). Medical/health registers contain
individualised data related to the patient’s treatment process, and their purpose
is to continuously improve the quality of care (Quality registries 2021). Reg-
istries achieve this goal by providing researchers with aggregated data collected
at the regional and national levels in various areas of healthcare. In addition, se-
lected statistics from this data are summarised and presented in annual reports,
which highlight areas of possible improvement for hospitals and clinicians, pro-
viding them with actionable information to improve patient care (e.g., Jernberg
et al. (2014), Ludvigsson et al. (2019), Fredriksson et al. (2017), and Quality
registries (2021)). There are indications that dashboards can further enhance
the usefulness of quality registers (Dowding et al., 2015). Dashboard services
may provide faster information communication, interactive visualisations, and
analysis capabilities.

Developing and creating novel applications, such as dashboard services, within
a new field can be challenging. Currently, there are no dental implant registries,
although, the title of a recent systematic review, ”Dental implant quality reg-
istries and databases: A systematic review” (Naemi et al., 2021), might give
the impression that such registries exist. A study of this paper does, however,
uncover that the title is misleading as none of the included studies in this review
report on any quality registries. Furthermore, to our knowledge, there are no
dashboards or other services that communicate data from other types of den-
tal registries. Although there have been some attempts to assess the quality
of dental care using simple queries against electronic records (Neumann et al.,
2017), there are no such examples for dental implants. This context creates a
challenging development environment, predominantly due to three factors:

• The requirements for a dashboard are uncertain because it is the first of
its kind.

• Stakeholders are unaware of new possible user services.

• Data are not available for demonstration and evaluation.

As demonstrations and a continuous evaluation process during the development
process may assist in uncovering an application’s requirements and engaging
stakeholders, the three factors will influence each other. Therefore, acquiring a
data set to use in the process of developing a prototype may be vital to creating
a useful dashboard. As we did not discover any suitable data generation tool,
we must manually define the variables and their distributions and relationships.
Such a manual approach can be daunting for data-intensive applications that
handle many variables. As a potential solution, we propose an iterative de-
velopment process, creating two artefacts in parallel: the dashboard and the
synthetic data set. This solution can potentially simplify the task of produc-
ing the synthetic data, as it is possible to adapt it to our needs throughout
development.

In combination, these artefacts act as a high-fidelity prototype that can showcase
potential functionality to stakeholders. We reckon that this approach is ideal
for developing data-intensive applications without having access to real data
since the data necessary for computations and visualisations are created during
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development. Additionally, there may be other benefits to using this approach.
It may reveal new requirements for the system and the underlying data model
because it is possible to explore the data through the dashboard. In addition,
it can engage users who are unsure of the possibilities related to novel registry
services.

An important aspect to consider during this process is the qualities that can be
incorporated into the synthetic data. For example, a higher degree of realism
in the data may influence its usefulness in the development process.

The intriguing possibilities of a dental implant registry combined with a supple-
mentary dashboard and the challenges of developing such an application provide
the ideal context for testing our approach. Our research group just finished cre-
ating a data model for a dental implant registry (V̊agenes, 2022). Consequently,
this project’s natural starting point is to use this model to create a synthetic
data set, which acts as a foundation for building the dashboard.

RQ1 How can synthetic data generated manually support the development and
the demonstration of new services for a potential dental implant registry?

RQ2 What is a possible useful implementation of secondary services for a
dental implant registry?

RQ3 How can the process of generating synthetic data manually and creating
secondary services contribute to the improvement of the data model used
by a dental implant quality registry?

1.3 Research Methods

In this project, our objective was to develop a prototype and create a data set
to perform demonstrations and evaluations. Hence, it was natural to use the
design science paradigm to develop our artefacts.

1.3.1 Design science

At the heart of design science lies a rigorous process of designing and evaluating
artefacts to solve specific problems (Dresch et al., 2015). As design science is
a paradigm, it does not propose a detailed step-by-step process for conducting
design science research (Hevner and Chatterjee, 2010). However, an essential
aspect of a design science project is understanding the research cycles.

The relevance cycle connects the environment with design science research. Of-
ten, the process begins by identifying opportunities and problems that provide
the requirements and acceptance criteria for the study (Hevner, 2007). Hevner
(2007) emphasise that researchers must return the artefacts produced by design
science research to the environment for field testing and evaluation. This rein-
troduction will help determine whether the initial assumptions are correct and
whether further iterations are necessary.

The rigour cycle links the design science research with the knowledge base,
allowing researchers to draw from existing ideas (Hevner, 2007). According
to Hevner (2007), a vital aspect of this cycle is to ensure that the artefacts
produced are not a routine design but contain innovations. This assumption is
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Figure 1.1: The research cycles that connect the different elements. From
Hevner (2007)

critical because design science should contribute to the knowledge base. This
contribution may be new additions and insight into original theories, unique
artefacts, and new experiences gained throughout the design process (Hevner,
2007).

The design cycle occurs within design science research, rapidly generating be-
tween the construction of the artefact, its evaluation, and its refinement (Hevner,
2007). An example is to develop different alternatives and evaluate them against
the identified requirements. This internal validation occurs before an artefact is
released to the relevance or rigour cycle and ensures that it maintains a certain
quality (Hevner, 2007).

1.3.2 Design science research

The three cycles must be visible and identifiable in a design science research
project. Peffers et al. (2007) presented a methodology to conduct design science
research to help researchers. The process includes six steps:

1. Problem identification and motivation

2. Define the objectives for a solution

3. Design and development

4. Demonstration

5. Evaluation

6. Communication

We use these activities to guide and evaluate the design research project. The
first item, Problem identification and motivation, is part of the relevance cy-
cle and defines a research problem and justifies the solution’s value (Peffers et
al., 2007). This thesis presents the motivation in Section 1.1 while listing the
research problems in Section 1.2.
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The following section presents step 2, the objectives of the solution. The devel-
opment process, which includes steps 3, 4 and 5, we describe in more detail in
Chapter 3. The last step, communication, we perform throughout the thesis.

Define the objectives of the solution

The research questions do not necessarily translate directly into goals for the
artefacts. Concequently, it may be helpful to specify the objectives of the solu-
tion, for example, by describing how we expect the artefact to support solutions
to unaddressed problems (Peffers et al., 2007). Hence, we list three objectives:

1. Synthetic data - Determine an approach to generate a synthetic data set
that can be used in a functional prototype, supporting the development
of registry services when real data are unavailable.

2. Registry services - Identify potential features and functionality that
may be helpful to stakeholders in exploring data from a dental implant
registry.

3. Synthetic data and registry services - Evaluate how the parallel devel-
opment of the services and synthetic data may contribute to the registry’s
data model, further developing and verifying it.

We will develop registry services using a dashboard. These services may benefit
various stakeholders by providing easy access to data related to dental implants.
Dashboards are well suited for the task of communicating data to stakeholders
due to their interactive visualisations and analysis capabilities. By finding solu-
tions to the first two objectives, future registry services can benefit from easier
development.

Interestingly, parallel development of the dashboard and the synthetic data set
may improve the registry beyond the two artefacts. The solution to objective 3
may influence the data model and other parts of the system. Exposing stake-
holders to the synthetic data set through the dashboard, thereby simulating the
registry’s data content after years of usage, may help them better understand
possible secondary services and data requirements. This information may help
uncover potential problems or identify new opportunities.

We decided to develop a feature-rich dashboard prototype for a dental implant
registry and populate the registry with synthetic data to solve these objectives.

1.4 Related Work

There exist no study directly related to the work we performed in this project.
However, several studies are partially related to our research.

• Pollack et al. (2019) explore the possibility of using synthetic data created
manually to test various dashboard designs. Their goal was to identify
the best design to solve a particular task. Domain experts assisted in the
creation of the data, deciding all the values of their data set. For compar-
ison, we generated data with less detail on specific values. In addition, we
used the data earlier and for a different purpose; engaging stakeholders
and identifying potential requirements for future applications.
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• Nelson et al. (2016) developed a dashboard to facilitate health informa-
tion exchange between two departments. Similarly to our approach, they
used prototyping to engage stakeholders and identify their application re-
quirements. However, they used a combination of low- and high-fidelity
prototypes. Moreover, their high-fidelity prototype was not functional.
We present more of this study in Section 2.6.

• In healthcare, several dashboards have been created (e.g., Stattin et al.
(2016), Dagliati et al. (2018), Lindblad et al. (2016), and Weiss et al.
(2018)). Although the domain is different, we may use some of the lessons
in our project. These studies are presented in more detail in Section 2.5.

1.5 Contributions

This thesis makes several contributions to the literature. First, it defines a new
way of using manually generated synthetic data in development, showing how
developers can employ it with a high-fidelity prototype to develop new services
for a dental implant registry. Second, the result of this project helps to provide
a better understanding of the qualities of synthetic data that contribute to the
development process. Finally, it adds to the many dashboard examples seen in
the literature. Since it is the only one for dental implants, its functionality may
be an inspiration for future implementations within this field.

1.6 Outline

The outline of the thesis is as follows:

• Introduction - Chapter 1 presents the motivation and describes the prob-
lem. We also introduce design science, which we use to investigate our
research questions. Consequently, we translate our research questions into
objectives for the solutions we develop.

• Background - Chapter 2 contains information on synthetic data and its
use in software development. Additionally, we introduce implant dentistry,
quality registries, and dashboards, and we discuss how quality registries
and dashboards may contribute to implant dentistry. Finally, we present
prototyping as a potential approach for developing registry services.

• Methodology - Chapter 3 describes the design process we used to develop
the synthetic data set and the dashboard.

• Design - Chapter 4 presents each iteration and its activities, describing
the evolution of the two artefacts. We used the same structure for each
iteration, starting with defining tasks and finishing with evaluating the
implementations.

• Implementation - Chapter 5 presents a description of the artefacts that
includes the tools we used to develop the artefact, features, architecture,
and other relevant attributes.

• Final evaluation - Chapter 6 presents a comprehensive review of the
artefacts. First, we summarise the findings of the semi-structured inter-
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views, which assess how the artefacts fulfil our objectives. Second, we
identify possible stakeholders of the different features and review the syn-
thetic data’s realism and the application’s performance.

• Discussion - In Chapter 7, we discuss our findings.

• Conclusion - Finally, in Chapter 8, we summarise the key points of our
thesis.
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Chapter 2

Background

In this chapter, we will briefly introduce synthetic data generation, address-
ing the challenge of developing novel applications that lack actual data. Sub-
sequently, we describe implant dentistry, highlighting the need for structured
patient data within this field. Additionally, quality registers, combined with a
visual analytic dashboard, are presented as a potential solution to some of the
challenges in implant dentistry. We inform about the current use of these tech-
nologies, along with relevant definitions and case studies. Finally, we present
prototyping as a potential development approach for creating dashboards.

2.1 Synthetic Data

There is a growing interest in synthetic data, with use cases ranging from ma-
chine learning to internal software testing (Zerdick, 2021; James et al., 2021).
This technology provides benefits such as the reduced risk of privacy infringe-
ments and financial and technological advantages (James et al., 2021). Synthetic
data can be defined as ”data that are artificially created/simulated” (Dilmegani,
2022). There are several ways to produce synthetic data, and we can separate
the strategies into two groups. Some generation strategies require an existing
data set, replacing the original values but capturing the complexities and rela-
tionships in real data (e.g., Reiter et al. (2014) and Goodfellow et al. (2014)).
On the other hand, some strategies do not require actual data but may use
publicly available information and statistics to guide the process or define the
distributions manually (e.g., Walonoski et al. (2018)).

Furthermore, the term synthetic data may imply fully/purely or partially/semi -
synthetic data. There is no exact definition, but fully/purely synthetic data
may indicate that the entire data set is generated (Hahner et al., 2019). In
comparison, partial/semi -synthetic data combine the generated and real data
in the data set (Hahner et al., 2019). Therefore, depending on the use case
and the requirements, stakeholders can employ different generation strategies
and combinations. For example, when training AI models for diagnosis and
prognosis, the synthetic data should closely resemble the observational data
from the real world (Chen et al., 2021).
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Synthetic data are well suited as a tool in software development, enabling test-
ing and demonstration without risking privacy violations. Depending on the
application and its current stage in production, developers’ needs regarding the
degree of similarity between synthetic and actual data may vary (James et al.,
2021). For example, a mixture of random strings and numeric values can be suf-
ficient for early development (Mannino and Abouzied, 2019). Later, developers
will likely need relatable and informative data to demonstrate the application to
stakeholders (Mannino and Abouzied, 2019). For complex systems where data
drive much of the behaviour, the data must be statistically representative and
logically valid (Soltana et al., 2017). Alternatively, if the goal is to evaluate an
application’s specific features and design choices, the data must be applicable
for scenario testing (Pollack et al., 2019).

Hence, synthetic data can aid in various aspects of software development. A
challenge occurs when developers have to create synthetic data themselves be-
cause of the lack of actual data or data generators. It is important to note that
by generating synthetic data manually, we mean that a creator sets the param-
eters and other attributes of the data, and a programme generates it according
to these settings. Such circumstances may arise when developing innovative
applications within a new field. The difficulty in manually implementing the
statistical properties of synthetic data is to ensure a proper relationship between
the variables and introduce errors and missing values (Mannino and Abouzied,
2019). Although there are tools that can support the creation of realistic-looking
data (e.g., Synner and simstudy (Mannino and Abouzied, 2019; Goldfeld and
Wujciak-Jens, 2020)), manually generating data can be a daunting task. Conse-
quently, developers might settle for simplistic and fragmented test data during
development. Such data may be helpful to some extent but may reduce stake-
holder involvement and engagement.

Domains, such as dental implants, currently lack actual data and patient-record
generators. Hence, developing new services and applications may be challenging
due to inadequate test data. In the following sections, we will introduce implant
dentistry and dashboards, highlighting how the use of new technology can im-
prove dental implants and procedures. Afterwards, we present prototyping as an
approach that developers may use to create novel applications. This approach,
combined with a synthetic data set, can potentially assist in developing services
for a dental implant registry.

2.2 Implant dentistry

Dental implants have gained widespread adoption and are the preferred treat-
ment for missing teeth (Buser et al., 2017). The use of dental implants has in-
creased in recent decades (Jenny et al., 2016). Globally, more than 100 different
brands sell approximately 12-18 million implants per year (Klinge, Lundström,
et al., 2018). The unique characteristics of implants and other external factors
can influence their success rate (Lee et al., 2005; Raikar et al., 2017).

The overall success rate of dental implants is high, and several studies have ob-
served very few or no complications after 5 years (Cochran et al., 2007; Beschnidt
et al., 2018). However, researchers have no consensus on what constitutes the
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best implant characteristics, such as the shape and roughness of the implant
surface (Elias, 2011). The attributes of the patient, the characteristics of the
implant, and the implant’s position all affect the survival rate of dental implants
(Raikar et al., 2017).

Consequently, dentists must consider numerous factors when selecting an ap-
propriate dental implant for a specific patient. For example, the position of the
new implant will probably affect the implant size chosen by the dentist (Lemos
et al., 2016). According to Lemos et al. (2016), short implants are likely to
be selected as a treatment for posterior jaws. This selection can reduce the
complexity of the insertion but can present a higher risk of failure later (Lemos
et al., 2016).

An emphasis on evidence-based practise is needed to navigate this environment.
However, there is often a lack of scientific evidence before new implants and
procedures are implemented, and few studies examine the long-term outcome
(Klinge, Lundström, et al., 2018). According to Finkelstein et al. (2020), the
lack of evidence-based decisions in dentistry can be partially attributed to the
limited availability of data. Even so, this field is increasingly collecting and
integrating more data, opening new possibilities within dental research (Kusiak
and Somerman, 2016; Joda et al., 2018). Hence, stakeholders must record all
relevant data to more rigorously evaluate procedures and implants, for example,
using a quality registry (Klinge, Lundström, et al., 2018; Pye et al., 2009).

2.3 Quality registries

A quality registry contains individualised data related to the patient’s treat-
ment process, including diagnosis, treatment outcomes, and patient-reported
outcomes. Each registry covers members of a subpopulation with a particular
condition. In general, the main purpose of collecting all these data is to continu-
ously improve the quality of care (Adami and Hernán, 2015; Kvalitetsforbedring
n.d.). To achieve this goal and maintain its status as a quality registry, it
must satisfy specific requirements. Below is a list of some of the criteria that
a certified medical quality registry at the highest level in Norway must meet
(Stadieinndeling n.d.):

• The validity and reliability of the collected data must be documented.

• At least 80% coverage of patients eligible to be recorded.

• Collect Patient-reported outcome measures (PROM).

• Data must be used in research.

• Annually publish quality indicators.

• Document that registry analyses have been used to identify areas that
need improvement.

• Document that the registry’s results are used in quality improvements,
either by the registry itself or by cooperating with clinicians.

• Publish results from the registry and adapt them to different target audi-
ences.
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Based on this list, a quality registry develops the quality of care indirectly or
directly through research or using the registry’s results in quality improvements.
Below is a description of how these two approaches may contribute to the quality
of care.

• Research - Research using data from quality registries can uncover new
information that stakeholders can use in quality improvements. The com-
pleteness and validity of the data and its longitudinal properties enable
studies that are not possible with randomised clinical trials (Furu et al.,
2010; Kieler, 2010). For example, the duration of drug exposure can differ
substantially in a short investigation compared to actual clinical practise
(Furu et al., 2010). Therefore, using data from a quality registry can
reveal how that drug functions in the real world (Furu et al., 2010). Jour-
nals have published more than 200 articles based on data collected from
Norwegian quality registries (I. J. Bakken et al., 2020).

• The registry’s result - One method quality registries use to communi-
cate their results is annual reports. These reports are published to relevant
stakeholders and positively affect the quality of care. Hartmann-Johnsen
et al. (2019) discovered that hospitals used such documents to improve
practise, resulting in increased usage of recommended treatments. Jern-
berg et al. (2014) did the same observation, with around 90% of the hos-
pitals reporting using annual reports from a national quality registry to
identify areas that need improvement. Furthermore, other studies have
found similar results, suggesting that annual reports communicating the
results of the registry can help develop the quality of care (Ludvigsson
et al., 2019; Fredriksson et al., 2017).

Hence, a dental implant quality registry could potentially improve the quality
of care by providing actionable information to stakeholders. The benefits of a
quality registry for dental implants are recognised by Klinge, Sanz, et al. (2018),
which lists the perceived advantages and disadvantages. The disadvantages are
data protection, fear of being compared and scrutinised, and a higher adminis-
trative burden. Relevant stakeholders must consider these aspects thoroughly.
On the other hand, perceived advantages range from identifying good practices
and detecting problems with certain implants to more patient involvement.

Some of the main advantages of a dental implant quality registry, or a registry in
any domain, are the rapid assessment of new treatments and new technology and
the examination of the performance of different dental implants (Klinge, Sanz,
et al., 2018). Therefore, appropriate tools are needed to provide fast and reliable
information to the various stakeholders. Annual reports used in health care are
valuable but introduce some delays from recording to using the data. Santos
and Eriksson (2014) highlighted this challenge and indicated that potentially
significant variations in data could go unnoticed and that important outliers may
be overlooked when data are published infrequently. Furthermore, the static
nature of reports may cause significant trends to go undiscovered (Ghazisaeidi
et al., 2015). A possible solution is to publish reports more frequently (Santos
and Eriksson, 2014). However, a more feasible solution to reduce the overhead
of generating reports may be to use a dashboard. The real-time capabilities of
this tool and the additional possibilities of visual exploration and manipulation
of data may complement annual reports. Hence, the dashboard may assist in
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communicating the registry’s result and thereby more fully utilising the potential
of a quality registry.

2.4 Dashboards

It is challenging to define a dashboard accurately, as researchers apply it to many
different entities (Sarikaya et al., 2019). Few (2006) highlight that one of the
critical characteristics of a dashboard is to communicate important information
quickly to the user. Other definitions have also included characteristics that
encompass the user’s purpose and understanding (e.g. Yigitbasioglu and Velcu
(2012)). In this project, we will use the following definition as given by Zhuang
et al. (2020):

”A dashboard is a visual information system which comprises at least
a graphical user interface (GUI) and a store of data which the GUI
exposes, which is designed and built with the purpose of fulfilling
a precise information need, and whose primary information transfer
channel is a responsive display.”

This definition describes some of the characteristics of a dashboard and calls
attention to the dashboard’s purpose. Thus, creating a dashboard is more than
just creating a GUI; it is necessary to define a goal. In some cases, the intent
may be evident. However, the final objective may be unknown when developing
completely new services. This uncertainty requires iterating the purpose during
development to find the niche of the new service and its related requirements.

2.4.1 Types of dashboards

Part of the definition involves fulfilling a precise information need. Developers
must identify the purpose and adapt the dashboard to its requirements, which
is critical for a successful implementation (Ghazisaeidi et al., 2015; Clarke et
al., 2016). Typically, a dashboard has a set of tasks that guide users toward
satisfying their information needs. Zhuang et al. (2020) define these as ”intended
tasks”. The determinability of the outcome and the expected number of user
interactions influence the complexity of a task (Zhuang et al., 2020). By using
this categorisation, Zhuang et al. (2020) divide the dashboards into four different
types:

• Decision support: The tasks have high determinability but may require
a lot of interaction by the user. The interactions could be setting other
parameters and thresholds, which would result in a fixed outcome. Various
practitioners use this type of dashboard to aid their decision process, for
example, by highlighting important information to the user.

• Operational: This type of dashboard requires minimal interaction and is
highly deterministic. The purpose may be to inform users about the status
of specific key performance indicators. The dashboard has low complexity
but has the advantage of delivering near real-time updates.

• Exploratory: As its name indicates, this dashboard gives a range of pos-
sibilities to the user. Typically, the user can explore the data, searching
for patterns and unusual observations. Therefore, it may require a lot
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Figure 2.1: Four different dashboard types. The two axes display the complexity
of various operations. Interaction is related to the number of user interactions,
while determinability is related to the liberties given to a user exploring the
data. Illustration from Zhuang et al. (2020).

Figure 2.2: A clinical decision dashboard that summarises the performance of
treatment alternatives, giving the clinicians options to specify the importance
of specific attributes (Dolan et al., 2013).
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Figure 2.3: An operational dashboard showing key performance indicators for
maternal-newborn care (Dunn et al., 2016). In addition, the dashboard shows
benchmarks to provide direction for practice change.

of interaction and may present open-ended outcomes. Successful use is
time-consuming and involves training and detailed domain knowledge.

• A tracking dashboard tracks different metrics over time. The user often
has the slight possibility for any interaction but may exert some cognitive
effort to try and interpret the data.

2.4.2 Evaluation of dashboards

In recent years, the popularity of dashboards within healthcare has increased
(Randell et al., 2019). To have a rewarding experience interacting with the
dashboard, users rely on it to perform its intended task adequately. Therefore,
many studies advocate for a user-centred design approach and ensure adequate
user training (Wright et al., 2019; Franklin et al., 2017; West et al., 2014;
Randell et al., 2019).

However, projects often do not evaluate dashboard design during the devel-
opment process but instead perform post-deployment evaluations (Zhuang et
al., 2020). Zhuang et al. (2020) advocate using multiple evaluation criteria to
continuously assess the dashboard during the design process to ensure good
feedback, including interaction effectiveness, user experience, and system effi-
cacy. In many cases, testing these aspects requires a usable application with
data. Consequently, creating a prototype to involve users as early as possible
may be beneficial.

2.5 Quality registries and dashboards

One of the purposes of quality registries is to use their data to develop the
quality of care. On the other hand, dashboards communicate data to fulfil
a precise information need, utilising visualisations and interactivity. Together,
dashboards can improve or supplement data reporting and findings from quality
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Figure 2.4: An analysis page of an exploratory dashboard visualising data sets
produced at a demographic health surveillance site (Concannon et al., 2019).
Users can add or remove visualisations and extract key performance indicators.

Figure 2.5: A tracking dashboard showing statistics regarding an emergency
department’s performance in real-time (Yoo et al., 2018).
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registries. This usage may be beneficial to clinicians and scientists using the
information produced by the registry.

Currently, there are no quality registries in implant dentistry, and to our knowl-
edge, there are no visual analytic dashboards to communicate information within
dental care either. Consequently, this might cause a reduction in the flow of
information to relevant stakeholders, as well as delaying potential valuable re-
search and quality improvements.

Meanwhile, dashboards have already been used in clinical and quality improve-
ment settings in health care, reporting mainly data from Electronic Health
Record (EHR) or various registries (Dowding et al., 2015). Although the impact
of some studies is less known, most studies report positive results (Weiss et al.,
2018; Dowding et al., 2015). According to Dowding et al. (2015), dashboards
may improve adherence to quality guidelines, improving patient care. Factors
such as dashboard design and ease of access appear to be influential in achieving
these results (Dowding et al., 2015).

Some of the knowledge and insights of studies that combine dashboards and
EHR or registries may be useful and adaptable to dental implant dentistry.

2.5.1 Dashboards reporting quality indicators

In healthcare, dashboards have been used to report quality indicators based
on data from quality registries. One of the goals of this approach is to present
data as precise and actionable information to healthcare providers (Stattin et al.,
2016). The near real-time capabilities of a dashboard can help reflect the current
quality of care and reduce reporting delays, which could make it a valuable tool
for improving care (Stattin et al., 2016). Weiss et al. (2018) investigated the
effect of one such dashboard (see Figure 2.6). The dashboard was part of a
registry that collected pregnancy, birth, and childhood data in Ontario, Canada
(Reszel et al., 2019). The dashboard reported six key performance indicators to
increase practitioners’ awareness concerning the hospitals’ quality of care (Reszel
et al., 2019). They selected the indicators due to their importance in patient
outcomes (Dunn et al., 2016). The dashboard was of the tracking type, with
little interaction but some cognitive effort to interpret the result. The dashboard
evaluation compared the quality indicators before and after introducing this
tool. The result was statistically significant improvements for four of six key
performance indicators. Therefore, the dashboard was associated with better
care for mothers and babies.

We can adapt this idea of highlighting key indicators for various stakeholders in
this project. Since Stattin et al. (2016) used this approach to compare hospitals,
we could apply the same method to dental clinics. Such a dashboard would likely
draw attention to essential aspects of the quality of care in the different clinics,
urging practitioners to improve and continuously informing them.

2.5.2 Exploratory dashboards

There are examples of the deployment of more advanced dashboards within
healthcare. These types of dashboards can be used in clinical decision support
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Figure 2.6: Sample of the Maternal Newborn Dashboard from Reszel et al.
(2019)

and to manage the patient treatment process. Dagliati et al. (2018) devel-
oped a system with two types of dashboards to control the treatment process of
type-two diabetes. They directed the Clinical Decision Support System (CDSS)
dashboard to the care providers. The goal was to assist them in exploring the
risk of developing complications in patients. The Outcome Assessment and
Research Support System (ORSS) dashboard was directed at healthcare man-
agers and policymakers to support decision-making and research (Figure 2.7).
Dagliati et al. (2018) highlight that the successful aspects of these dashboards
were that they combined data from multiple sources in a single view. The CDSS
dashboard led to improved metrics such as reduced visitation duration. This
improvement was due to clinicians having a better understanding of the pa-
tient’s condition. Health care managers found the ORSS dashboard helpful in
exploring patient data and deviations from routines.

Different views and exploratory features are highly relevant to our project. This
kind of dashboard would allow stakeholders, such as researchers and practition-
ers, to explore the data, possibly helping them identify valuable trends in dental
implants and procedures.

2.5.3 Dashboards prompting cooperation

While dashboards can display quality indicators or allow one to explore data
sets, their potential use is even more comprehensive. Recently, healthcare has
moved from focussing on disease treatment to increasing attention to patients’
preferences, concerns, and goals (Batalden et al., 2016). In this process, a
visual analytical dashboard can facilitate collaboration and co-production be-
tween caregivers and patients, which was the focus of a study by Lindblad et al.
(2016). Specifically, they used a real-time dashboard that used patient-reported
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Figure 2.7: Sample of the outcome assessment and research support system
dashboard from Dagliati et al. (2018)

Figure 2.8: Show an example of the co-production module which caregivers and
patients view to facilitate cooperation and shared decision making. The dis-
play integrates patient-reported outcomes (PRO), clinical data, and treatment
history from the quality registry. From Oliver et al. (2019)
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data along with clinical information to promote joint decisions (Lindblad et al.,
2016). This dashboard integrated data from the Swedish Rheumatology Quality
Registry and had three components (see Figure 2.8).

First, it had a patient-facing component that tracked patient-reported outcomes
between visits. Therefore, patients could monitor aspects of their health and
infer how treatments and other actions affected it (Lindblad et al., 2016). The
clinical team used the second component to view patient-reported data, out-
comes, and treatment trends (Lindblad et al., 2016). The third and last com-
ponent was the co-production component, which many clinicians believed to
be the most valuable feature of the dashboard. It facilitated the conversation
between patients and clinicians by showing patient-reported results and clinical
data, possibly comparing subgroups (Lindblad et al., 2016). Using these tools,
patients and clinicians could develop a treatment plan and evaluate it at each
encounter based on the observed results and trends (Lindblad et al., 2016).

Consequently, the treatment plan was continuously monitored and tailored to
the patient. A study by Oliver et al. (2019) summarised some of the findings
of this registry, reporting a reduced level of rheumatoid arthritis in the popula-
tion. They contributed this change to several factors but credited the various
dashboard components with some improvements.

2.6 Prototyping

Prototyping is an activity that creates a preliminary version of an application
to gain feedback on the software requirements (Bourque et al., 2014). Typically,
the prototype implements a selected subset of the properties of a system that
helps to acquire relevant input from stakeholders (Kordon and Luqi, 2002). Such
simplifications facilitate a faster and easier build process, which is essential for
an effective prototype (Kordon and Luqi, 2002). When developing a prototype,
developers must consider the prototyping style, the target, and the evaluation
technique (Bourque et al., 2014):

• Prototyping style is related to the various approaches to creating pro-
totypes. According to Davis (1992), there are mainly two ways to develop
prototypes:

– The throwaway approach is used to quickly prototype the least un-
derstood parts of an application. The code is discarded after it has
completed its mission.

– The evolutionary approach constantly refines a prototype, producing
a robust prototype that becomes part of the final product. One of
its use-cases is to uncover application requirements.

However, there exist other methods as well and various combinations. For
example, in a study by Escalona et al. (2021), they attempt to reuse more
of the knowledge gained from throwaway prototypes.

• Prototyping target refers to the target that benefits from the activity.
This target can be the requirements specification, architectural design, or
other aspects of the application.

21



• Evaluation Techniques specify how developers or other relevant stake-
holders evaluate the prototype. The evaluation may test the prototype
against an actual application or a list of requirements.

Prototyping can be used in different development approaches, for example,
Rapid Prototyping. This approach is iterative and aims to rapidly improve
the design and functionality of applications. According to Merrill (2018), Rapid
Prototyping consists of three steps. Developers first create a high- or low-fidelity
prototype, then evaluate it with relevant stakeholders, and thirdly use the feed-
back to improve the prototype and start again at step two.

The advantage of this method is that it allows early user feedback, which can
help to discover application requirements (Merrill, 2018). These requirements
can be related to usability, functionality, and other aspects. Gordon and Bieman
(1995) found that rapid prototyping improved ease of use and helped identify
user needs. Therefore, this might be an excellent method to develop novel
services with unclear requirements.

In healthcare, there are examples of projects that have used rapid prototyping
to develop dashboards. De Croon et al. (2015) used this method to create
a proof-of-concept dashboard, which contributed to integrating user feedback
into the application. Similarly, rapid prototyping ensured that useful feedback
from stakeholders was incorporated into a project by Nelson et al. (2016). In
this project, which sought to refine the requirements for a health information
exchange dashboard, they registered these additional benefits of prototyping:

• Motivates users to contribute ideas for improvements

• Domain experts involved with the design

• It was easy to identify shortcomings

• Showcasing possible designs promotes innovation

Consequently, there seems to be ample opportunity to use prototyping in the
process of developing secondary services for a dental implant quality registry.

2.6.1 Section summary

The use of synthetic data has increased, providing benefits in various fields.
In software development, synthetic data may provide access to test data when
actual data are restricted due to privacy or no available data. Therefore, devel-
opers can access the data needed to build and test applications. An area with
limited access to actual data is implant dentistry.

The low amount of data in implant dentistry may partly explain the lack of
evidence-based practise with respect to dental implants and procedures. By
recording all relevant data, a more rigorous assessment is possible. Quality
registries have been suggested as a tool to record data. In health care, these
registries allow research and help identify areas of improvement. They usually
communicate results through annual reports that hospitals, managers, and clin-
icians use diligently. Dashboards show promise in supplementing annual reports
by providing real-time capabilities and possibilities for visual exploration and
manipulation of data.
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Quality registries and dashboards can quickly report data and findings, allowing
stakeholders to assess and survey different dental implants’ performance rapidly.
Therefore, such technology can innovate the field of implant dentistry. Develop-
ing a dashboard for a quality registry can be a significant challenge, especially
due to the lack of available test data for demonstration and evaluation, the
lack of detailed application requirements, and stakeholders not knowing of the
possibilities.

To try and counter these challenges, we used an approach in which we created
a synthetic data set and a dashboard prototype in parallel, allowing us to use
a high-fidelity prototype early in the development process. This method can
contribute to early stakeholder participation, uncover application requirements,
and assist in discovering adjustments to the underlying data model.
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Chapter 3

Methodology

In this project, part of our goal was to create an innovative dashboard to demon-
strate, motivate, and highlight new possibilities of secondary services of a den-
tal implant registry. To identify the requirements of such an application, we
wanted to use prototyping, which may facilitate early user participation and
engagement. The prototype was high-fidelity since much of the application’s
functionality would rely heavily on data from the registry. However, the chal-
lenge was to develop this prototype in a new field where no actual data was
available. Therefore, we explored an approach to creating two artefacts in par-
allel using the design science paradigm: (1) a synthetic data set populating a
dental implant registry and (2) a dashboard to communicate the data stored in
the registry.

We wanted to study whether this parallel development benefited each artefact by
facilitating greater user participation and making it easier to identify valuable
features and issues, resulting in a more practical application for the dental
implant registry. In addition, we wanted to examine how the realism of the
synthetic data influenced this approach, for example, whether more data with
more realistic qualities were more helpful in determining the system’s needs.

To understand how the artefacts are connected, we will first present the system’s
high-level architecture. Afterwards, we present the approach and methods that
we used to develop the artefacts.

3.1 High-level architecture

Figure 3.1 shows the data flow between the system’s various components, in-
dicating the connection between our two artefacts. In general, we built the
system using the FLUX pattern developed by Facebook, which employs a uni-
directional flow of data compared to Model-view-controller (MVC) (Tay, 2019).
At the start of a user session, the server requests all data from the dental im-
plant registry and then processes and stores them in the application store. Next,
the store notifies the view, and the view queries the necessary data and displays
them to the user. The grey lines in Figure 3.1 show the chain of events that oc-
cur when a user interacts with the application. A dispatcher, which is a kind of
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Figure 3.1: Black arrows show the data flow between the high-level components
in the system. Grey arrows represent other parts of the system.

controller, receives actions. These events cause certain parts of the application
state to recompute, again causing the views to update. Data are not re-fetched
from the dental implant registry in these cases.

The data retrieved from the registry and processed and stored on the server are
an intricate part of the dashboard, determining much of the dashboard’s be-
haviour and charts. In addition, the data are highly complex, with around fifty
variables. Consequently, we need adequate test data to involve users through
demonstrations and evaluations when developing such a data-intensive system.
The goal was to fulfil this need by creating the dashboard and a synthetic data
set in parallel.

3.2 Development Process

Previously, we have completed two of the activities defined by Peffers et al.
(2007), which involved identifying problems and solutions (Steps 1 & 2). Next,
we will describe the development process consisting of the design science ac-
tivities design and development, demonstration, and evaluation (Peffers et al.,
2007). These are the main activities we used to achieve our goals. However, we
have divided them into additional steps to create a more transparent develop-
ment process.

Figure 3.2 gives an overview of the process in the context of design science. We
start each iteration by defining the tasks and evaluation criteria that lay the
foundation for developing the dashboard and synthetic data. Subsequently, we
create the artefacts in parallel. During the development phase, it was natural
for us to investigate the knowledge base, researching aspects such as design,
usability, and variable ranges. This knowledge guided the implementation of
both artefacts. When we finished the development phase, we conducted an
internal evaluation. In Figure 3.2, the lines representing each artefact merge,
indicating that we conducted the internal review by combining the two artefacts.
This review decided whether we would iterate and add new tasks and evaluation
criteria or introduce the artefacts to the environment. If the artefacts upheld a
certain quality, we would introduce them to our focus group for demonstration
and evaluation. The feedback would then determine the next iteration’s tasks
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Figure 3.2: An overview of the activities we used in the development process

and evaluation criteria.

In essence, this process allows us to build a high-fidelity prototype populated
with a synthetic data set. Consequently, the artefact we produce is not a
production-ready application since we will omit several vital aspects, such as
security. However, one of our goals is that the prototype may act as a start-
ing point for a proper application. This approach aligns with the activity of
evolutionary prototyping. The iterative aspects will also allow us to investigate
how the synthetic data and their realism influence the development process. In
addition, we may learn of other benefits of producing the artefacts in parallel.
The following sections contain a more detailed description of the different steps
used in the development process.

Task and evaluation criteria

At the beginning of an iteration, we created tasks to guide the development
process. We chose assignments based on the feedback collected from stakehold-
ers through the demonstration and evaluation activities, which is a part of the
relevance cycle. However, we did not formulate tasks solely based on user feed-
back because stakeholders may not know exactly what they want (Parnas and
Clements, 1986). A quote from Henry Ford captures this sentiment: ”If I had
asked people what they wanted, they would have said faster horses”. There-
fore, we formulated the tasks to explore additional possibilities alongside user
feedback. In general, the tasks associated with the synthetic data were closely
related to advances in the dashboard, facilitating parallel development.

To understand how the dashboard and the synthetic data set evolved each it-
eration and potentially affected each other, we summarised the information in
figures. Figure 3.3 shows the template we used, populated with a few examples.
Here, we display the two artefacts’ progress, where blue indicates what func-
tionality we have implemented, and yellow shows the planned improvement for
the current iteration.

For the synthetic data in Figure 3.3, a position further to the right on the axis
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Figure 3.3: We used this template to overview completed and new tasks each
iteration. We would place tasks on the axis for the synthetic data set accord-
ing to how they increased the data’s degree of realism. For the dashboard, we
would place features in the coordinate system according to the outcomes deter-
minability and required user interaction. This placement was approximate and
indicated the complexity of a feature.
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suggests a higher degree of realism. The axis ticks highlight possible actions
to improve this attribute. We considered the elements on the left to be easier
to implement, but other researchers might order them differently. In addition,
the order of the elements may be influenced by the domain, the expertise of the
domain experts involved, and the amount of related literature. The equivalent of
successfully implementing all steps is creating data that could substitute for real
data. Hence, it was impossible to achieve this level of realism using a manual
approach. However, the scale served as an appropriate indicator to highlight
attributes present in realistic data and to measure our progress. The steps we
used were as follows:

• Correct types - The synthetic data have the same types as the model it
mimics. Hence, developers may insert it into a database created with the
data model.

• Reasonable variable ranges - The range of variables, such as factors
and numeric variables, is within reasonable limits. Consequently, it is
challenging to separate single synthetic variables from the actual data.

• Similar structure as real data - The conditions influencing whether
nullable variables are null or have a value are known and are accounted
for in the synthetic data.

• Correct order of events - Events should occur chronologically, and the
time between them should be sensible.

• Convincing relationship between variables - All relationships be-
tween variables and their influence on other variables are implemented.

• Reasonable variable distribution - The distribution of individual vari-
ables should be accurate.

For the dashboard features in Figure 3.3, we used the categorisation suggested
by Zhuang et al. (2020), placing them in a coordinate system. The x-axis repre-
sents the determinability of the results and the y-axis represents the user inter-
action. Elements further to the right have lower determinability, and higher-up
elements may require more user interaction. For example, the exploratory fea-
tures were set in the upper right corner of the coordinate system, suggesting
high complexity due to low outcome determinability and high user interaction.
Our placement of the features in the coordinate system is approximate and is
only used to indicate their complexity. In addition, a feature could contain
a combination of functionality categories. However, we will only specify one
category that best describes the overall functionality.

After establishing the iteration’s tasks, we considered which evaluation meth-
ods to employ. These methods would assess whether the artefact satisfied the
iteration’s goals and indicate future modifications as we progressed. Specifying
the start and end of an iteration ensured that both artefacts advanced evenly,
potentially benefiting from each other.

Development process and the knowledge base

After determining the tasks and evaluation criteria, we started two development
cycles, one for the synthetic data set and the dashboard. These cycles were
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part of the internal design cycle, which involved moving from objectives to a
design (Peffers et al., 2007). Furthermore, we used the rigour cycle in this
process, drawing on previous knowledge, theories, and methods grounded in
the knowledge base. This information supported the design of our artefacts.
For example, we could gain insight into the realistic ranges of the variables or
identify solutions to technical aspects of the dashboard.

In the development process, we generated a synthetic data set to fit the data
model created by the previous students, defining the distributions and their rela-
tionships manually. Most of the iterations contributed to increasing the realism
of the synthetic data set, which we highlight in Figure 3.3. We documented the
modifications and methods we used to make the changes. Also, we reported any
findings or experiences we had when applying changes to the synthetic data.
Parallelly, we developed the dashboard according to the identified tasks. Some
tasks were precise, while others were vaguer. The less clear goals prompted
exploration to try and identify potential solutions, for example, through the
rigour cycle.

Internal evaluation

We would regularly evaluate the synthetic data set and the dashboard prior to
any external demonstration or evaluation. This review ensured that the system
maintained a certain level of quality before being introduced to the environment.
We considered different attributes depending on the artefact:

• Synthetic data - In general, we used automated scripts to assess the tasks
associated with the left side of the axis in Figure 3.3. Domain experts will
likely be required to assess the right side.

• The dashboard - To evaluate the dashboard, we demonstrated and dis-
cussed the features in our working group. Our discussions revolved around
existing designs and functionality, but also possible additions.

Demonstration and Evaluation

After passing the internal evaluation, we introduced the artefacts for our focus
group, which consisted of the following:

• Two statisticians. One is working with another quality register. The other
works with a range of Norwegian registries, where he performs tasks such
as conducting analyses and generating figures in R.

• Two researchers whose research areas are dental implant registries.

• A clinician who is an oral surgeon with excellent domain knowledge related
to dental implants.

Not all members were present at each meeting. We demonstrated the dashboard
using synthetic data to the focus group, which evaluated its features. This
process was part of the relevance cycle, where artefacts are introduced into the
environment and field-tested.

We used the system implementation scenario described by Zhuang et al. (2020)
when evaluating the dashboard. This scenario focuses on stakeholders’ perspec-
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tives on the functionality offered by the dashboard. Due to the time constraints
of the meetings, we used an unstructured format. According to Seaman (1999),
this interview format can help extract as much information as possible in a
short time. Furthermore, Morgan (1997) found that less structured groups are
helpful for exploratory research when you want to learn something new from
the participants. Therefore, such an approach was suitable for our research
objectives.

We started the focus group session with a demonstration of the dashboard’s
functionality. For example, we showed participants specific features or use-
cases. During the presentation and afterwards, participants voiced their opin-
ions, which we recorded and summarised. It is important to note that when
participants reviewed the dashboard, they indirectly reviewed the synthetic data
set in the process. This indirect assessment could highlight the need for changes
to the synthetic data and potentially uncover errors or misconceptions in the
data or the underlying data model.

The information gathered during this activity influenced whether to iterate back
or continue with a final assessment. When we completed the project, we per-
formed a more comprehensive evaluation. See Chapter 6 for the final review.
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Chapter 4

Design

We present the artefact and its design and development in this chapter, detailing
the evolution of the dashboard and the synthetic data set through each iteration.
We describe the development process in more detail in Section 1.3.2.

4.1 Iteration 1

In the first iteration, we had to resolve several technical aspects and implement
the basic functionality to prepare the artefacts for demonstration and further
development. We used a pilot quality registry developed by V̊agenes (2022)
to establish our foundation. Initially, the database contained small amounts of
data, such as standard procedures and materials. However, the registry’s data
model was the most valuable component, as it was a prerequisite for building
our two artefacts. Using this data model as a foundation, we decided on three
tasks for this iteration shown in table 4.1.

As a side note, the two evaluation methods shown in Table 4.1 are part of
different research cycles. First, the evaluation of the synthetic data is part
of the internal design cycle, controlling whether the synthetic data maintained
a certain quality. Second, the dashboard assessment is part of the relevance
cycle, introducing the artefact into the environment. We indirectly evaluated

Table 4.1: The tasks and evaluation criteria for iteration 1

Artefact Description Evaluation

1 Synthetic
data

Populate the existing database with synthetic
data

Valid SQL-query

2 Synthetic
data

Establish some reasonable variable ranges Focus group

3 Dashboard Create a dashboard to display part of the data
stored in the database

Focus group
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Figure 4.1: Summary of the planned tasks in iteration one and how they affected
each artefact.

the synthetic data set in the dashboard assessment.

Task 1-2: Generating data

The method used to generate data in this iteration and solve task 1 was sim-
plistic. We filled each table with random values that fit the data type. Many of
the tables without foreign keys already contained data such as standard proce-
dures and standard materials, while many of the tables with foreign keys were
empty. Thus, we randomly sampled the primary keys on the owning side for
tables that needed foreign keys. Consequently, the generated data were valid
from the perspective of the database but otherwise likely neither realistic nor
logically valid.

Before inserting the data, we ensured that the data were within reasonable
limits. Because the database already contained some standard definitions, the
variables that depended on these were guaranteed valid ranges. Other values,
such as dates and Booleans, were also simple to create. However, it was more
challenging to determine reasonable values of the numeric variables. Therefore,
we used the data reported in Raikar et al. (2017), Ahmad and Saad (2012) and
Chuang et al. (2002) to gain insights into possible values.

When generating data and inserting them into the database, we detected some
poor design choices in the data model. Because a specific implant has many
different versions associated with it (denoted ”Lot Nr”), it is necessary to use
a join table between the implant and the insertion table. This join table stores
the ”Lot Nr”. However, the data model developed by previous students also
stored implant properties, such as length and diameter, in this join table. These
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Table 4.2: The summarised feedback/results from iteration 1

Artefact Format Feedback/Result

Dashboard Focus group The current functionality could benefit researchers
and registry owners.

Dashboard Focus group The dashboard need to distinguish between insertions
and removals.

Synthetic
data

SQL-query The synthetic data was successfully inserted into the
database

Synthetic
data

Focus group There were some inaccuracies in the synthetic data,
and the group had to clarify aspects of the data model

properties should be stored in a separate table to fulfil the second normal form
(2NF). We detected these flaws because they made generating synthetic data
more complicated than expected. Of course, a detailed review of the database
model might have also discovered them. Still, the previous developers did not
find these weaknesses, indicating that developing synthetic data might help
detect problems.

Task 3: Dashboard development

In addition to populating the database, we created an artefact to communi-
cate and display the data from the database. Through our investigation of
the knowledge base, we identified some key elements to guide the development.
The dashboard should provide fast and reliable information to stakeholders and
should be highly dynamic (e.g., Santos and Eriksson (2014) and Ghazisaeidi
et al. (2015)). We used R and the Shiny framework to implement these funda-
mental aspects, creating an interactive and flexible application.

The application was a single-page dashboard with a chart and two infoboxes.
The chart has a relatively high complexity, allowing users to select the y-axis,
the x-axis, and the faceting row (Figure 4.2). This functionality was motivated
by studies such as Dagliati et al. (2018), where users could also investigate
different aspects of the data. The two infoboxes summarised the data fetched
from our database, reporting complication percentage and number of insertions.
Studies such as Stattin et al. (2016), where reporting quality indicators posi-
tively affected care, inspired these info-boxes. Although we could not define the
information displayed in the infoboxes as quality indicators, it called attention
to this way of communicating summarised information.

Demonstration and evaluation

We performed the initial demonstration of the dashboard with the group consist-
ing of two scientists and the statistician working with another quality registry.
We presented the exploratory features of the current dashboard. We summarised
the evaluation in table 4.2

The group agreed that stakeholders such as researchers or registry administra-
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Figure 4.2: Here are the application’s features and layout at the end of iteration
1. Already the application has some advanced features, where the user can
select the x-axis, y-axis and facet rows and see the result displayed as a graph.
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Table 4.3: The tasks and evaluation criteria for iteration 2

Artefact Description Evaluation

1 Synthetic
data

Improve validity of synthetic data Compare against the
structure of data sub-
mitted to the registry

2 Dashboard Add a graph which communicates which
implants are under-performing

Focus group

3 Dashboard Add additional features that may be use-
ful for the identified stakeholders

Focus group

4 Dashboard Improve the layout Focus group

tors could use the dashboard to explore the data from a dental implant registry.
However, it was not particularly informative in its current state. The group
suggested functionality to view insertions and removals separately.

Although the SQL query succeeded in populating the database with synthetic
data, adhering to the database’s constraints, the group recognised some errors
during the demonstration. To inform whether an implant had failed, we used
the complication percentage. However, this relationship was not logical because
complications are only related to insertions, not implying that an implant failed
later. Hence, we had to separate the data of the insertions and removals. Fur-
thermore, the group mentioned that the implant’s removal reason was better
suited to identify underperforming implants.

Due to these misconceptions, the discussion shifted to the attributes of the
synthetic data. The group used much of the remaining interview time to clarify
other aspects of the data model. This discussion left no time to examine other
potential features and new dashboard functionality. However, the group noted
that it was an exciting and potentially useful way to summarise data from a
registry.

In conclusion, the potential usefulness of our dashboard was already percepti-
ble, but it required more adjustments to create an adequate implementation.
This work involved improving the synthetic data set for improved feedback and
correcting errors in the application.

4.2 Iteration 2

Based on the feedback from the previous iteration, we established some goals
and tasks for iteration 2. We have listed these in Table 4.3.

Although there is only one task related to the synthetic data, its improvement
was our main concern as it possibly could contribute to more helpful dashboard
feedback. Therefore, instead of generating data based on the database model,
it was preferable to change data generation to create data similar to the data
submitted by dentists when recording patient information. Therefore, we had
to consider the dependencies between variables, identifying when to insert null
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Figure 4.3: Summary of the planned tasks in iteration two and how they affected
each artefact.

or a value for nullable variables. Like the previous iteration, we evaluated this
goal as a part of the internal design cycle. This time a function controlled if the
synthetic data conformed to the form submitted by dentists.

The three other objectives were related to the dashboard. They involved several
additions and improvements to the artefact. To obtain another perspective, we
performed the evaluation with a statistician working with various Norwegian
registries.

Task 1: Synthetic data improvements

When generating the synthetic data set in iteration 1, we used a straightforward
approach that populated the existing tables with random values. However, we
had to consider the dependencies between variables to create a realistic data
structure and ensure that the events occurred chronologically. To reduce the
complexity of managing this, we had to change strategy. Instead of generating
data for each table, we had to create a single table containing all the data before
separating it and adding it to the corresponding database tables.

To generate a single table with synthetic data and account for the dependen-
cies between variables, we examined the dental implant registry developed by
Fiskeseth (2022) and V̊agenes (2022). In particular, we investigated the data
submitted to the registry and the grouping of variables in the database model.
This investigation allowed us to discern which variables depended on each other,
and we structured the data accordingly in a single table. In addition, we en-
sured that events occurred chronologically, such as the insertion and removal of
an implant.

Using this approach, we found that the database design did not reflect the re-
lationship between certain variables in some cases. For example, the database
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model had associated specific attributes that were only relevant for implant in-
sertions with implant removals. These flaws increased the complexity of gener-
ating synthetic data because we had to unravel inconsistencies when comparing
the registration application and the database model.

Task 2-4: Dashboard development

Task 2: Add a graph that communicates which implants are under-performing.
To accommodate the feedback received on the previous phase’s application
build, we first added a page displaying the dental implants’ removal reasons
(Figure 4.4). This feature allowed scientists or dentists to view the implants
and why patients had them removed, potentially revealing implants more prone
to particular failures. Using the graph’s options, the dashboard’s users can drill
down on removal reasons or implants and compare the performance of different
serial numbers of a specific implant. In addition, we added more functionality
to the exploratory graph tool (Figure 4.5). We gave the user the option to view
data related to insertions or removals, specific clinics, or combine all data.

Task 3: Add additional features that may be useful for the identified stakehold-
ers. Furthermore, we expanded the prototype with new features that the focus
group did not request, but which we considered potentially valuable. During
the previous iteration’s evaluation, part of the discussion was focused on the
relevant users. The group’s opinion was that researchers and registry adminis-
trators suited this type of dashboard. Therefore, we chose to adapt it further
along the scientific axis, taking this into account. We added analysis capabilities
to enable users to create models and test for statistical significance, with sup-
port for linear models and binomial logistic regression (Figure 4.6). Compared
to using plain R, our approach made creating a model more accessible because
it wrapped the functionality in a convenient UI. Similar observations were made
by Zhou et al. (2020) when developing a comparable application in health care.

Task 4: Improve the layout. The charts created by the application may include
many factors and facet rows, requiring a lot of space to be readable. Thus,
the current options placement was not ideal, taking up much real estate at the
bottom of the screen. We identified comparable studies, such as Marini and
Binder (2017) and Soneson et al. (2020), solving this differently by positioning
all user inputs in a sidebar. We adopted this design choice, giving more space
for larger graphs.

In addition to new features and functionality, we reduced the technical debt of
our codebase. There had been an accumulation of technical debt in iteration
one because we were unfamiliar with the shiny framework. At one point, we
had written much of the application in one large file, and it was difficult to make
changes. We cancelled this debt by separating each feature into different com-
ponents. Consequently, expanding the functionality and adding new features
became easier.

Demonstration and evaluation

Our primary goal in this iteration was to improve the validity of the synthetic
data set. We engaged the statistician working with various Norwegian registries.
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Figure 4.4: The top image shows the landing page of the dashboard in iteration
2. Both graphs display the removal reason percentage of an implant on the
y-axis, implant names along the x-axis and the removal reasons in the facet
rows. In the sidebar, the user can drill down on particular removal reasons and
implants and even show the serial numbers of specific implants. The second
image shows an example of this selection.
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Figure 4.5: Here is the exploratory part of the dashboard from iteration 2. Since
iteration 1, we have given the tool increased functionality and features. Now
users can select removals or insertions, focus on particular clinics, or combine
all the data.

Figure 4.6: Here is the analysis part of the dashboard. The user can select the
model type and dependent and independent variables. If possible, the dashboard
will display a plot alongside the summary statistics of the model.

39



Table 4.4: The summarised feedback/results from iteration 2

Artefact Format Feedback/Result

Synthetic
data

R-script The synthetic data have a similar structure as the data
submitted by dentists.

Dashboard Focus group The exploratory features of the dashboard could ben-
efit registry administrators and clinics

Dashboard Focus group The graphs are cluttered and not optimised for read-
ability

Dashboard Focus group The dashboard could benefit from dynamic reports.

He was familiar with the technical aspects of our application but not the specific
domain. We summarise the feedback in Table 4.4.

To test the synthetic data set, we employed an R-script to confirm that its struc-
ture was similar to the information registered by dentists. The script verified
that the variables were only present if their dependencies were present. More-
over, it confirmed that the dates came naturally and identical implant models
had similar attributes.

In response to the short demonstration of the dashboard, the statistician made
similar remarks as the scientists and the statistician in the previous iteration,
recognising that exploring the data could benefit various stakeholders. Addi-
tionally, he mentioned that we had not optimised the dashboard’s themes. He
identified unnecessary lines and colouring. More importantly, however, he sug-
gested modifying the application to generate dynamic reports. This suggestion
was highly relevant for our dashboard, as it could merge the benefits seen in
annual reports with the dynamic nature of dashboards.

A dynamic report includes both dynamic and static elements. Often, the static
parts are predefined portions of text and the document’s structure, while the
dynamic components are text, graphs, and tables that depend on data. The
amount of fixed and variable content depends on the template. Nevertheless,
the changeable content is generated based on the current data in the database.
Therefore, stakeholders can quickly generate up to date reports whenever desired
and forward them to relevant stakeholders. This feature enables stakeholders to
access the registry’s data without knowledge of the dashboard’s functionality.

In summary, this iteration improved our synthetic data set by structuring it
according to data registered by dentists. Furthermore, this iteration indicated
that our prototype could benefit from additional features to communicate the
information stored in the registry.

4.3 Iteration 3

Since we had improved the realism of the data, we next considered the statis-
tician’s suggestion to add reporting functionality. Although the prototype was
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Table 4.5: The tasks and evaluation criteria for iteration 3

Artefact Description Evaluation

1 Dashboard Add report functionality Focus group

Internal evaluation

2 Dashboard Reduce the cognitive load of removal reason
chart

Focus group

3 Dashboard Add a graph displaying how a variable changes
over time

Focus group

4 Dashboard Create a uniform style for the different charts Focus group

already feature-rich, we believed that it was beneficial to expand the function-
ality further to demonstrate a broader range of its capabilities to stakeholders.
We give an overview of the tasks and evaluation methods in Table 4.5.

Implementing the reporting functionality was initially our sole task during this
iteration. However, after conducting a comprehensive internal evaluation, we
decided to add some jobs. The synthetic data set remained unchanged because
it was sufficient for the planned tests.

Task 1: Dashboard development

We began the development by exploring the possibility of generating reports,
and we quickly identified an option to use rmarkdown. R markdown is a mark-
down language for creating dynamic documents, combining fixed text and R
code (rmarkdown: Dynamic Documents for R 2021). We created a report tem-
plate with static text and included some of our application’s functions to achieve
similar visualisations. Furthermore, the flexibility of the R and shiny frame-
work allowed us to integrate the generator with the application, enabling users
to download reports. Initially, we supported HTML as the report format. An
option we considered, but dismissed as out of scope, was to connect an email ser-
vice for stakeholders to share the reports. This alternative would ensure a much
easier distribution of information. However, we considered the downloadable
information sufficient for this project.

We implemented a basic version of a standard and customisable report. To cre-
ate the customisable document, users could click the ”Add to Report” button
during their data exploration. This dashboard feature saves the user’s current
graph, enabling them to combine them in a report. Hence, the document con-
sisted mainly of R-functions and had little fixed text. Alternatively, users could
download a predefined report with limited customizability. The similarity be-
tween both of these methods was that they used the most up to date data to
generate graphs.

Internal evaluation

During the internal evaluation, we inspected and discussed the report generator
and the application’s design. Overall, we concluded that the artefact’s capa-
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Figure 4.7: Summary of the planned tasks in iteration three and how they
affected each artefact.

Figure 4.8: Here is the reporting functionality added to the application. We
added two new tabs, giving the user options to generate a customisable report
and a standard report. In the screenshot, the user can create a custom report
and has added one graph. The application displays the information concerning
the selected graph as text. The application will use the arguments to create the
chart when clicking generate.
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Figure 4.9: Here is the time series chart, giving insights into how implants and
clinics change over time. The functionality offered by this chart may support
longitudinal studies.

bilities were potentially valuable and engaging. However, we recognised some
missing features and challenges with the visualisation. We had to improve these
aspects prior to external evaluation. Otherwise, the feedback could be of lower
quality.

Task 2. Reduce the cognitive load of the removal reason chart. In figure 4.6,
the users are shown an enormous amount of data, with hundreds of bars in
a barplot. We assessed that such a display might reduce users’ engagement,
despite being useful when focusing on particular implants; therefore, we made
two changes. First, we simplified the graph to improve users’ ability to recall
information (Lusk and Kersnick, 1979). This simplification was performed by
aggregating the data, focusing on the reasons for the removal of all implants
(Figure 4.10). The user can still investigate individual implants, but the initial
chart displays a limited amount of data. Second, we flipped the axis because
this better suited long labels, as suggested by Wickham and Grolemund (2017)
(Ch. 3.9).

Task 3. The prototype had no charts displaying how variables change over time.
The missing feature we identified in the internal evaluation was a time series
chart. Information changes over time, possibly revealing intriguing trends. Be-
fore this iteration, none of our visualisations displayed this information, hiding
an aspect of our synthetic data. Therefore, we included this feature to high-
light how our dashboard can present changes over time and support longitudinal
studies. The graph we produced showed changes in removal reasons over time,
and the user could narrow it down to specific causes, clinics, and implants.
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Figure 4.10: Here is the simplified overview of implants. Instead of showing
all implants, we aggregated the data. Therefore, the users need to process less
information to interpret the chart. In addition, extra clutter is removed, making
the presentation more readable.

Task 4. Create a uniform style for the different charts. The statistician first
raised this issue regarding the plots’ readability in iteration two. To simplify
the graphs, we removed anything that did not aid in understanding the data,
referred to as ”non-data ink” by Tufte (2001). For example, the grey back-
ground. In general, we focused on simplification and emphasis when improving
visualisations (Evergreen and Metzner, 2013).

Demonstration and evaluation

Because of the improved aspects of the synthetic data set and application, we
expected that the feedback in this iteration would be more detailed. It was
likely easier for stakeholders to recognise functionality, features, or data that are
lacking or need modification. We presented the application to the two scientists
and one statistician from iteration 1. As expected, we received more specific
feedback during this evaluation. This time, the correctness of the synthetic data
received less attention, and the dashboard’s features were in focus. We present
a summary of the feedback in Figure 4.6.

Previously, we had not made any effort to connect insertions and removals.
We generated these events separately and randomly assigned them to a person.
However, the evaluation group wanted to explain dental implant removals with
factors related to the insertion operation. Therefore, creating a tighter coupling
between insertions and removals was necessary for our synthetic data.

Regarding the dashboard, the group appreciated many of the new features. The
analysis functionality caused one participant to say to the other participants:
”Now, can you also use R”. The group agreed that this was an exciting feature
that stakeholders could use to find areas worth further exploring. Inspired by
this part of the demonstration, they suggested adding a survival analysis feature.
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Table 4.6: The summarized feedback/results from iteration 3

Artefact Format Feedback/Result

Synthetic
data

Focus group Link insertions and removals by persons.

Dashboard Focus group Useful with analysing possibilities to identify trends.
Survival analysis would also have been interesting.

Dashboard Focus group Report functionality can be useful when wanting to
share specific plots. Difficult to use for annual reports
because you always want to customize some charts

Dashboard Focus group More options to group the data, for example, by how
long the implant survived.

Dashboard Focus group Use funnel charts instead of bar charts to better judge
variance

Furthermore, the group expressed that the time series plot could be helpful, but
there was a need to filter the data. They wanted to perform filtration based on
survival time. For example, by only reviewing implants removed after the first
year, it could be easier to help identify why dentists removed some implants
early.

We also discussed the ”Explorer” feature. The statistician suggested funnel
plots to compare factors with a small number of events with factors with more
events. The current bar charts did not communicate this variance. However,
adding another visualisation technique to the plot would likely increase the
complexity. Instead, a possible solution would be to add more pages handling
specific tasks and not have just one visualisation responsible for all functions.
The group suggested using annual reports from other quality registers to identify
helpful charts.

In summary, the additional features added to the dashboard may be beneficial
but still require more tuning to communicate the most relevant information.
Interestingly, the current functionality demonstrated with the synthetic data
set seems to engage the evaluation group, causing them to suggest new features.

4.4 Iteration 4

The feedback from iteration 3 was substantial and prompted us to make sig-
nificant changes and add more functionality to the artefacts. We present an
overview of the new tasks and evaluation criteria in Figure 4.7.

Enhancing the synthetic data set by linking insertions and removals of a patient
was an important goal for this iteration. This change would improve the pos-
sibilities for analysing removals in the dashboard due to having access to data
from the insertion procedure. Furthermore, we created more specialised pages
in the dashboard.
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Table 4.7: The tasks and evaluation criteria for iteration 4

Artefact Description Evaluation

1 Synthetic
Data

Create patients with related in-
sertion and removals

Control if the processed data
in the dashboard has the same
relationships as the generated
data

2 Synthetic
Data

Create implants with lower sur-
vival rates to test the survival
analysis

Control whether the implants
have a lower survival rate using
the dashboard’s survival analy-
sis

3 Dashboard Survival analysis Focus group

4 Dashboard Filter insertions and removals
based on implant survival time

Focus group

5 Dashboard Funnel plot to show variance Focus group

6 Dashboard Move the clinic options from
the explorer plot, merging it
with time series graph and in-
foboxes

Focus group

Figure 4.11: Summary of the planned tasks in iteration four and how they
affected each artefact.
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Task 1-2 Synthetic data improvements

The data generation strategy employed in this iteration was similar to the pre-
vious iterations. We produced a large table containing all data of the database
model. Previously, we had created insertions and removals separately and ran-
domly assigned them to patient entries in this table, but this approach was no
longer viable. We needed to ensure that removals and insertions of patients’
dental implants were related. This connection would allow us to join them
during the dashboard’s data processing.

To ensure such a relationship, we created a table with a given number of patients
and iterated through them. We first produced a random number of insertions for
each patient and then did the same for the removals. Afterwards, we associated
some of the insertions with some of the removals. Therefore, some patients had
their implants inserted and removed, or just one of the events. At the same
time, we solved task 2, increasing the probability of removals for certain dental
implants.

Consequently, we increased the realism of the synthetic data set but only a
fraction. We still generated most of the variables in isolation without any in-
teraction with other variables. The task of manually implementing believable
relationships between all variables is likely impossible.

Task 3-6 Dashboard development

We first solved Task 3 using the survival package in R and displaying the gen-
erated model in a graph (Therneau, 2022). Figure 4.12 shows the feature. In
addition to this survival analysis, we identified a potentially helpful chart related
to implant survival in the annual report of The Norwegian Arthroplasty Regis-
ter. This chart compared the survival of knee joint replacements after three and
ten years (Furnes et al., 2020). Therefore, we developed a similar visualisation
for dental implants to supplement the survival analysis (Figure 4.13).

Next, we solved Task 4 by adding a grouping variable during the server’s data
processing. This variable categorises implants according to their survival time.
Figure 4.14 shows how users could group facets based on this factor.

Implementing a funnel chart in Task 5 was more challenging to solve due to
the already extensive functionality of the ”Explorer graph”. Consequently, we
rewrote and simplified much of the code responsible for this graph’s functional-
ity, making it easier to accommodate new additions. Figure 4.15 shows the new
chart.

Simultaneously, we moved the clinic options out of the ”Explorer graph”, solving
task 6. We show this in Figure 4.16. It is important to note that we have not
verified that the information displayed on this page is helpful to clinics. However,
this layout and these visualisations indicate a potential method for introducing
information to clinics.

Demonstration and evaluation

For this demonstration, the same two scientists and one statistician were present.
In addition, a clinician with excellent domain knowledge had also joined. Con-
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Figure 4.12: Survival analysis of different implants

Figure 4.13: The survival rate after two and five years for different implants
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Figure 4.14: Users can now view removal reasons categorised according to sur-
vival time in years.

Figure 4.15: The explorer plot supports funnel charts, and we extracted the
clinic options to another chart.
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Figure 4.16: Information that potentially is relevant to clinics.

sequently, it was possible to get a perspective on the dashboard’s clinical use.

We completed the tasks related to the synthetic data set. First, we did link
the patient’s insertions and removals in the application. We compared several
patients before adding the synthetic data to the database and after retrieving
them from the database in the application, and the information was the same.
Second, we confirmed that there was a lower survival probability for the implants
we had selected to fail more often in our synthetic data generation. These
observations indicate that we can create various scenarios using synthetic data
and use them in our tests.

The clinician and scientists agreed that the dashboard’s charts should focus
less on implant names. These names are generally of little interest, except if
clinicians should explicitly avoid some implants. Instead, other groupings would
be more interesting to explore, for example, implant length.

The clinician also stressed the importance of comparing similar groups of im-
plants, patients, and clinics. Due to the variance within these groups, combining
all the data is not informative when exploring the charts. He suggested a type
of filter to select patients, implants, or clinics with specific attributes. For ex-
ample, this would allow users to compare only patients with a particular bone
volume.

The focus group also commented on the complexity of the ”Explorer” feature.
They suggested a more accessible chart to overview the distribution of a variable
before freely exploring the data.

To summarise, we demonstrated the potential for introducing more advanced
relationships in the synthetic data set and using it to test dashboard features.
For the dashboard’s charts to be valuable, we must allow users to compare
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Table 4.8: The summarised feedback/results from iteration 4

Artefact Format Feedback/Result

Synthetic
data

Observation Insertions and removals by persons are identical when
comparing the generated data with the data added to
the database and processed by the dashboard

Synthetic
data

Observation The implants we created with a higher probability of
failure was possible to identify in the survival analysis.

Dashboard Focus group All charts should be less focused on implant names; it
is often more interesting to group implants by other
attributes.

Dashboard Focus group Charts should compare patients with similar charac-
teristics to be more informative.

Dashboard Focus group The complexity of the explorer graph may be too high.
The group suggested separating simpler and more ad-
vanced graphs.

Table 4.9: The tasks and evaluation criteria for iteration 5

Artefact Description Evaluation

1 Dashboard Add a global filter to ensure that similar
groups of patients, implants or clinics are
presented in the charts.

See final evalua-
tion chapter

2 Dashboard Reduce the complexity of some of the dash-
boards options

See final evalua-
tion chapter

similar groups of patients, implants, and clinics.

4.5 Iteration 5

Due to the project’s time constraints, this iteration was our last. We wanted
to add functionality to improve the charts’ usefulness and possibly simplify
parts of the dashboard. We decided to merge the evaluation with a final system
evaluation, which we present in the next chapter. Table 4.9 shows the iteration’s
tasks.

Task 1-2: Dashboard development

We added a global filter shared across all dashboard pages. The user can select
one factor and choose which levels to include. This filtering allows scientists
and clinicians to compare similar data when viewing various charts.

To simplify the layout and usage of the dashboard, we group the options under
panels. According to Leung and Cockburn (2020), open panels or collapsable

51



Figure 4.17: Summary of the planned tasks in iteration five and how they
affected each artefact.

panels should be preferred by designers if there are few sub-menus. We de-
cided to add three sub-menus: global filter, basic options, and advanced options.
Consequently, we chose collapsable panels with basic options starting expanded.
This design may direct stakeholders to focus on the most commonly used op-
tions and hide options that add complexity. However, the downside of using
collapsable panels is that it can lead to longer task times in certain advanced
use cases (Leung and Cockburn, 2020). Figure 4.18 shows the new layout when
you first land on a page and expand all panels.

We did not choose to separate the graph options under basic and advanced pan-
els for the Explorer chart because of the close relationship between these options.
Therefore, we added a switch that activated the advanced options (Figure 4.19).
The basic option shows the distributions of various variables, while the advanced
option allows users to change the x-axis, y-axis, and grouping.

Lastly, we reduced the focus on implant names in the implant survival chart
and gave users control over which factors to explore (see Figure 4.20).

4.6 Section summary

The design phase started with a simple synthetic data set and an application
that displays one chart. Throughout the iterations, we modified the synthetic
data set, increasing its realism. At the same time, we added and adjusted the
dashboard features. A more detailed summary is listed below.

• Iteration 1 - The synthetic data set fitted the database model and had
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Figure 4.18: Advanced options are hidden by default when redirecting to a new
dashboard page.

Figure 4.19: The explorer chart has an advanced and basic options switch that
changes the chart and the number of available options.
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Figure 4.20: Less focus on implant names. This chart allows users to choose a
grouping factor to compare survival rates after two time periods.

reasonable variable ranges. The dashboard consisted of an exploratory
barchart. We discovered that the data model was not optimal when cre-
ating the synthetic data, with some attributes being misplaced. The focus
group agreed that the dashboard might be valuable for a visual overview
of the data stored in the registry, but it needs to differentiate between
insertions and removals. In addition, there were some inaccuracies that
we needed to correct in the synthetic data.

• Iteration 2 - We modified the synthetic data set to have a realistic struc-
ture with correct dependencies between variables. Also, we ensured that
any events occurred chronologically. We discovered that some variables
were not optimally grouped in the database when developing the syn-
thetic data, resulting in many empty fields. The dashboard’s exploratory
chart was enhanced, and we added analysis capabilities. The focus group
assessed that the dashboard could benefit from report functionality and
improved chart readability.

• Iteration 3 - The synthetic data set remained unchanged. The dashboard
gained report functionality, a time series chart, and general improvements
in readability. The focus group agreed that the analytical capabilities were
practical, which led to them suggesting additional features. Additionally,
they said that the reporting functionality was helpful for sharing plots but
could probably not replace annual reports.

• Iteration 4 - We improved the synthetic data set by creating patient
histories of insertions and removals. We also added a lower survival prob-
ability for some implants to test a feature. The dashboard received several
changes. We created a survival analysis and a new page for clinics to view
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Figure 4.21: Summary of all the implemented features.

their performance. The evaluation revealed that we modified some ad-
vanced aspects of the synthetic data. This time, the focus group did not
suggest any new features but improvements to the existing features. They
said that we should focus less on implant names; instead, we should give
more attention to dental implant characteristics. In addition, they men-
tioned that the charts should compare similar groups of patients and that
we should reduce the complexity of some features.

• Iteration 5 - The synthetic data set remained unchanged. We modified
some of the dashboard’s features, adding a global filter to make it easier
to compare similar patients. In addition, we reduce some of the graphs’
complexity. We postponed the evaluation for the final assessment.
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Chapter 5

Implementation

While in the previous chapters, we have already presented some aspects of
the dashboard application and synthetic data, we will give a more in-depth
presentation. We provide a brief overview of the technologies we used and the
features that we implemented. Next, we explain the dashboard’s architecture
and how the dashboard processes requests. Finally, we review the application’s
extendability, scalability, potential optimisation, and security issues.

5.1 Technologies

We developed both artefacts using R, a language and environment for statis-
tical computing and graphics (R Core Team, 2021). The language is flexible
and comprehensive, providing tools for data manipulation, calculations, and
graphical displays (R Core Team, 2021). R has some easy to use and powerful
functions to create data summaries. These qualities make it ideal for analysing
and visualising data. In addition, it has a considerable amount of extra pack-
ages extending the functionality, for example, allowing for the creation of web
applications (Jyotsna, 2014).

To generate synthetic data, we mainly used functions from R’s standard library.
We used a combination of sampling functions and random number generators.

For the dashboard, we used Shiny and ShinyDashboard, which are frameworks
for R that make it easy to build interactive and dynamic web applications (“In-
teract. Analyze. Communicate” n.d.; shinydashboard n.d.). These frameworks
facilitate interactivity using a reactive programming model with reactive values,
expressions, and observers. Therefore, when changes are triggered somewhere
in the reactive stream, such as an input value provided by the user, the server
may generate a new response (Reactivity - An overview 2017). Because shiny
has implemented this functionality behind the scenes, developers can focus on
business logic, mostly ignoring the reasoning of the client-server communication.

To quickly run and host the dashboard on other systems, we used Docker.
Docker packages software into images that contain all dependencies, such as
code, libraries and settings, necessary to run the application (Use containers to
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Build, Share and Run your applications n.d.). Hence, it runs reliably from one
environment to another. In our case, the docker image size was relatively large
but allowed us to run it on various hosting platforms, such as Microsoft Azure.

5.2 Synthetic data

Although describing the final implementation of the synthetic data set is chal-
lenging, we will present some of its key characteristics. Throughout the iter-
ations, its realism has steadily increased due to the attributes that we imple-
mented. After completing the iterations, the artefact has the following proper-
ties:

• The synthetic data variables had the correct type, allowing us to insert
them into the database.

• The ranges were mostly reasonable, making it difficult to distinguish be-
tween real and synthetic values.

• We identified relationships between variables, ensuring that nullable vari-
ables were present only if their dependencies were fulfilled. Consequently,
the synthetic data mimic the structure of real data.

• The order of events occurred chronologically and had reasonable times-
pans.

• We implemented a few relationships between variables. We linked implant
insertions and removals to patients and added a lower survival probability
for some implants. However, we did not model the relationships between
the majority of variables due to the complexity of the task.

The variable distributions were unknown because we had no access to a com-
prehensive real data set. Hence, we did not try to implement this attribute.

5.3 The dashboard

We present the application in this section by first showing the different features
before discussing the application’s architecture, scalability, adaptability, and
security.

5.3.1 Features

Each feature listed below does have a dashboard page. We did not arrange the
pages presented in the application in any particular order since the prototype’s
main objective was to demonstrate functionality. Consequently, any production-
ready application will likely use a subset of the features. A common setting
across all the features is the global filter. Its main aim is to make it easy to
compare similar groups of implants, clinics, and patients.

Explorer chart

• Interaction: High
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Figure 5.1: The final version of the explorer chart feature
.

• Determinability: Low

The exploratory chart shown in Figure 5.1 allows the user to investigate the
data stored in the dental implant registry. Initially, it has few options, where
users can choose only one variable to view its distribution and whether they
want to view insertions and removals. If the user enables advanced options,
the dashboard reveals additional options, giving the user complete control over
which variables to use for the x-axis, y-axis, colour, and facets. However, users
do not control which graph displays the data. This selection automatically
depends on whether the axes are logical, numeric, or factors.

Analyses

• Interaction: High

• Determinability: Low

Figure 5.2 shows the analysis feature after creating a model. This feature gives
much freedom to the user, allowing them to specify the method and variables
to use in their model. The cognitive load required to interpret the result of the
computation may be substantial. When creating a model, the dashboard will
show a graph, if possible. In this prototype, we do not support the creation of
models with interactions.

Survival Analysis

• Interaction: Medium
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Figure 5.2: The final version of the analysis feature
.

• Determinability: Medium/Low

The survival analysis, shown in Figure 5.3, requires some user interaction and
has medium/low determinability. Hence, the cognitive effort to interpret the
result may be substantial. The feature computes an estimate of a survival
curve based on the selected factors. If no elements are selected, the application
calculates the overall survival. Users can also choose the censoring time, that
is, the duration of the study period.

Factor Survival

• Interaction: Medium

• Determinability: Medium/Low

This feature compares the survival rate of dental implants after two time peri-
ods. Dental implants are grouped according to a factor chosen by the user. In
addition, the users are free to select the length of the two time periods, with
the default being 2 and 5 years. Moreover, the user can drill down on particular
implants (Lot Nr) and view their survival rate with respect to the selected fac-
tors. Figure 5.4 shows the survival rate of dental implants grouped by position,
with no drill-down option chosen.

Clinic information

• Interaction: Low

• Determinability: Medium

This page, shown in Figure 5.5, contains much information visualised using
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Figure 5.3: The final version of the survival analysis feature
.

Figure 5.4: The final version of the factor survival feature
.
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Figure 5.5: The final version of the clinic information page
.

different components. Potential quality indicators are summarised in infoboxes
and coloured according to the result. Green indicates that the specific clinic
follows the guidelines, while orange and red indicate a weaker performance.
Furthermore, the two following charts in the first row show the last dental
implants used by the clinic and the clinic’s relative success compared to other
clinics. Lastly, the application displays the changes over time at the bottom
of the screen. Currently, the application surveys antibiotic usage and first-year
removal caused by infections. Users interact only with the feature by selecting
which clinic to view and applying the global filter.

Removal Reason chart

• Interaction: Medium

• Determinability: Medium/Low

Figure 5.6 shows the removal reason for dental implants grouped by year. The
user can filter the data by removal reasons and year. In the advanced options,
it is possible to add a facet row. This option entails exploring how the removal
reason changes by year for a particular factor.

Report generator

It is difficult to categorise the custom report generator as it depends on other
features. When navigating the application, users can select charts that they
want to include in a report. The graphs chosen by the users are summarised on
the ”Report” page. In this version of the application, it is impossible to edit
the selection.
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Figure 5.6: The final version of the removal reason chart
.

Standard Report generator

The standard report generator requires little user interaction, only requiring
users to select which clinic to customise the report to. Subsequently, the appli-
cation will generate a selection of pre-determined graphs. These graphs should
inform a clinic about its performance and highlight areas of improvement.

5.3.2 Architecture

We provided an overview of the system’s architecture in section 3.1. In this
section, we have included a flow diagram to illustrate the interactions between
the various instances in the architectural diagram (see Figure 5.7). When the
user first accesses the web page, starting a session, the server returns the layout,
including the predefined UI elements. Following this initial return, the server
requests all available data from the database. Additional UI elements are created
on the server and sent to the client based on these data. Lastly, the application
generates and displays graphs for the client after receiving all required data. A
new plot is rendered and returned if the client changes any reactive values by
interacting with the UI.

5.3.3 Scalability

Although we developed a dashboard prototype, developers may use part of this
application in future implementations. Therefore, it is relevant to discuss the
scalability of the application. We can consider scalability regarding the number
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Figure 5.7: A flow diagram of a user initiating a session and interacting with a
plot.
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of entries in the database and simultaneous users.

At the start of a user session, the application makes a single call to the database
to transfer all data related to implants, insertions, and removals stored in the
registry. Therefore, the server transmits a lot of data during this process. This
transfer enables the exploratory features of our dashboard, as users can define
their visualisations. However, it may affect the application’s scalability. We
measured the ability to scale in the final evaluation in Figure 6.5.

Our artefact handles user requests sequentially because R is single-threaded
(RStudio Support, 2022). Potentially, users had to wait for other users’ compu-
tations to finish before their own could start, slowing the application. However,
there are still benefits of using a single-threaded approach, such as taking less
time to start, using less memory, and avoiding re-running part of the code
(RStudio Support, 2022).

Generally, the artefact’s performance was satisfactory with few concurrent users,
even for larger datasets. Much performance can be gained from a hosting plat-
form, which can potentially run several images in parallel. Consequently, we
allocated little time to optimisation. However, developers might need to take
measures to reduce response time as the registry grows. Below are some sug-
gestions.

Developers may consider application-level cache to avoid re-fetching the data
for each user as a first potential optimisation measure. The server saves the
registry data in memory or a local file using this method. It is important to
note that, when using memory, the cache does not persist if the R process
stops, usually when no users are connected. After an appropriate amount of
time, the application invalidates the cache, and the first users have to send a
request to the database again. However, as the database grows large, using a
memory cache to store data is infeasible due to its small size. Still, we may
use the memory cache to store plots or other small items. A local file cache
may be a viable option for larger databases. This alternative has the additional
benefit of persisting after the R process stops, potentially saving us from the
need to fetch data from the database. In the case of a large database, developers
may implement other measures to ensure optimisation, for example, using more
fine-grained SQL statements.

Another potential optimisation is to debounce user input. A debounce is a
higher-order function that returns another function after a given time interval.
The returned function is the reactive expression containing the user input in
our case. However, every time the user calls the debounce function within the
specified time interval by changing the state, it postpones the return. Therefore,
the frequently changed input will not immediately trigger new data calculations.
This delay saves resources by delaying performing an expensive computation
until the user finishes editing, but only if the user updates within the debounce
interval. An alternative is to let the user click on a button after they have
finished setting all parameters.
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5.3.4 Adaptability

Even though we developed the application for a dental implant registry, some
functions are easily adaptable to similar registries. Due to design choices, this
flexibility is particularly true for the more general parts of the application, such
as the ”Explorer” feature. The options given to the user are not hardcoded but
based on the data table’s definitions. Consequently, the possibilities are derived
from the input data, needing some load time before being outputted to the
user. The y-axis, x-axis and other dimensions of the exploratory graph require
only these input variables and the main data. Therefore, the implementation is
agnostic to the data, and any registry could use it.

5.4 Security

We label any security measures outside the scope of this project. However,
because the dashboard will have to handle actual patient data in the future if
utilised, we will discuss some security and privacy issues.

The features we implemented have to require authorisation. Specifying privi-
leges is necessary to ensure that users only access the resources they are allowed
to view. Permission to use all features should be given to registry administrators
while being limited to other stakeholders. For example, clinicians should only be
allowed to view their clinic’s performance compared to the mean, not compared
to other clinics. Consequently, developers must identify the appropriate access
for each stakeholder. In some cases, however, it might be sufficient to reduce
the freedom given to specific stakeholders by removing certain options.

Although the application displays primarily aggregated data, there is a slight
possibility that patients may be identified. As a rule of thumb, aggregated
data with less than ten observations should be excluded from charts when this
possibility exists and the user does not have proper authorisation.

Ideally, the dashboard will be easily accessible to stakeholders in their daily
workflow. This incorporation could entail using the same authentication method
as their other systems.
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Chapter 6

Final evaluation

Evaluation occurred as an intricate part of our iterations; additionally, we con-
cluded with a comprehensive evaluation of our two artefacts at the end of the
project. Mainly, we assessed whether our solution satisfied the objectives of
the solution mentioned in section 1.3.2. First, stakeholders reviewed the imple-
mentation of both artefacts through semi-structured interviews. Furthermore,
we tested the realism of synthetic data using a Turing test and evaluated the
user experience of the dashboard using System Usability Scale (SUS). Lastly, we
evaluate the technical performance of the dashboard under various conditions.

6.1 System implementation

A highly relevant assessment of our system was whether the implementation
of our two artefacts was valuable to identify potential useful dashboard fea-
tures and determine whether synthetic data supported the development of the
dashboard. Consequently, indicate whether we achieved objectives 1 and 2.

We conducted five semi-structured interviews to investigate these aspects. This
format allows for specific and open questions, bringing forth foreseen and unex-
pected types of information (Hove and Anda, 2005). The five participants were
the stakeholders involved in the development process (listed in Section 3.2).

We conducted the interviews individually and recorded the interaction. The
interviews were structured as follows:

1. A short presentation of the artefact, where we showed the menu and nav-
igation options.

2. The participant tested each feature of the dashboard. During the test,
we used the think-aloud method (Lewis and Rieman, 1993). This method
required them to explain what they were trying to do and encouraged
them to ask questions that arose during the testing.

3. After testing the application, we asked the questions presented in Ap-
pendix A
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We translated and summarised the responses from the think-alouds and inter-
views. In Table 6.1, we recap the responses of the participants regarding the
usefulness of the dashboard features. Any suggestions made by the participants
during the interview are included in Table E.1. Finally, the comments of the
respondents related to the synthetic data are listed in Table 6.2.

6.2 Turing test

To evaluate the realism of the synthetic data, we performed a Turing test with
actual and synthetic data. This approach has been proposed to compare these
types of data (Chen et al., 2021).

Real data was collected as part of the initiative to create the dental implant
registry. It was collected using a questionnaire with open-ended and closed-
ended questions. Adapting the data to the registry was a real challenge due
to open-ended questions. We had to spend a lot of time cleaning the answers.
For example, the respondents had written the name of a clinic in more than ten
different ways. Consequently, we had to merge these variants into one to ensure
the validity of the data. After we had prepared the data, they contained around
1200 observations, most of them being insertions.

We structured the trial as follows:

1. A domain expert first used the ”Removal Overview” feature in two sessions
for a short period. In one of the sessions, the data was real, while in the
other, it was synthetic.

2. After completing the two sessions, the expert had to guess which session
he interacted with real and synthetic data and then give a brief comment
on his selection.

We used two domain experts; one of the researchers and the clinician. After
reasoning about the distributions visualised in ”Overview Removal”, these ex-
perts identified the real and synthetic data. They used some time to reason
and think before announcing their answer. A suspiciously large percentage of
certain removal reasons made it possible to differentiate.

6.3 Stakeholder mapping

We wanted to create an overview of the features that may be suitable for particu-
lar stakeholders. Therefore, after testing the application, the various stakehold-
ers completed the table in Appendix B. Beforehand, we selected five potential
stakeholders. However, the interviewees could also mention others.

We show the results in Figure 6.1. One of the statisticians selected ”others”,
arguing that journalists and media might be potential stakeholders interested
in the features.
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Table 6.1: Summary of interviews and think-alouds about the usefulness of the
application features

Useful ID Synthesis

Overview Removals

Yes S2 This feature and similar features which provide an overview are
valuable.

R2 It may increase the understanding of what and why implants
was removed

Survival Analysis

Yes R2, C1 May benefit researchers with knowledge of statistics

S2, S1 It is interesting and valuable to create such figures to explore the
data quickly.

Factor Survival

Yes S2 Informative feature, making it easy to compare survival rate of
different factors

R1 The functionality offered by this feature seems valuable

S1, C1 It seems like a clear and informative feature

Clinic Information

Yes S1, C1 It allows clinics to assess their performance, and compare it
against others

S2 It is informative and easy to understand

Analyses

No S1 Unable to use generated models in research as this requires more
processing of the data.

S2, R2 Too technical, requiring special skills to interpret

R2 Difficult to adapt to your needs.

General observations

Yes R1 Features that can be used to identify characteristics with a higher
probability of fault

C1 Features that overview patients and the performance of the clin-
ician. If there is significant deviations in performance, the dash-
board should have features to determine the cause.

No S2 More technical features that require special skills to interpret the
results are less useful.

C1 Difficult to identify non useful features because much depends
on area of use.
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Table 6.2: Answers concerning the synthetic data

ID Synthesis

Bothered by synthetic data?

S1 Impossible to know whether the data were real or false without domain knowl-
edge.

S2 Synthetic data help evaluate features because the focus remains on features,
not data.

R1 No, difficult to judge the realism of the data.

R2 Noticed some irregularities, such as many long implants, but was not dis-
tracted by them.

C1 No, I did not study the data, only the features were in focus during this
session.

Synthetic data useful through the iterations?

S1 Useful to demonstrate the features.

S2 Maybe even more useful than real data because the focus remains on the
features and not on interpreting the data.

R1 Exciting to watch demonstrations even though the data was synthetic.

R2 Yes, it would have been better with real data, but lacking such data the
synthetic data proved helpful.

Synthetic data’s realism affects its usefulness?

S1 Too little domain knowledge to differentiate.

S2 Demonstrating some features, such as survival analysis, would have been less
interesting if we had used random data.

R1 Completely random data would have been difficult to relate to.

R2 The synthetic data used in this project was an improvement compared to
random data, allowing us to accomplish more.

C1 The realism of the synthetic data did not affect him in the evaluation. How-
ever, he adds that it might have been distracting if we had not informed him
beforehand.
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Figure 6.1: A heatmap of which features the respondents deemed suitable for
various stakeholders.

Figure 6.2: The mean System Usability Scale score for all our respondents.
Scores above the dotted line indicate acceptable performance.

6.4 User Experience

We quantified the user experience using SUS, a tool developed by John Brooke
(1996). According to Bangor et al. (2008), a score greater than 70 indicates
that the performance of the tested application is acceptable. A rating above
90 indicates superior products, while a rating below 50 indicates unacceptable
products. We show the application’s SUS in Figure 6.2.

6.5 Performance

We present the performance of the dashboard through a load test. This test
helps developers estimate the number of users that their service can support. In
addition, it can identify the main performance bottlenecks and guide improve-
ments to the artefact.
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Figure 6.3: Load test setup

The load test was performed on our local machine running a docker container
with the application. This setup ensures minimal latency in a client’s communi-
cation with the application. Hence, we reduced the factor of a server’s varying
response times and instead tested the artefact’s time to process the user’s re-
quest and respond. The dashboard communicated with an SQL database hosted
on Microsoft Azure, which contained 1500, 15000, or 75000 dental implant in-
sertions and removals.

Figure 6.3 shows the test setup. We first recorded a possible interaction between
a user and the application using shinyloadtest. In this recording, we interact with
various plots by adjusting their parameters. Subsequently, we used shinycannon
to run this recording and emulate 1, 4, and 16 users.

The results shown in Figure 6.5 indicate that the application can handle four
users with a minimal increase in the time compared to one user session. However,
with 16 concurrent users, the time of a user session increases dramatically. The
original user session that lasted 100 seconds now takes three times longer before
being completed. The main bottleneck of the application appears to be the first
load when creating a user session (Figure 6.4). At this point, the application
retrieves all the necessary data from the SQL database and prepares them for
use. Consequently, a lot of computing power is initially required, as is evident
in Figure 6.4 and in Figure 6.5 at 0 seconds.
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Figure 6.4: We selected two events from the load test with 15000 database rows
to show the variability in their completion time.
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Figure 6.5: We populated the database with 1500, 15000 and 75000 rows of
insertions and removals, and then we performed load tests simulating 1, 4, and
16 concurrent users. A red line shows the running time of the original script.
Sessions exceeding this line suggest an overloaded server.
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Chapter 7

Discussion

In this chapter, we will discuss the findings discovered through this project.
We will base our discussion on how the artefacts solved the objectives listed in
Section 1.3.2. Mainly, we will focus on key results and their implications. At
the end of the chapter, we list the limitations of the project and give a brief
recap of our experiences using design science.

7.1 Synthetic data and development

The project’s objective related to the synthetic data was to determine an ap-
proach to generate synthetic data that can be used in a functional prototype,
supporting the development of registry services when real data are unavailable.

We described an approach for developing secondary services for a dental implant
registry using synthetic data generated manually and a high-fidelity prototype.
Together, the synthetic data and the dashboard prototype can engage stakehold-
ers early with a working application rather than just conceptual ideas, which
may be valuable for novel services. In addition, using evolutionary prototyping,
developers may use parts of the artefact in a future application.

The results indicate that this approach can help to discover potentially useful
features and functionality and, furthermore, inform potential users about such
features and functionalities, and then together expand further on the develop-
ment of future services. We were able to generate a synthetic data set that
supported this process. To overcome the challenge of manually developing syn-
thetic data, we used an iterative approach that increased its level of realism
when needed. This method limited the amount of work we used to create the
data and provided us with insight into how qualities related to the synthetic
data affected the development.

The development process

Usually, part of the development process consists in obtaining requirements that
describe what a system should do (Bourque et al., 2014). In this process, stake-
holders contribute to the application requirements with their different points of
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Figure 7.1: The data requirements needed to perform user evaluations changes
throughout the design process. Typically, the first stages need less data than
the later stages in the human-centred design process. However, the green box
highlights our approach, using a large synthetic data set to demonstrate poten-
tial features early. This approach was feasible because the application’s novelty
could have made it challenging engaging users with conceptual ideas.

view (Bourque et al., 2014). For example, the early stages of a human-centred
design process focus on qualitative and unstructured data, making personas and
developing use cases, thus understanding user needs. Subsequently, developers
can create prototypes to test design ideas (Preece et al., 2015). However, this
approach was less feasible in our project because of the system’s novelty, with
users unsure of the possibilities related to the registry’s secondary services.

To overcome these challenges and uncover the requirements for such services,
we instead developed a synthetic data set and a prototype to be used in early
demonstrations and evaluations. Kinnaird and Romero (2010) recommend using
a prototype as soon as it exists to understand the interest of users. We take this
further in our approach, suggesting that the prototype should be used at the
beginning of the design process to understand users’ needs and the application
requirements. Figure 7.1 is adapted from Pollack et al. (2019) and shows the
data requirements through different phases of a human-centred design process.
The green box highlights our approach in this context.

We used a relatively sizeable synthetic data set and a functional prototype. Con-
sequently, we were able to simulate years of patient data recorded by the registry
and use these to demonstrate possible secondary services. This approach was
particularly valuable when the prototype was an innovative and unique dash-
board within implant dentistry with several exploratory and analytical features.
It allowed us to truly show these aspects of the dashboard, enabling data explo-
ration during the demonstrations and the evaluations. The results indicate that
this functionality motivated and engaged our stakeholders, resulting in them
suggesting new features, functionality, or improvements to the prototype.
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These findings support the idea that stakeholder participation is a critical factor
in successful software design (The Standish Group, 1994). Moreover, it is con-
sistent with the observation of Kinnaird and Romero (2010) that it is possible
to gain insight into users’ interests by combining a focus group and prototyping
activity. Furthermore, we observed some of the same benefits of prototyping as
Nelson et al. (2016), even though our project used synthetic data. First, some
of our observations support the idea that early prototyping motivates users to
contribute ideas for improvement. For example, in iteration 3, one of the statis-
ticians suggested a survival analysis feature after we demonstrated a similar
feature (Table 4.6). Second, it was easy to identify shortcomings in the pro-
totype during the evaluations, as is evident from the list of improvements and
suggestions made by stakeholders in Appendix E.1.

Generating Synthetic data

Creating an early prototype can be challenging for some projects, making our
approach less feasible. We suggest developing the two artefacts in parallel to
try and overcome this challenge, ensuring that the synthetic data set and a
prototype are ready simultaneously.

It is crucial to streamline producing a synthetic data set to reduce delays in
prototype development. We outline such a process throughout the iterations.
We found that generating synthetic data with R was the most straightforward.
However, there are applications dedicated to manually generating synthetic
data, such as those proposed by Mannino and Abouzied (2019) and Althar
and Samanta (2021). The benefit of using these types of applications is that
developers are likely to get a better overview of the variables and their relation-
ships. Additionally, it may be easier to reproduce the data by communicating
the settings used to generate the data set. The downside is lower flexibility.

Flexibility was the most influential when we decided to use R. We could easily
use and combine functions from the standard library and external packages to
get the desired results. Moreover, it was useful to freely iterate through and
manipulate the data set when introducing interactions. Also, since visualising
the data is easy with R, getting an overview of the created data is possible.

Some studies discuss synthetic data generated manually in software develop-
ment, but none has used them similarly to this project. Instead, developers
often employ these data to create specific scenarios to evaluate the suitability
of an application to solve various tasks (Whiting et al., 2008; Pollack et al.,
2019). Although the main focus of our approach is to identify the requirements
of different services, developers may later use it in scenario testing to evaluate
multiple designs. We introduced some relationships in the data during iteration
4 by reducing the survival rate of various implants to test the survival analy-
sis feature (Table 4.8), indicating the potential of generating data for scenario
testing. However, compared to Pollack et al. (2019), the scenarios are likely to
be less detailed due to the amount of data we create.

Level of realism

The level of realism is a fundamental aspect likely closely related to how syn-
thetic data can support the development of registry services. First, the degree
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Figure 7.2: Shows how the realism of the synthetic data affects its usefulness
in development and the effort of producing the synthetic data. The highlighted
areas indicate potential development usage for synthetic data with different
attributes. The points mark how the synthetic data progressed throughout the
project.

of realism may affect the usefulness of the synthetic data in this process. By
usefulness, we mean how synthetic data contribute to engage stakeholders and
influences the quality of their feedback. Second, more realistic data are increas-
ingly difficult to create, requiring developers to carefully consider their level of
investment in producing such data. We summarised some of our findings and
observations on these factors in Figure 7.2. It is important to note that the
trends shown in the graph are uncertain, as we do not have a precise mea-
surement of effort and usefulness. Nevertheless, the chart indicates the overall
pattern observed in this project.

In cases where the synthetic data have a low degree of realism, we found it use-
ful to build fundamental aspects of the application, such as creating and testing
calls to the database. This type of data requires minimal effort to produce.
However, it can distract stakeholders if used to demonstrate and evaluate fea-
tures, resulting in less predictable but potentially valuable feedback. We made
this observation in iteration 1, where there was a notable contrast between the
complexity of the two artefacts that we developed. The synthetic data were
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simple with a low degree of realism but had correct types, and most variable
ranges were reasonable. In contrast, the dashboard was already quite com-
plex, allowing users to explore the data freely. Consequently, combining these
artefacts probably highlighted irregularities in the synthetic data. These incon-
sistencies may have resulted in the feedback group shifting its focus from the
exploratory graph to the synthetic data during an evaluation meeting. Hence,
the participants’ responses did not directly discuss the intended feature. How-
ever, the feedback was still valuable, alerting us to additional options necessary
to properly explore the data.

After modifying the synthetic data to have a structure more similar to real
data, the group focused on the intended features in the rest of the evaluations.
Hence, the usefulness of the synthetic data set increased, as shown in Figure
7.2. Of course, this may also result from the focus group getting more used
to the evaluation format and ignoring any irregularities in the data. A more
plausible explanation, supported by the interviews, was that the realistic quali-
ties of the synthetic data were adequate to evaluate and examine the dashboard
features. Developers can quickly produce this type of data. The implication is
that developers should aim for some structure when generating synthetic data
to create, demonstrate, and evaluate features. However, data with a higher or
lower degree of realism are still valuable.

Although we further improved the realism of the synthetic data set in later
iterations, it was difficult to determine how this affected the evaluations. There
did not seem to be any detectable difference in the feedback from the focus
group after the synthetic data reached a certain level. However, improving the
realism of the data helped to adequately demonstrate more advanced dashboard
features. For example, one of the statisticians commented that the survival
analysis demonstration was more interesting because the shape of the curves
was recognisable. The downside of producing more realistic synthetic data is
that the effort and complexity of this task are massive. Figure 7.2 reflects these
observations. Consequently, developers must consider the cost and benefits of
producing such a synthetic data set to be used in development.

From the interviews, there was a less clear trend related to the usefulness of syn-
thetic data in development, raising some doubts about the trends we observed
and summarised in Figure 7.2. In general, stakeholders perceived the synthetic
data as valuable throughout the development process (Table 6.2). Interestingly,
one of the statisticians said that he preferred synthetic data over real data, as
this ensured that the focus remained on the features during demonstrations.
One of the researchers would rather have actual data, while the clinician was
indifferent to the data used in the evaluation. The clinician’s perspective differs
from that of the other stakeholders. This contrasting perspective is also evident
when discussing data without any realistic qualities. Although most stake-
holders agreed that such data could potentially interfere with the development
process, the clinician did not share this perspective. However, he interacted
with the dashboard after the synthetic data set had reached a quite high degree
of realism, which may have affected his assessment.

Consequently, more research is needed to verify the trends we observed through
the iterations. This research includes proving whether there is an advantage in
generating synthetic data with some realism and whether the level of realism of
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the synthetic data may support different development phases. When researching
this, it is essential to note that the trends that we summarised in Figure 7.2
may differ in other projects. This difference may be due to the variation in the
system complexity and the knowledge of the stakeholders involved.

Section Summary

The key takeaway is that the development of a synthetic data set and its use
in early demonstrations may generate valuable responses from stakeholders, re-
vealing the needs of potential users in a novel application. It may be beneficial
for the data to have enough realism to demonstrate the features adequately,
ensuring more precise user feedback. However, inconsistencies in the synthetic
data are not necessarily damaging, as they may initiate a discussion and high-
light other aspects of the application that need consideration. Nevertheless,
developers should use caution before investing too much time in synthetic data,
as the trends observed in this research need to be verified, and the value of
synthetic data may vary from project to project.

7.2 The dashboard

The dashboard’s objective was to identify potential features and functionality
that can be helpful to stakeholders in exploring data from a dental implant
registry, laying the foundation for future registry services.

We developed six features that we classified according to the categories presented
in Zhuang et al. (2020). Additionally, we created two report generators that
this template could not classify because they display data generated by the
other features. The results indicate that most of the features we developed
were perceived as useful by the stakeholders (Table 6.1). There was a tendency
for stakeholders to consider functionality with a low degree of complexity as the
most valuable, while more advanced features received little or negative feedback.
The following is a summary of the features we developed.

• Explorer - Freely explore the data in the quality register.

• Analyses - Create statistical models and test significance.

• Survival Analysis - Investigate factors influencing the time from inser-
tion to the removal of a dental implant.

• Factor Survival - Compare the survival rate of dental implants after a
given time, grouped by factor.

• Removal Overview - Distributions of removal reasons for dental im-
plants grouped by years since insertion

• Clinic Information - Summarises statistics for each clinic, reporting
information about their performance

• Report - A customisable report created by the user.

• Standard Report - A fixed report with predefined graphs and informa-
tion.
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By examining some of the key motivations for a dental implant registry, we can
probably explain why many features were considered beneficial. A dental im-
plant registry should help identify underperforming implants and unfavourable
characteristics of implants. In addition, it should allow clinics to assess and
improve their performance. The functionality offered by ”Overview Removals”,
”Survival Analysis”, ”Factor Survival”, and ”Clinic Information” all supports
these goals. Consequently, with these features adequately implemented (SUS
score in Figure 6.2), stakeholders can use the application to investigate some of
the fundamental aspects of the domain.

Although most of the features we developed are not directly comparable to
other studies, ’Clinic Information’ has parallels to the dashboard created by
Weiss et al. (2018). This study found that the dashboard positively affects
the quality of care. The dashboard reported quality indicators using colour to
grade the unit’s performance, similar to ours. However, the difference is that we
supplemented the dashboard page with additional functionality. For example,
we added a funnel graph to compare the survival rate of dental implants inserted
by a clinic with other clinics. In addition, we used a chart to show changes over
time in the use of antibiotics and first-year infections. Several stakeholders
highlighted this functionality as valuable. These responses are in line with
a suggestion by Benoit et al. (2022) that practitioners should have access to
indicators that allow them to improve. Consequently, the ’Clinic Information’
and similar functionality could help increase the quality of care at different
clinics, and developers should consider multiple such data visualisations when
communicating clinics’ performance.

Complexity

The results show mixed responses when comparing the simplest and most ad-
vanced features. Although the most straightforward feature, the ”Clinic Infor-
mation”, received positive responses, the more advanced, the ”Analyses” fea-
ture, was the least helpful (Table 6.1). The complexity of each feature is prob-
ably an important factor in explaining this trend. To some extent, stakeholders
perceived the more complex features as less valuable. To use the ”Analyse”
feature, a stakeholder requires knowledge about the domain and statistics to
analyse the results. Furthermore, any created models must be interpreted with
caution and should only be used to identify areas of interest. The challenge of
using such a feature appropriately is not easy to overcome.

Consequently, this result indicates that exploratory features with statistical tests
should not be a priority when developing services for a dental implant registry,
at least before there is a clear need. These features are usable only for a few
highly competent stakeholders and may require advanced options to fine-tune
the analysis. However, it is unlikely that even stakeholders with the necessary
proficiency can use it to the full extent due to the data processing required to
create publication-ready models and graphs. Hence, the application’s analytical
features fall between stools, neither advanced nor straightforward enough.

However, developers should not necessarily dismiss all statistical tests. The
respondents appreciated the ”Survival Analysis” more than the ”Analyses”.
This feature may be easier to understand and is always accompanied by a graph.
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Therefore, it may be helpful for more stakeholders as long as they are aware of its
limitations. An area of use is to quickly explore the data. Although developers
may include such features in the application, they should also evaluate simpler
alternatives. One of the statisticians noted that the ”Factor Survival” feature
might replace the ”Survival Analysis” because it is more straightforward.

Complexity is only one dimension that can influence the usefulness of a feature.
This trend is evident by reviewing the feedback of the ”Explorer”, which has
some of the most advanced functionality of the dashboard’s features. Users
perceived it as interesting, but neither thought it was particularly valuable or
worthless. Therefore, complexity can indicate which services are worth develop-
ing but should not be the deciding factor. Proper training and other functions
that reduce cognitive load can mitigate the negative attributes of such features.

Interestingly, all the features that were well received had roughly the same level
of outcome determinability (Figure 3.3). This perspective might indicate that
having some limitations on the graphs might be beneficial because their goal
and use-cases are more clearly defined. Another explanation might be that
users did not receive enough training to fully understand the potential of the
most complex features, which reduced their scores. Consequently, developers
should consider the needs of the stakeholders, the complexity of features, and
the possibility of training when creating services for a dental implant registry.

Stakeholders

According to our respondents, the ”Clinic Information” and ”Removal Overview”
features were suitable for the widest variety of stakeholders (Figure 6.1). There
was a consensus among the respondents that researchers, clinicians, and registry
administrators would probably benefit the most from the functionality, getting
an excellent overview of the data. Most of our respondents thought that other
stakeholders with less domain knowledge would likely struggle to understand
these features, even with the features’ lower complexity compared to others.

However, one of the statisticians suggested that the patients were potential
users, arguing that some of them may want to immerse themselves in this field,
despite its complexity. The clinician also mentioned that patients could use the
”Clinic Information” feature. He reasoned that patients might want to identify
the best clinic. Consequently, tracking-type features or features that provide
an overview should maybe be a priority if developers want to target a broader
range of stakeholders.

From the stakeholder mapping in Figure 6.1, it is noticeable that professionals
are considered the most suitable to use the exploratory features we developed,
especially researchers. We expected this grouping because it required domain
knowledge and statistics to analyse some of the results generated by the appli-
cation. In the interview with the clinician, he says that only a few clinicians
would probably use these features to obtain information about dental implants
in general.

We developed various features that were possible to adapt to several stakehold-
ers. Any stakeholder accessing the prototype has access to all these features.
However, developers should select only a subset of the functionality that fits the
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target audience in a production-ready application. In these cases, it might be
beneficial to further adapt the features to specific stakeholders by considering
which options to include and how to integrate them into the workflow. Simi-
larly, any features selected for a public website should be adapted to a broader
audience. In addition, developers should consider features explicitly designed
for patients and the integration of PROM into an application.

Report features

The reporting features consisted of a dynamic report and a standard report. We
did not discuss these features in great detail during our final evaluation. There-
fore, the feedback was limited. Figure 6.1 indicates that clinicians, registry
administrators, and managers are suitable for this feature. Registry adminis-
trators are likely to create the report, while other stakeholders may benefit from
reading it.

However, the results indicate that the current implementation of our report
generator is cumbersome and slow, requiring stakeholders to navigate to each
dashboard page and click ”Add to report”. Therefore, one of the statisticians
suggested adding it as a separate feature. This dashboard page might include
an overview of the graphs, allowing users to select which to include in a report.
Moreover, it should save the previous compositions and settings.

Usability and Performance

Although the main focus was on functionality, stakeholders perceived the fea-
tures through the UI. Therefore, it is also essential to mention these aspects.
The consensus among our respondents was that the layout and functionality
were overall good. This result is reflected in the System Usability Scale (SUS)
in Figure 6.2. However, there was some room for improvement, as shown in
Table E.1.

7.3 Parallel development

The last objective was: Evaluate how the parallel development of the dashboard
and synthetic data may contribute to the registry’s data model and further
develop and verify it.

In general, when creating the dashboard and a synthetic data set in parallel,
we better understood the data model, as we learnt how the variables depended
on each other. By doing this in parallel, we were constantly required to relate
the features to the data model and vice versa. This approach ensured a close
connection between these components, making it easier for us to know which
variables to process and how to process them in the application. The iterative
aspect of this method was also important. When the level of realism of the
synthetic data gradually increased, we found it easier to identify substandard
qualities related to the data model because we were learning more about it.

The most important result of this process occurred in the second iteration.
After receiving feedback in iteration one that the synthetic data set contained
some inaccuracies (Table 4.2), we wanted to structure it more like real data by
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including dependencies between variables (Table 4.3). When updating the data,
we identified suboptimal groupings in the data model, which caused many null
values in the database. Although developers might have detected these flaws
in the data model using other measures, recognising them came naturally when
generating the synthetic data due to the need to map dependencies between
variables.

Later, we did not identify new optimisations for the data model when creating
the most complex synthetic data set with the most realistic attributes. This
observation suggests that, after gaining a basic understanding of most aspects
of the data model, working more with it may not necessarily help further improve
it. It should be noted that these improvements and adjustments may not have
occurred if we had made the data model ourselves.

Although we detected potential changes to the registry’s data model, none of
the focus group participants suggested changes or additions. This result was
surprising, as we suspected that the interaction with the data through the ap-
plication’s features might contribute to the data model. An explanation might
be that we gave respondents too little time to evaluate and test the rather com-
plex application. If it had been simpler, the time might have been sufficient.
More research is needed to determine whether stakeholders can contribute to a
data model using a parallel development approach.

7.4 Limitations

The study has several limitations.

The most significant limitation was probably the time constraints. There was
limited time to discuss and test the features during the iterations’ evaluations.
Therefore, participants may not have sufficiently understood all the dashboard
functionality. This potential lack of knowledge may have affected their feedback
and perception, influencing the results related to the development process and
the dashboard functionality.

Furthermore, time constraints may have influenced our ability to extract rel-
evant information from stakeholders. Consequently, we may have created less
relevant dashboard functionality, and our observations related to the synthetic
data may have been flawed. For example, we did not discuss how stakeholders
perceived the synthetic data after each iteration.

In addition, time constraints may have influenced the final evaluation. There
was limited time to let the participants thoroughly test the features during
this process. The results of the following interviews, SUS, and the mapping of
stakeholders could have been different if the participants had been able to study
the features in more detail.

Another limitation of our study was the focus group composition. We had some
stakeholders with limited domain knowledge and the group consisted mainly of
researchers and statisticians. Therefore, the features that we identified as useful
could change if the focus group had a different composition of stakeholders or if
all were experts in the field. Moreover, the group’s composition may affect the
value of the synthetic data in the development process.
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There are also limitations to generalising the results. We based our research on
a data model developed by previous students. This foundation could influence
the results of our study, and it is challenging to know whether a parallel develop-
ment approach is adaptable to other instances where there is no data model in
advance. Furthermore, due to the varying complexity between domains and the
competence of stakeholders, the trends observed in this study may be different
in other projects.

7.5 Use of Design Science

The use of design science helped us in structuring the project. It clearly outlined
the cycles needed to develop the artefacts and find solutions to the objectives.
This information was important when designing our development process, en-
couraging us to include aspects such as the knowledge base and internal evalu-
ations. In addition, the iterative aspect of the design science was highly useful
for our project, allowing us to gradually improve the artefacts and examine how
modification to these artefacts influenced the development process.
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Chapter 8

Conclusion

In this project, we explored the possibility of using synthetic data to create
secondary services for a potential dental quality register. We had three research
questions that we tried to answer.

How can synthetic data generated manually support the development
and the demonstration of new services for a potential dental implant
registry?

The result suggests that manually generating a synthetic data set may support
the development of new services by allowing early demonstration and evaluation
of features. Through this process, potential stakeholders can view and interact
with a prototype to help uncover possible application requirements. However,
we found that a synthetic data set should have some realistic qualities to best
support this approach, ensuring relevant stakeholder feedback. These quali-
ties include variables with the correct types, reasonable variable ranges, and a
structure similar to real data.

What is a possible useful implementation of secondary services for
dental implant registry?

The results indicate that the stakeholders perceived most of the features we
developed as valuable, allowing them to quickly explore various relationships in
the data. The common theme among the most useful features was that they
were directly related to the goals of a dental quality register and that they had
a relatively low degree of complexity. The stakeholders who were best suited to
use the features were professionals. The application will likely require additional
adjustments to adapt it to a broader audience.

How can the process of generating synthetic data manually and cre-
ating secondary services contribute to the improvement of the data
model used by a dental implant quality registry?

The parallel development of synthetic data and registry services may give stake-
holders new insights regarding the data model’s structure. The stakeholders
involved in the project did not suggest new additions or modifications to the
data model during the project, indicating that the parallel development did
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not directly contribute to improving the data model. However, it helped us, as
developers, to discover suboptimal groupings in the data model.
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Chapter 9

Future Work

Although we have explored the use of synthetic data to develop novel services,
more work is needed to understand all aspects of this method. This understand-
ing may be essential to learn more about the feasibility of the method and its
use in other settings. We present some future work to investigate these aspects.

• It would be interesting to examine more closely how synthetic data and its
realism affected the development process. Part of this investigation should
involve the establishment of guidelines for the use of synthetic data and
the establishment of measurements for the quality of synthetic data.

• How does the domain knowledge of the stakeholders and the type of ap-
plication influence the use of synthetic data in the development process.

• We used mainly focus groups to evaluate the prototype. Feedback from
these groups influenced the tasks for subsequent iterations. Future studies
could compare evaluation methods to identify which are best suited to
evaluate a prototype.

The prototype we developed is a potential starting point for dental implant
registry services. Due to the lack of time, we have left many modifications and
additions for the future. We have listed many of them in Table E.1. Future work
should identify the best composition of features for a group of stakeholders. This
collection may include features that we have already created and new features
that we suggested or did not consider. New features may involve more overviews
of the registry’s data, patients, and clinicians’ performance. An exciting feature
might be to add statistical process control to monitor specific indicators over
time, alerting if they exceed a threshold. Finding the appropriate use case and
indicators would be essential for this process.

Another critical aspect before the prototype can be used in any real-life setting
is security. We discuss this in Section 5.4. It is paramount that users cannot
identify patients using the application. Therefore, developers must map any
attack vectors adequately and consider other scenarios to ensure that this is
impossible. Future developers should consider the aspects of authorisation and
authentication more thoroughly. Access rights to view certain features may
be denied to specific stakeholders. However, a potentially exciting approach
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would be more fine-grained, reducing access to particular options but allowing
access to the feature. Future work should also consider how best to implement
authentication to be part of the stakeholders’ workflow.

We did not explore how to incorporate patient-reported data into the appli-
cation. In healthcare, the importance of these data is increasing and some
projects are trying to communicate them through dashboards (Lindblad et al.,
2016). Therefore, future work should explore the possibilities of similar solutions
within the domain of implant dentistry. This work could involve investigating
what data should be recorded and how to visualise them to ensure informing
and including patients in the care process.
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Appendix A

Interview questions

1. Which dashboard features did you find useful? Why?

2. Which dashboard features were not useful? Why?

3. Which other features do you wish were added to the dashboard?

4. Were you bothered by the use of synthetic data in this evaluation? Why?

5. Was the synthetic data useful through the various iterations’ evaluations?

6. How would the synthetic data’s realism affect this usefulness.

7. See table B.1
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Appendix B

Stakeholder Mapping
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Table B.1: Which features are suitable for which stakeholders?

Stakeholders

Dash-
board
pages

Research-
ers

Registry
adm.

Managers Clinicians Patients Other

Removals

Surv analysis

Factor Surv.

Clinic

Explorer

Analyses

Report

Std Report
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Appendix C

Answers

C.1 Statistician 1

Q1: Which dashboard features did you find useful? Why?

The overview of the clinic. This feature allows clinics to assess their perfor-
mance and compare it with the national mean. Consequently, it may initiate
an investigation into the clinic’s performance to try and identify the reasons.

Q2: Which dashboard features were not useful? Why?

The Analyse functionality. Creating models for research purposes requires a
lot of preparation. Models made with this feature cannot be used in research,
although stakeholders can use the feature to identify areas of interest.

Q3: Which other features do you wish were added to the dashboard

The reporting functionality is an exciting feature, and developers can extend it
using an automatic dispatch system.

Q4: Were you bothered by the use of synthetic data in this evalua-
tion? Why?

It is impossible to know whether the data were real or false without domain
knowledge.

Q5: Was the synthetic data useful through the various iterations’
evaluations?

Absolutely. Very useful to demonstrate the features.

Q6: How would the synthetic data’s realism affect this usefulness?

No, too little domain knowledge to know what real data would look like.
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Table C.1: Q7: Which features are suitable for which stakeholders?

Stakeholders

Dash-
board
pages

Research-
ers

Registry
adm.

Managers Clinicians Patients Other

Removals X X X X X X

Surv analysis X X X X X X

Factor Surv. X X X X X X

Clinic X X X X X X

Explorer X X X X X X

Analyses X X X X X X

Report X X X X X X

Std Report X X X X X X

C.2 Statistician 2

Q1: Which dashboard features did you find useful? Why?

• Overview removals, but not necessarily limited to removal reasons, but
other overviews as well.

• Clinic page is informative and easy to understand.

• Factor survival. This feature may be more valuable than survival analysis
due to the ease of comparing the survival rate of different factors. More-
over, the flexibility given by choosing comparison years is also valuable.
This setting may be further enhanced by adding a third year.

Q2: Which dashboard features were not useful? Why?

More technical features that require special skills to interpret the results are less
useful. For example, the ”Analyze” feature. Some users may overinterpret the
effect; therefore, access should be restricted.

Q3: Which other features do you wish were added to the dashboard

Statistical process control where some attributes are monitored over time, and
if any values exceed a threshold, an alarm is activated.

Q4: Were you bothered by the use of synthetic data in this evalua-
tion? Why?

Synthetic data help evaluate features because the focus remains on features,
not data. If the data had been real, the statistician explained that he would be
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Table C.2: Q7: Which features are suitable for which stakeholders?

Stakeholders

Dash-
board
pages

Research-
ers

Registry
adm.

Managers Clinicians Patients Other

Removals X X X X X X

Surv analysis X X X X X X

Factor Surv. X X X X X X

Clinic X X X X X X

Explorer X X X X X X

Analyses X X X X X X

Report X X X X X X

Std Report X X X X X X

more interested in interpreting what the charts showed and the implications of
the results.

Q5: Was the synthetic data useful through the various iterations’
evaluations?

Yes. Compared to real data, it is easy to avoid being distracted by trying to
interpret the data. The synthetic data used in the iterations were reasonable.

Q6: How would the synthetic data’s realism affect this usefulness?

Demonstrating some features, such as survival analysis, would have been less
interesting if we had used random data. Now, the graph is recognisable and
shows the feature.

C.3 Researcher 1

Q1: Which dashboard features did you find useful? Why?

Useful dashboard features can be used to identify characteristics with a higher
probability of fault.

Q2: Which dashboard features were not useful? Why?

It is difficult to say which features were less valuable because each clinician and
scientist could use this application to achieve different goals.
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Table C.3: Q7: Which features are suitable for which stakeholders?

Stakeholders

Dash-
board
pages

Research-
ers

Registry
adm.

Managers Clinicians Patients Other

Removals X X X

Surv analysis X X

Factor Surv. X X

Clinic X X

Explorer X X X

Analyses X

Report X X

Std Report X

Q3: Which other features do you wish were added to the dashboard

Not at the moment.

Q4: Were you bothered by the use of synthetic data in this evalua-
tion? Why?

No, it is difficult to judge the realism of the data.

Q5: Was the synthetic data useful through the various iterations’
evaluations?

It was exciting to watch the demonstrations, although the data shown in the
presentations were synthetic.

Q6: How would the synthetic data’s realism affect this usefulness?

It is useful to have some realism in the data. Completely random data would
have been difficult to relate to.

C.4 Researcher 2

Q1: Which dashboard features did you find useful? Why?

It depends on whether you are a clinician or a scientist. Clinicians and re-
searchers may benefit from information about removals. This information may
be what implants are removed and why. However, survival analysis and other
analyses may mostly benefit researchers, as you need some knowledge of statis-
tics.
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Q2: Which dashboard features were not useful? Why?

Analyses. This feature may be difficult to interpret and adapt to your needs. In
addition, clinicians may find it easier to interpret graphs compared to analyses.

Q3: Which other features do you wish were added to the dashboard

A graph showing the cumulative growth of removals for a specific removal reason
and more information about the chart and what is currently displayed in the
application.

Q4: Were you bothered by the use of synthetic data in this evalua-
tion? Why?

The scientist noticed some irregularities, such as many long implants, but was
not distracted by them. It is challenging to get all the attributes of the synthetic
data to be realistic.

Q5: Was the synthetic data useful through the various iterations’
evaluations?

Yes, it would have been better with real data, but lacking such data the synthetic
data proved helpful in demonstrating the application.

Q6: How would the synthetic data’s realism affect this usefulness?

It would have been better to have actual data, but lacking such data, the syn-
thetic data used in this project was an improvement compared to random data.
We probably would not have accomplished as much if we had used entirely
random data.

C.5 Clinician 1

Q1: Which dashboard features did you find useful? Why?

The most valuable aspect for me is how my patients are doing overall. Of course,
this must be seen relative to other patients. If there are significant deviations in
my performance, the application should have features that can help determine
the cause. In other words, features that give an overview and allow a closer
inspection of the data.

Q2: Which dashboard features were not useful? Why?

It was difficult to select features that were not useful because much depends on
the area of use.

Q3: Which other features do you wish were added to the dashboard

Any feature that allows clinicians to compare their performance with others or
their previous performance. For example, the survival rate of tooth implants
inserted by a particular clinician compared to other clinicians using the same
implants.
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Table C.4: Q7: Which features are suitable for which stakeholders?

Stakeholders

Dash-
board
pages

Research-
ers

Registry
adm.

Managers Clinicians Patients Other

Removals X X X X

Surv analysis X X

Factor Surv. X X X X

Clinic X X X X

Explorer X X

Analyses X X X

Report X X

Std Report X

Q4: Were you bothered by the use of synthetic data in this evalua-
tion? Why?

No, I did not study the data, only the features were in focus during this session.

Q5: Was the synthetic data useful through the various iterations’
evaluations?

Only

Q6: How would the synthetic data’s realism affect this usefulness?

The clinician said that the realism of the synthetic data did not affect him in
the evaluation. However, he adds that it might have been distracting if we had
not informed him beforehand.
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Table C.5: Q7: Which features are suitable for which stakeholders?

Stakeholders

Dash-
board
pages

Research-
ers

Registry
adm.

Managers Clinicians Patients Other

Removals X X X X X

Surv analysis X X X X X

Factor Surv. X X X

Clinic X X X

Explorer X X

Analyses X X

Report X X X

Std Report X X X
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Appendix D

Think aloud

We summarise the recordings of the think-aloud session with stakeholders fo-
cused on feedback related to the application and the features. Because the
sessions were held in Norwegian, questions and answers were translated. The
summaries are grouped according to stakeholders and features.

D.1 Statistician 1

Removals

• It would have been helpful to know the range of different variables be-
fore/after selecting them in the options.

• It is convenient that the application shows the number of observations per
removal reason in the bar chart.

• The application changes the colours of the bar graph for removal reasons
when filtering. This recolouring is not optimal.

• The advanced option produces charts that may overwhelm users, but may
be informative in some cases. However, filtering the faceting rows reduces
the complexity.

Surv analysis

• The possibility of zooming in on the graph would have been helpful.

• The survival analysis is potentially valuable for quickly reviewing whether
a particular factor influences the survival of a tooth implant.

Factor survival

• The statistician notes that he does not have enough domain knowledge to
evaluate the feature’s usefulness; however, the feature appears clear and
informative.
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Clinic

• This feature is the same as what our department will create. We will use
indicators to highlight a clinic’s performance and show changes over time.

• It would have been nice to click on the quality indicators to get more
information on the clinic’s performance. For example, if the percentage
of insertion complications was high, clicking on the box could show the
complication reasons.

• Remove decimals on the chart showing which implants were removed or
inserted.

Explorer

• It is easy to filter the data set by selecting removals or insertions.

• The advanced Explorer plot was interesting, allowing users to create al-
most any graph.

Analyses

• It is essential to inform users that any results of this feature are indicative
only.

D.2 Statistician 2

Removals

• The application seems dynamic with many settings. Other registries may
have more static visualisation, but this application allows one to change
many aspects of the charts.

• It would take some time to understand how the options are structured.

• No possibility to view all the years combined in a single graph.

• This feature provides a valuable overview that stakeholders could have
used directly in an annual report.

• It would have been convenient to have some functionality with the option
to save graphs and view previously saved graphs. This feature would make
it easier to retrieve graphs used in annual reports.

• After creating a large graph showing the reasons for removing each tooth
position, the statistician suggests adding a more crude grouping. For
example, group removals by quadrant or upper/lower jaw.

• All the feedback is just nitpicking. Most of the functionality is overall very
good.

Surv analysis

• Remove crosses from the graph that mark when an implant fails. This
removal will ensure a much clearer and cleaner graph.
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• It is interesting to create such figures to explore the data quickly.

• It is easy to change the study duration with the slider. This attribute is
usually cumbersome to modify in other applications such as STATA. A
similar option should have been available for the y-axis.

• All nuances are not taken into account; for example, if a person has re-
cently died, we would censor their implants because we would not gain
new information on their implants. Connecting the application directly
to the National Population Register would have ensured updated data on
this, but such functionality is long in the future.

Factor survival

• Informative feature.

• After comparing the survival rates of implants grouped by clinics, the
statistician notes that there may be thousands of clinics. Therefore, some
consideration should be made on how to view only a subgroup of these
and perhaps group them by county and region.

Clinic

• Excellent overview with funnel plots and time series. It would have been
helpful to have a report generator that could easily create such an overview
in a report.

Explorer

• Very helpful with the easy mode and the advanced mode. It is easy to
become overwhelmed by too many options. The Easy mode shows you
what you usually want to investigate, while the Advanced mode allows
you to go in-depth.

• Maybe include the possibility to choose which graph type to use.

Analyses

• GLM gives you only a linear prediction. Hence, GAM may be more useful.

Report

• A automatic send out each every six months would have been nice.

• The statistician mentions a feature in which the dashboard landing page
lists various graphs, allowing the user to select which charts to use in a
report. This feature is more convenient than going through each page
and clicking ”Add to report”. Additionally, such a feature would be even
more useful if it remembered the last time setting, as it is challenging to
remember what you did six months ago.

• When creating a report, it is essential to know which global filters were
applied to the graph. This feature is currently not implemented.
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D.3 Researcher 1

Removals

• The researcher said that it would have been interesting to view the reasons
for implant removal in groups such as front teeth. This grouping was
partly possible but was hidden under advanced options. Therefore, the
researcher needed some guidance to locate the options.

Surv analysis

• The researcher asks some questions about how to interpret the chart and
whether there is additional information.

• After selecting the implant name as an independent variable, the re-
searcher revisits the topic of grouping variables. The researcher notes
that grouping the implant names according to characteristics would have
been interesting. There is some possibility to do this grouping, but the
options are not easy to discover.

Factor survival

• After selecting the tooth positions as a factor, the researcher asks questions
about how to filter the positions.

• The researcher comments that the functionality offered by this feature
seems valuable.

• The researcher needs some information to understand the drill-down op-
tions.

Clinic

• The researcher notes that clinics should only have access to their clinic and
asks if it is possible to compare the clinic’s performance with the mean.

• In the application, all clinics are placed in the funnel plot and, although
only your clinic is named, it may be possible to recognise other clinics.
The researcher states that it is vital that clinics do not feel stigmatised,
which should be considered when using such visualisations.

Explorer

• The researcher notes that, in simple mode, the factors along the x-axis are
repeated in the legend.

• The researcher explores the distribution of insertions grouped by tooth
positions, commenting that the data seem reasonable because molars are
frequently inserted.

• The simple mode gives an interesting overview of the distribution.

• Although the layout of the visualisations and the options is logical, a user
manual would have been helpful.
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D.4 Researcher 2

Removals

• Text that more clearly describes the features currently shown in the ap-
plication. For example, the removal reason ”external trauma” can be a
removal reason and a reason for missing a tooth. Therefore, the applica-
tion must clearly distinguish what is displayed on the screen.

• When using the advanced options, the researcher created a graph that con-
tained only NA. Even though such graphs can occur due to the flexibility
given to users, they might be confusing.

• A graph showing how cumulative growth increases over time for a specific
removal reason would have been interesting.

• The researcher found it challenging to know which options were grouped.
An example of such a group is the selection of facet rows in the advanced
options. After selecting the faceting row, the application will display an-
other input box below, allowing users to filter the rows.

Surv analysis

• A clever feature.

• No information on the scale of the x-axis.

• After performing a survival analysis with the independent variable set to
Antibiotics, the researcher notes that here a global filter could be beneficial
to compare similar patients.

Factor survival

• A grouping factor used in the application is the length of the implant. This
factor can be used to compare the survival rate. However, one of these
groups is defined as an implant length greater than 15 mm. According to
the researcher, this grouping seems strange because it includes very long
implants.

• It might be challenging to use the drill-down function due to the enormous
amount of implants. The attributes of the implants are more relevant to
explore.

Clinic

• The researchers have some questions about how to interpret the different
features.

• After testing the global filter and selecting bone augmentation, the re-
searcher remarks that it might be interesting to differentiate between bone
from the hip and artificial bone.

Explorer

• More information on what is displayed on the graph.
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Analyses

• This feature is for users who want to do research.

D.5 Clinician 1

Options

When demonstrating the options and the global filter, we side-tracked the eval-
uation with a discussion about the problem of comparing groups directly.

• The clinician explained that if the goal is to identify the performance of
tooth implants, there are many parameters related to the patients that
will affect their success rate. Therefore, the tooth implant may not be the
problem but the patient’s condition. The same is true when comparing the
performance of clinics. Some clinics specialise in complex cases, resulting
in a lower overall success rate. Another example is that clinicians may
use specific implants under challenging circumstances, resulting in a low
survival rate. Hence, these implants may appear to underperform but
may actually be good implants under these conditions. Examples of such
relationships are critical to know when interpreting data from the tooth
implant registry

• Another factor to be aware of is that clinicians may have a varying degree
of understanding or knowledge of the terminology used by the registry,
causing uncertainty in the data they register. For example, if the registry
uses common names for certain antibiotics, some clinicians may not know
how to report a specific antibiotic. Another example is complications; one
clinician might define an event as a complication and another might ignore
it.

• Of course, if the numbers are large enough, maybe all these concerns are
unfounded.

Removals

• As an example, we selected the factor ”vendor” in the advanced options.
The graph produced showed how the distribution of removals reasons dif-
fered by years and vendors. The clinician first responded that such visu-
alisations were interesting because determining the underperforming im-
plants is one of the main objectives of the registry. However, he added
that grouping by ”vendor” is not that interesting because of the enormous
amount of implants related to each. Consequently, each vendor can have
high-quality and low-quality tooth implants.

• As another example, we selected ”position” in the advanced options, pro-
ducing a graph displaying the distribution of removal reasons by years
and insertion positions. The clinician agreed that investigating factors
unrelated to specific implants, such as position, was also interesting.

• After showing the clinician all the possible options for creating the graphs,
he commented on the terms the application used. We had taken these
directly from the data model. However, the clinician remarked that they
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were in English and not always consistent with the terminology used in
daily practise.

• The principle of defining graphs with advanced options is helpful. The
registry needs to collect a significant amount of data before this feature is
useful.

Surv analysis

• The feature may be helpful, but the analysis is dependent on the quality
of the data.

• It is interesting to examine LotNr with this feature.

• This tool is best suited for researchers, but it can be interesting for clini-
cians.

• The area of use for clinicians will not be to determine which implants
to use for a particular patient. However, clinicians may use it to obtain
information on implants in general. Of course, this usage requires years
of data collection.

Factor survival

• This feature is high quality from a technical point of view.

• This feature will probably be the most widely used by researchers.

• Only a limited number of clinicians would probably use this feature.

• It is fascinating to explore the data using this feature, as it provides ex-
cellent information.

• After again viewing all the factors collected by the registry in the options,
the clinician notes that he fears that registering all this information would
be too cumbersome for most dentists as part of their daily routine when
inserting an implant. Unfortunately, there may be a need for some force
to ensure that all clinicians register these data.

Clinic

• The clinician asks whether you can choose which quality indicators the
application displays. This option is currently not implemented. There-
fore, the clinician suggests that having the ability to view other summary
statistics would have been interesting and an overall survival rate of tooth
implants

• It is interesting to compare your clinic with others, as demonstrated in
the funnel graph. Clinicians who work in a clinic must only be able to
access their clinic and not other clinics.

• Comparing a clinic with other clinics can act as a motivation to improve.

• The application currently shows the overall survival rate after two years
in the funnel plot. The clinician suggests allowing users to modify the
funnel plot, exploring the survival rate related to other factors.
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Explorer

• The overview of the distribution of different variables is a practical feature,
but the main focus should be on the implants that clinicians remove.
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Appendix E

Source code

The source code for the dashboard is available at this URL: https://github
.com/oddhus/DashboardDirect. The source code for the synthetic data is
available at this URL: https://github.com/oddhus/GeneratePatientData
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Table E.1: List of changes and additions suggested during interviews and think-
alouds

ID Synthesis

Changes

R2 More information about the chart being displayed.

S1 Consistent chart colouring.

S1 Ability to zoom in on graphs.

S1 In ”Clinic Information” get more information about quality indicators by
clicking on the infoboxes.

R2 Improve the grouping of options. It is difficult to understand what filters
belong to particular options.

S2 Ability to change the grouping of variables form crude to fine, e.g. from
upper/lower jaw to tooth position.

S2 Remove crosses from graph in ”Survival Analysis”.

C1 Possibility to explore other factors in the funnel plot on the ”Clinic informa-
tion” page.

Additions

S1 Add an automatic dispatch system to the reporting functionality.

S2 Statistical process control, monitoring attributes over time.

R2 A graph showing the cumulative growth of removals for a specific removal
reason.

C1 Any feature that allows clinicians to compare their performance with others
or their previous performance.

S1 Ability to inspect variable ranges before/after selecting them in options.

S2 Improve reporting functionality, cumbersome to click add and navigate.

R1 Add functionality which may assist the user if stuck.
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