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Abstract

The interior of an ice sheet consists of several layers of accumulated snow, whose present
thickness depends on the surface mass balance (SMB) of the past and the e�ect of
dynamic thinning after the layer's deposition. This thesis examines the in�uence that
these two factors have on the �nal stratigraphy of the ice sheet, by using an isochronal
numerical ice sheet model. The model, for which SMB is the upper boundary condition,
simulates the evolution of the layers through time. The aim of this thesis is to invert the
forward model and for a given present stratigraphy to reconstruct the amount of past
SMB.

The �rst part of the thesis uses the isochronal numerical model to examine the in�u-
ence of SMB on the layer thickness of a two dimensional, idealized ice sheet. The SMB
of this idealized simulation is then perturbed at each horizontal location and layer in or-
der to quantify the sensitivity of the layers' thickness to small changes in accumulation,
and the results are formalized in a sensitivity matrix. Subsequently, a set of simulations
with sustained change in SMB that spans several thousands of years and long distances
is performed. In all cases, the impact of SMB is crucial for the stratigraphy of the ice
sheet and a�ects it directly due to changes in SMB itself and indirectly due to alter-
ations of dynamic thinning. The thesis then focuses on recreating the stratigraphy of
the simulation with sustained changes in SMB by establishing a linear relation between
SMB and layer thickness and extrapolating the sensitivity matrix. The results show that
indeed changes in layer thickness due to alterations in SMB can be approximated with
a linear relation.

The second part of the thesis focuses on reconstructing SMB from a given layer thick-
ness, the inversion. With the linear system of equations established, its solution is found
with three regularization methods, Riley's, Truncated Singular Value Decomposition,
and Conjugate Gradient. The SMB reconstruction was performed for the case of an ide-
alized ice sheet with �at bedrock and a 2D meridional cross section of the bedrock of the
Greenland Ice Sheet (GrIS) across the ice divide. The results for all cases show an accu-
rate reconstruction of the SMB for all layers at locations close to the ice divide, but the
further away from the ice divide, the less layers close to the surface have their SMB ac-
curately reconstructed. This results in a V-shape pattern, where accurate reconstruction
of the SMB is only possible within this shape. The thesis concludes with the applica-
tion of the method on the stratigraphy of GrIS as taken from radiostratigraphy data of
NASA's Operation IceBridge.

v



vi Abstract



Abstrakt

Interiøren av is�akene består av mange lag akkumulert snø, hvis tykkelse avhenger av
over�atemassebalanse (OMB) fra fortiden og e�ekten av dynamisk tynning etter lagenes
avsetning. Denne oppgaven undersøker påvirkningen disse to faktorene har på den en-
delige stratigra�en av is�aket ved å bruk av en isokron numerisk is�akmodell. Modellen,
som har SMB som en øvre grensebetingelse, simulerer utviklingen av lagene over tid.
Målet med oppgaven er å invertere modellen og å rekonstuere mengden av fortidens
OMB ved å bruke nåtidens stratigra�.

Den første delen av oppgaven bruker den isokrone numeriske is�akmodellen for å
undersøke påvirkningen av OMB på lagtykkelse av et todimensjonalt, idealisert is�ak.
OMB fra denne idealiserte simuleringen blir deretter perturbert i hvert horisontale punkt
og lag for å kvanti�sere følsomhet av lagtykkelse til små forandringer i akkumulering, og
resultatene blir formalisert i en følsomhetsmatrise. Etterpå blir et sett av simuleringer
med forlenget forandring i OMB som spenner �ere tusen år og lange avstander fremført.
I alle tilfeller er innvirkningen av OMB sentral til stratigra�en av is�aket og påvirker
det direkte på grunn av forandringer i selve OMBen og indirekte på grunn av foran-
dringer i dynamisk tynning. Oppgaven fokuserer deretter på å gjenskape stratigra�en
av simuleringen med forlenget forandring i OMB ved å ettablere et lineært forhold mel-
lom OMB og lagtykkelse og ved å ekstrapolere følsomhetsmatrisen. Resultatene viser at
virkelige forandringer i lagtykkelse på grunn av forandringer i OMB kan bli tilnærmet
med et lineært forhold.

Den andre delen av oppgaven fokuserer i å rekonstruere OMB fra en gitt lagtykkelse,
altså inversjonen. Med det etablerte lineære sistemet av ligninger, blir dens løsning fun-
net med tre regulariseringsmetoder, Riley's, Truncated Singular Value Decomposition,
og Conjugate Gradient. Rekonstrueringen av OMB ble utført for tilfellet av et idealisert
is�ak med �at berggrunn og et 2D meridionalt tverrsnitt av berggrunnen i Grønlands
IsFlak (GrIF) over isskillet. Resultatene i alle tilfeller viser en akkurat rekostruering av
OMB for alle lag i punkt i nærheten av isskillet, men jo lengre fra isskillet, jo færre lag
nær over�aten har en akkurat OMB rekostruering. Dette resulterer i en V-form mønster
hvor akkurate rekostrueringer av OMB kun er mulig innenfor denne formen. Oppgaven
konkluderer med en applikasjon av metoden for stratigra�en av GrIF som er tatt fra
radiostratigra�data av NASA's Operation IceBridge.
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Chapter 1

Introduction

1.1 Scientific background

Reconstructing past rates of surface mass balance of the Greenland Ice Sheet has been an
area of active research for many decades. Already in the 1960s, Diamond (1960) created
a mapping of precipitation rates from snow pro�le studies. However, because these snow
pits are located at the ice sheet surface, they only provide information for very recent
years. In order to reconstruct the paleoclimate, more information is required that goes
deeper into the ice sheet. Every ice sheet consists of layers of accumulated snow, each
one of which corresponds to di�erent time periods of the past. Layer thickness can be
identi�ed in the �eld via the extraction of ice cores (Mojtabavi et al., 2020) or through
ice-penetrating radar (Legarsky and Gao, 2006; MacGregor et al., 2015). Regardless of
how the data is extracted, it serves as an archive of past accumulation and the cumulative
e�ect of ice �ow (Marshall and Cu�ey , 2000). The thickness of the layers depends on
both these factors yet the fact that they act at the same time and often in con�icting
ways makes them hard to disentangle. In order to draw a distinct relation between
surface mass balance and layer thickness, several approaches have been implemented.

The simplest one is to outright neglect the e�ect of thinning altogether. This is
done usually by calculating average precipitation rates by dividing the current depth of
a layer with its age (Spikes et al., 2004), or by simply examining only small changes in
accumulation. Vaughan et al. (1999), for example examined how variations in accumu-
lation rates a�ect internal layer features, like troughes and arches. Morse et al. (1999)
calculated average accumulation by detecting radioactive fallout in order to �nd depths
of stratigraphic horizons. In a similar vein, Pinglot et al. (2001) mapped accumulation
patterns for one season based on radioactivity of ice cores, again without involving any
dynamic thinning. Pälli et al. (2002) also estimated the temporal and spatial variability
of accumulation rates in Nordenskjoldbreen, Svalbard from ground-penentrating radar.
They also neglected layer thinning, but calculated an estimation of the error due to this
simpli�cation. The problem with this approach is that it can only be accurate for the
very few layers close to the surface, where the e�ect of dynamic thinning did not have
much time to act.

Nye (1963) understood the problem early and introduced a correction factor for what
he calls plastic deformation of the ice, in order to quantify the thinning of the layers.
Dansgaard and Johnsen (1969) built upon Nye and expressed a direct relation between
the age of the layer and the initial layer thickness, meaning the precipitation rate, in-
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2 Introduction

volving a natural logarithm. Their formula became a fundamental tool for layer thinning
in several works that followed. The principle of the strain rate has been used for get-
ting precipitation rates from ice cores in Greenland (Cu�ey and Clow , 1997; Bales et al.,
2001) and from radio-echo sounding pro�les in Antarctica (Siegert and Payne, 2004;
Jacobel and Welch, 2005; Huybrechts et al., 2009). Nereson et al. (2000) estimated spa-
tial distribution of accumulation at Siple-Dome, Antarctica from radio-echo sounding
measurements on layers by making small corrections to their parameters and thereby
obtaining the best �t. This allowed for the examination of the sensitivity of layer dis-
placement to accumulation changes. Similarly, Fahnestock et al. (2001) estimated long
term accumulation rates through layer tracing via ice-penetrating radar, by �nding an
optimized �t using again the model of Dansgaard and Johnsen (1969) in Northern Green-
land. Fahnestock's mis�t parameter was also applied by Leysinger Vieli et al. (2004)
in East Antarctica. The problem with the simple logarithmic thinning function is that
it does not take into consideration horizontal movement of ice. Already, Paterson and
Waddington (1984) realised the importance of boreholes being taken close to ice divides
because, at locations away from it, more complicated models are required.

Two-dimensional models of horizontal ice �ow were used to determine the accumula-
tion pattern of East Antarctica (Siegert et al., 2003). They used the concept of balance
�uxes and horizontal velocities which are computed from an assumed accumulation rate
distribution. The accumulation rates were then adjusted until the modeled isochrones
are matched with the internal layers. Similarly, Baldwin et al. (2003) calculated mean
accumulation patterns by tracing particles backwards on a given �eld of balance veloci-
ties. The velocity �eld was then updated for the new accumulation rates, and the process
is repeated until convergence. The three approaches were summarized by Waddington
et al. (2007). The shallowest layers follow the Shallow Layer Approximation, and accu-
mulation rates are found by dividing depth with age. Slightly deeper layers follow the
Local Layer Approximation. These layers feature dynamic thinning, so a vertical strain
rate of 1-D �ow is used as a correction. Deeper layers are characterized by horizon-
tal �ow and particle trajectories, so complicated models are required for reconstructing
surface mass balance. Waddington et al. (2007) introduced a proper inversion method
for handling those layers. They used a forward model with an ice �ow in steady state.
Then they created a least squares problem, by �nding the model parameters that min-
imize both the mismatch criterion between model and data as well as the roughness of
the expected solution. Koutnik et al. (2009) applied Waddington's method for recon-
structing accumulation patterns at the polar ice caps of Mars, while Steen-Larsen et al.
(2010) found multiple solutions for the minimization problem by using a Monte Carlo ap-
proach. The importance of horizontal �ow for the reconstruction of accumulation rates
is evident. Leysinger Vieli et al. (2011) made a comparison between reconstructing the
surface mass balance for a simple one-dimensional �ow model based on Nye, and a full
three-dimensional quasi-steady model. They concluded that the inclusion of horizon-
tal advection is indeed important, even in slow �owing areas. Similarly, Nielsen et al.
(2015), using Waddington's method, solved the inversion problem on a model that in-
cluded both horizontal and vertical �ow, and one that neglected horizontal �ow. They
concluded that neglecting horizontal �ow gives ill-posed solutions for areas near the ice
sheet's margins, and large-scale accumulation patterns are more accurately resolved by
considering horizontal �ow as well.

The method for reconstructing the SMB that we introduce in this project uses an
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isochronal numerical model (Born, 2017) and bears a lot of similarities with Wadding-
ton's inversion method, at least in principle, but not in its assumption of steady state.
Surface mass balance and ice �ow change through time, their interaction a�ects the ge-
ometry of the internal layers, which in turn a�ects the slope of the ice sheet's surface,
which impacts the subsequent ice �ow. In this research we form a system of equations
that essentially merge ice dynamics and layer thickness together, at di�erent locations
and di�erent time periods. The system of equations is then inverted with regularization
techniques in order to reconstruct the surface mass balance.
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Chapter 2

Objectives

2.1 Motivation

The objective of this thesis is the development of a method that allows for the reconstruc-
tion of the surface mass balance (SMB) by taking into consideration only the Greenland
Ice Sheet's (GrIS) stratigraphy. The thesis �rst focuses on examining how SMB a�ects
the thickness of the internal layers of an ice sheet. It examines the direct e�ect, through
accumulation itself, and the indirect, through changes in dynamic thinning due to the
alteration of surface slope. It establishes a way to quantify the sensitivity of layer thick-
ness to changes in SMB and then uses it to linearize the relation between the two, which
leads to a formulation of a linear system of equations. The solution of this system serves
as the reconstruction of the SMB. The thesis then focuses on identifying an interest area:
which layers and locations are the ones whose SMB can be reconstructed. The issues
that the thesis addresses are:

• How does SMB impact the thickness of the layers of an ice sheet? (Paper I)

• Can we establish a linear relation between SMB and layer thickness? If yes, how
accurate is it? (Paper I)

• How to invert this relation in order to reconstruct the SMB with a given layer thick-
ness? (Paper II)

• How accurate is our reconstruction? The SMB of which layers and horizontal locations
can be reconstructed? (Paper II)

2.2 Description of models and data

This thesis uses an isochronal numerical model for simulating explicitely the evolution
and movement of the internal layers of an ice sheet (Born, 2017). It is applied on a
two dimensional grid, representing a cross section of the GrIS (Fig. 2.1). The vertical
dimension of the model consists of the isochronal layers themselves, which are equidistant
in time, and not in space. New layers are created on top of previous ones, thus growing the
computational domain of the model with time. The model's upper boundary condition
is SMB, while the model's output is the thickness of the layers in the whole ice sheet
domain. All variables of the model advect only horizontally, within each layer, and not

5
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across di�erent layers. Due to the lateral advection, the thickness of the layer changes
at each horizontal location, depending on the in�ow and out�ow of ice mass. Horizontal
velocities are calculated via the shallow ice approximation and Glen's �ow law and
therefore greatly depend on the slope of the ice sheet's surface. The latter one is not
constant but instead changes according to the evolution of the layers and the alteration
of total ice sheet thickness. This results in an ice sheet which is not on a steady state,
but whose ice �ow is a�ected by the ice sheet surface but also a�ects it through advection
and changes in layer thickness.

The increase of the ice sheet is limited by the melt region, on which ice mass is
subtracted from the layers. The higher the ice sheet thickness, the more its weight and
the more the bedrock below it retreats. Bedrock deformation follows the elastic model
of local lithosphere, relaxing asthenosphere (LLRA) (Le Meur and Huybrechts , 1996).
The boundary condition on the bedrock is no-slip. Additional assumptions include the
state of the ice. The model does not describe the �rn layers which are usually located
near the ice sheet's surface. All layers represented here consist of incompressible ice with
density equal to 919.4kg/m3. Di�erent states of water, like liquid, air as well as thermal
processes like basal melting or freezing are not considered at all and are outside the scope
of this thesis.

The current thesis focuses on developing a method that allows for the reconstruction
of the SMB. This method is applied both in idealized cases as well as the real GrIS. As
a result real data has been used. Paper II uses data from NASA's Operation IceBridge
(OIB) radiostratigraphy data (MacGregor et al., 2021). It is a database of airborne
radiostratigraphy records of the englacial stratigraphy of the GrIS (Fig. 2.2). The em-
phasis is put on a zonal cross section along the ice divide (72.5o N, 38.3o W). From all
the trajectories of OIB, we use as our data points the locations where the trajectories
intersect the parallel 72.5o N (Fig. 2.3(a)). Some locations which seemed to have un-
natural noise were �ltered out. We then have a set of internal layers with a speci�c age
(Fig. 2.3(c)) corresponding to a speci�c elevation (Fig. 2.3(b)). The thickness of the
layers is found by subtracting these elevations. Additional data used are the ETOPO1
elevations for the present day bedrock and ice surface (Amante and Eakins , 2009). The
combination of this data with the LLRA formula allows us to �nd the elevation of the
relaxed bedrock, which is used subsequently as the starting bedrock in our simulations
at year 0.

2.3 Formulation of system of equations

The main part of this thesis is the establishment of the method that reconstructs SMB
from a given layer thickness. This is done by �rst formulating a linear system of equa-
tions. Assume that we have a target ice sheet (TRG) whose layer thickness is known.
This information can be given either from the stratigraphy taken as an output from a
simulation, or from real data (radiostratigraphy, ice cores etc.). The question is how to
reconstruct the past SMB that created the ice sheet by considering only the layer thick-
ness of TRG. We start by making a very broad estimate of the ice sheet's SMB. The
estimate does not need to be accurate, but the closest it is to the correct solution, the
easier the next steps become. We use this estimated SMB inside the isochronal layer
model and we create a stratigraphy for a new initial ice sheet (INIT). The layer thick-
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Figure 2.1: Schematic of a 2D cross section of the isochronal layer model. Figure taken with
permission from Born (2017).

Figure 2.2: Visualization of the internal layers of the GrIS as measured by NASA's
Operation Icebridge. Figure taken from NASA's Scienti�c Visualization Studio
(https://svs.gsfc.nasa.gov/4249).
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Figure 2.3: Data from NASA's Operation IceBridge. a) Red are the trajectories of all the data,
the black dots represent the data columns which we use for our reconstruction. Blue is the
location of the ice divide (72.5o N, 38.3o W). b) and c) purple are the available internal layers
at the longitudinal cross section along the ice divide (72.5o N), corresponding to the black data
points of �gure a), the black line is the bedrock and the blue is the ice sheet surface. b) shows
the elevation of these layers, while c) the age. Figure taken from Paper II.
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ness of TRG can be connected with the layer thickness of INIT by following the Taylor
series:

dTRG,ij = dINIT,ij +
∂dINIT,ij

∂MINIT,i0j0
· (MTRG,i0j0 −MINIT,i0j0) +O(M2,M3...)

where i, j are the horizontal locations and layers that correspond to the speci�c layer
thickness d, while i0, j0 are the horizontal locations and layers that correspond to the
speci�c surface mass balance M . Since we are linearizing the relation, we truncate all
terms of 2nd order and higher, and the equation turns into the linear approximation:

dTRG,ij ≈ dINIT,ij +
∂dINIT,ij

∂MINIT,i0j0
· (MTRG,i0j0 −MINIT,i0j0)

The di�erence in layer thickness d̃ = dTRG,ij−dINIT,ij is known, because the stratig-
raphy of both ice sheets is known, while the di�erence in SMB ∆M = MTRG,i0j0 −
MINIT,i0j0 is uknown because only the SMB of INIT is known. The SMB of TRG is
what we are trying to reconstruct. It is important to understand that even though the
layer thickness is calculated at a 2D cross section of the ice sheet for speci�c horizontal
locations i and speci�c layers j, d̃ is actually a vector where all locations and layers have
been merged into 1 dimension. Each term of the vector consists of a speci�c pair of i, j.
By that de�nition, it is:

d̃ =




dTRG,1 − dINIT,1

dTRG,2 − dINIT,2

....
dTRG,m − dINIT,m




withm being the total amount of grid points of the ice sheet domain where layer thickness
is measured. For example if the layer thickness data consists of Ni horizontal locations
and Nj layers at each location, then m = Ni ·Nj . Similarly, M̃ is also a vector:

M̃ =




MTRG,1 −MINIT,1

MTRG,2 −MINIT,2

....
MTRG,n −MINIT,n




with n being the total amount of grid points of the ice sheet domain where the unknown
SMB is found. It can be m = n but it is not required. The locations with unknown
SMB can be di�erent from the locations where the data of layer thickness is taken.

The derivative ∂dINIT,ij

∂MINIT,i0j0
is a measure of how sensitive the layers' thickness of the

INIT are for small changes of the SMB, and will be called the sensitivity matrix σ̃. This
is calculated by making very small perturbations of the input SMB around INIT at all
horizontal locations and all layers. For each one of these perturbations, a new simulation
is run and the di�erence in the output of the layer thickness is calculated. Because the
derivative needs to be calculated at several locations i0, j0 it is a Jacobian matrix and is
de�ned as:
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σ̃ =




∂dINIT,1

∂MINIT,1

∂dINIT,1

∂MINIT,2
. . . ∂dINIT,1

∂MINIT,n
∂dINIT,2

∂MINIT,1

∂dINIT,2

∂MINIT,2
. . . ∂dINIT,2

∂MINIT,n

.........
∂dINIT,m

∂MINIT,1

∂dINIT,m

∂MINIT,2
. . . ∂dINIT,m

∂MINIT,n




The perturbations that are performed around the INIT are very small increases in the
amount of SMB. Each perturbation is very local and instaneous, meaning it occurs
at each horizontal location and at speci�c layers, and for every perturbation a new
simulation is run. Each column of matrix σ̃ represents a new location that has its
SMB perturbed, and each row the value of the derivative ∂dINIT

∂MINIT
at that particular

grid box of the ice sheet's domain. This value is calculated by subtracting the layer
thickness of the INIT from the perturbed INIT and then dividing with the amount of
SMB perturbation. Ideally, we would want a separate perturbation at every single layer,
but this would require a lot of simulations and could be computationally expensive, so
a solution implemented in the thesis is to perturbe the SMB of 3 layers together as a
group e�ectively reducing the temporal resolution. This does not a�ect the validity of
the reconstructed SMB if the equations are scaled appropriately.

To summarize, the relation between layer thickness and SMB is linearized into:

d̃ ≈ σ̃M̃ (2.1)

(2.1) is a linear system of equations and describes a way to linearize the otherwise
complicated relation between M̃ and d̃. This linearization is very useful because it allows
for an inversion of the problem and solving the unknown M̃ , which is mandatory for the
reconstruction of the SMB of the TRG. The standard way of solving this kind of systems
is:

M̃ ≈ σ̃−1d̃

However, inverting the sensitivity matrix σ̃ is problematic for two reasons. Firstly, it
requires that σ̃ is a square matrix, meaning m = n, and secondly, and most importantly,
it is prone to numerical errors. The problem of determining a solution M̃ from a set of
values d̃ can be unstable, and then the system is ill-conditioned (Öztürk and Akdeniz ,
2000; Ternovski et al., 2015). This happens when the condition number of matrix σ̃ is
too large. The result is that the solution is then corrupted by large amounts of noise.

2.4 Regularization methods

Since inverting σ̃ leads to the appearance of great computational noise, in order to
�nd the solution of the system of equations (2.1) regularization methods are required.
Three methods are implemented in this thesis: Riley's method, Truncated Singular Value
Decomposition and the Conjugate Gradient method.

(1) the Riley (1955) method is largely based on the Tikhonov regularization, one
of the most common methods for solving ill-conditioned systems (Hanke and Groetsch,
1998; Calvetti et al., 2003; Reichel et al., 2012; Donatelli and Reichel , 2014; Xingsheng
et al., 2015). If a strict mathematical solution for the system (2.1) does not exist, or is
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not stable, a best �t solution M̃ can be found, by minimizing the least squares problem
(Bjorck , 1991):

min
M̃
{||σ̃M̃ − d̃||2}

On their own, least squares problems do not address unstable solutions, but the Tikhonov
regularization adds an additional term transforming the minimization problem into:

min
M̃
{||σ̃M̃ − d̃||2 + λ||ZM̃ ||2} (2.2)

The addition of the �ltering term λ||ZM̃ ||2 forces a solution M̃ that not only minimizes
||σ̃M̃ − d̃||2, but the �ltering term as well. The way the �lter is implemented di�ers
according to the choice of the Z matrix, but if it is taken equal to the identity matrix I
then the Tikhonov regularization is said to be in standard form, and the �ltering factor
becomes ||IM̃ ||2 = ||M̃ ||2 which essentially is satis�ed for low absolute values of M̃ .
By forcing M̃ to be as low as possible, the large amounts of noise are �ltered out, and
||σ̃M̃ − d̃||2 is minimized for a solution that does not include noise. The factor λ plays
the role of regulating the dominance of the �ltering term ||M̃ ||2 over the minimization
problem ||σ̃M̃ − d̃||2. If λ is close to 0, then no �lter exists and the problem is the
same as if no Tikhonov regularization applies. If λ approaches in�nity then there is no
minimization problem to be solved and as a result M̃ = 0.

The solution of M̃ that minimizes (2.2), is found equal to (Twomey , 1963; Heath,
1974; Hochstenbach and Reichel , 2010; Reichel et al., 2012; Donatelli and Reichel , 2014):

M̃ = (σ̃T σ̃ + λI)−1σ̃T d̃

The choice of the weighting factor λ impacts the results, but there is no de�nite answer
for an ideal value of it. One of the most widely used methods for the most suitable λ is the
L-curve method (Hansen and O'leary , 1993; Calvetti et al., 2000; Kilmer and O'Leary.,
2001). Here, we will use a variation of the Tikhonov regularization, an iterative scheme
proposed by Riley (1955), whose sequence converges to the least squares solution for any
λ > 0 (Golub, 1965; Heath, 1974; Spigler , 2020):

M̃ i+1 = (σ̃T σ̃ + λI)−1(σ̃T d̃+ λM̃ i)

(2) the Singular Value Decomposition (SVD) is a way to factorize any m×n matrix.
The di�erence between SVD and other factorization methods, like the LU decomposition,
is that it is not required for the matrix to be symmetric or square. With the SVD, the
sensitivity matrix σ is factorized into:

σ̃ = U

(
Q

0

)
V T

where
(
Q
0

)
is a m× n matrix with the only non zero values being the diagonal elements

Q = diag(q1, q2, q3, ...), where q1, q2, q3 are the square roots of the eigenvalues of the
matrix σ̃T σ̃, also known as singular values, with q1 ≥ q2 ≥ q3 ≥ ... ≥ qn. The matrix V
consists of the orthonormalized eigenvectors of σ̃T σ̃ while the matrix U consists of the
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orthonormalized eigenvectors of the n largest eigenvalues of σ̃σ̃T (Varah, 1973; Stewart ,
1993). By using the factorization on system (2.1), we have:

d̃ ≈ U

(
Q

0

)
V T M̃

whose solution is (Golub and Reinsch, 1970; Heath, 1974):

M̃ = V
(
Q+, 0

)
UT d̃

where Q+ = diag(q−1
1 , q−1

2 , q−1
3 , ...). The expression can also be written out explicitely

as:

M̃ =

n∑

i=1

uTi d̃

qi
vi (2.3)

The terms in the summation (2.3) appear in a decreasing singular value order, with
q1 ≥ q2 ≥ q3 ≥ ... ≥ qn. The later terms are smaller and since they are on the
denominator, the solution will give very large values. The inclusion of these smaller terms
is responsible for the appearance of the noise on the non-regulated solution. In order
to regulate it, we need to truncate the terms of the summation (2.3) to a k ≤ n. This
is called the Truncated Singular Value Decomposition (TSVD) (Heath, 1974; Hansen,
1990). This way, the solution only keeps the important terms of the summation, the
ones that minimize the problem, and not the terms that create the noise.

(3) the Congugate Gradient algorithm (CG) is an iterative way of solving the linear
system of equations (2.1) (Calvetti et al., 2003). M̃ can be analyzed into a basis of
conjugate vectors pi with respect to the sensitivity matrix σ̃. This means that pTi σ̃pj = 0
for all i 6= j. It can thus be written:

M̃ =

n∑

i=1

aipi

The next step is to �nd the conjugate vectors that form the basis pi and their factors ai.
The least squares solution of the system d̃ ≈ σ̃ ·M̃ is equivalent to solving σ̃T d̃ = σ̃T σ̃ ·M̃ .
The residual p0 = σ̃T d̃− σ̃T σ̃ · M̃0 is taken as the �rst conjugate vector, where M0 is a
�rst approximation of the solution. The ai and the rest of the conjugate vectors pi can
be found iteratively by following an algorithm (Bjorck , 1991; Brufati et al., 2016):

De�ne M0 = 0 as the initial approximation of the SMB:
r̃0 ← d̃− σ̃ · M̃0

z̃0 ← σ̃T · r̃0
p̃0 ← z̃0
For a set of k iterations, it will be:
w̃k ← σ̃ · p̃k
ak ←

(
z̃k

T z̃k
)
/
(
w̃k

T w̃k

)

M̃k+1 ← M̃k + ak · p̃k
r̃k+1 ← r̃k − ak · w̃k

z̃k+1 ← σ̃T · r̃k+1

βk ←
(
z̃Tk+1z̃k+1

)
/
(
z̃k

T z̃k
)
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p̃k+1 ← z̃k+1 + βk · p̃k

From these regularization methods, the SMB of TRG is found. In order to further
optimize the solution, the reconstructed SMB can be used as a new SMB in order to
de�ne a new INIT ice sheet. Then a new σ̃ is calculated around the new INIT and
by applying the regularization methods on the new system of equation, we can get a
new reconstructed SMB. This new reconstructed SMB is closer to the correct solution
than the �rst approximation, because this time the ice sheet was initialized by using
an SMB that was the result of the �rst approximation. This means that the distance
between TRG and INIT in the Taylor expansion is smaller and thus the linearization
(2.1) more accurate. By repeating the same process several times, we keep making the
linearization more accurate and the reconstructed SMB closer to the correct solution.
These optimization loops exist as a way to address the non-linearity of the model. While
the system of equations is a linearized approximation, by updating this system with
more accurate variables, this approximation becomes more and more representative of
the non-linear behavior.
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Chapter 3

Summary of the papers

Paper I: Sensitivity of isochrones to surface mass balance and dynamics

Theo�lopoulos & Born, Journal of Glaciology, accepted

The interior of an ice sheet consists of layers of accumulated snow, also known as
isochrones. The layers' thickness during the time of deposition is equal to the amount
of surface mass balance (SMB), however, with the passing of time, this thickness ex-
periences dynamical thinning via the �ow of ice. Paper I examines the sensitivity of
the layers' thickness to changes in SMB. These changes a�ect the layer thickness in two
ways: directly through changes in precipitation, and indirectly through the impact in
the dynamical behavior of the ice sheet, caused by changes in the slope of the ice sheet
surface. The project uses an isochronal layer ice sheet model, which explicitely simulates
the englacial stratigraphy of a 2D cross section of an ice sheet. Two sets of simulations
are performed around a control simulation. The �rst set consists of a series of in�nitise-
mal perturbations of SMB around all layers and all horizontal locations of control, in
order to quantify how sensitive the layer thickness of the ice sheet is to very small, local
and instaneous changes in SMB. The result of the simulations is stored in a sensitiv-
ity matrix. The second set consists of sustained changes in SMB that impact the layer
thickness for large areas and for long periods of time. The project then focuses on recre-
ating the layer thickness of the second set of simulations, by using only the sensitivity
simulations of the �rst set. This is done by establishing a linear relation between SMB
and layer thickness via the sensitivity matrix. The relation is then extrapolated for a
given deviation of SMB from the control simulation. The paper concludes that linear-
ity is a good representation of the relation between SMB and layer thickness, and it can
potentially allow for a future inversion of the relation in order to reconstruct past SMB.

Paper II: Reconstructing the surface mass balance from Greenland's ice sheet
stratigraphy

Theo�lopoulos & Born, Journal of Glaciology, submitted

Paper II focuses on solving the linear system of equations Paper I established, in order
to �nd the unknown SMB for a given layer thickness. This allows for the reconstruction
of paleoclimate by using as the only information the stratigraphy of the ice sheet. In
order to test the quality of the reconstruction method, the isochronal numerical model

15
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is used to �rst simulate a target ice sheet and the SMB of the target is reconstructed.
A second ice sheet is used as a reference, an initial, and the layer thickness of both the
initial and the target as well as the SMB of the initial get imported inside the system of
equations in order to get a solution for the only unknown, which is the SMB of the target.
Because the system is ill-determined, three di�erent regularization methods were used
in order to solve it, Riley's method, Truncated Singular Value Decomposition and the
Conjugate Gradient method. The solution can also be optimized by rede�ning the initial
simulation, recalculating a new sensitivity matrix based on the �rst inversion result and
repeating the process until convergence. The inversion method manages to reconstruct
the SMB quite accurately for locations close to the ice divide. The further away from
the ice divide, the less years before present are accurately reconstructed. The result is a
V-shape pattern on the isohcronal grid, where all layers inside this shape have their SMB
well reconstructed. This occurs because locations outside the V-shape experience strong
dynamic thinning and their SMB does not a�ect signi�cantly the �nal stratigraphy of
the ice sheet, making it impossible to recover information from them. In addition, this
work examines how the resolution and scarcity of layer thickness data can a�ect the
reconstructed SMB. A �ne grid of data gives a smooth solution, while a coarser grid
with gaps is more susceptible to noise. Subsequently, Paper II applies the reconstruction
method on a 2D cross section across of the real Greenland Ice Sheet (GrIS) at 72.5o N.
The available layer thickness is taken from radiostratigraphy data of NASA's Operation
IceBridge. The solved SMB is polluted by noise, a result of the scarce IceBridge data
used, but comparing the reconstructed SMB at 72.5o N, 38.3o W with the precipitation
data from the GISP2 ice core at the same location gives similar results for the last thirty
thousand years, with the Holocene and the Last Glacial Maximum reconstructed quite
accurately, despite the limitations of the 2D model.
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ABSTRACT. The interior of an ice sheet consists of layers of accumulated6

snow, which contain important information on accumulation and ice dynamics7

that are imprinted on layer shapes over time. This work describes how changes8

in accumulation influence the stratigraphy of an ice sheet. The thickness of9

each layer at present day depends both on accumulation as well as the effect of10

dynamic thinning after its deposition. An isochronal numerical model is used to11

simulate the evolution of a two dimensional, idealized ice sheet while explicitly12

representing the layers. A series of simulations was carried out to quantify the13

changes that anomalous accumulation at different locations and times has on14

the stratigraphy. These simulations form the basis of a linear response function.15

A second set of simulations with more sustained changes in accumulation is16

then used to describe large scale and long term impacts on the layering of17

the ice sheet as well as to test the quality of the linear approximation. The18

aim is to examine whether long term effects can be extrapolated from small19

differential changes. The result confirms a certain degree of linearity between20

changes in accumulation and layer thickness that may be exploited for future21

inverse modeling applications.22
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1. INTRODUCTION23

The interior of major ice sheets is characterized by a stratigraphic record of distinct layers of equal age,24

also called isochrones, which, in the field can be identified in several ways, including the extraction of25

ice cores (e.g. Mojtabavi and others, 2020) and the use of ice penetrating radar (e.g. Legarsky and Gao,26

2006; MacGregor and others, 2015; Winter and others, 2019). The present day thickness of these layers27

is a result of past accumulation and the cumulative effect of ice flow, two factors that in reality are hard28

to separate. In the past, attempts have been made to describe a direct relation connecting surface mass29

balance (SMB) to layer thickness, by finding ways to simplify the effect of ice flow. For shallow layers and30

far from regions of active ice flow, the dynamic effect on layer thinning can be neglected and an average31

precipitation rate can be found by dividing the current depth of a layer with its age (e.g. Pinglot and32

others, 2001; Spikes and others, 2004; Medley and others, 2013). A more sophisticated approach introduces33

a correction factor for the thinning of the layers (Nye, 1963), thus connecting SMB with layer thickness via34

a natural logarithm (Dansgaard and Johnsen, 1969). This involves a 1-D flow model, neglects horizontal35

advection and introduces a constant strain rate in order to calculate a mean accumulation rate (Cuffey36

and Clow, 1997; Leysinger Vieli and others, 2004; Siegert and Payne, 2004; Huybrechts and others, 2009).37

These approaches require considerable simplifications of the ice dynamics and are only accurate for38

shallow layers. At the same time however, attempts to simulate deeper isochronal surfaces have also been39

made with full thermomechanical ice sheet models. The inclusion of an Eulerian tracer for the age since40

deposition is relatively easy to do, but requires the introduction of artificial diffusion that negatively affects41

the results (Greve, 1997; Born and Robinson, 2021). A Lagrangian approach is also possible (Rybak and42

Huybrechts, 2003; Sutter and others, 2021) and produces more accurate results, but requires interpolation43

procedures between grid-points, which over time accumulate errors and add complexity. To circumvent this44

complication, Tarasov and Peltier (2003) introduced a semi-Lagrangian transport scheme that back-tracks45

tracer trajectories onto the Eulerian grid at every time step. This approach may be further improved by46

using depositional provenance markers instead of individual tracers, because the provenance marker field47

is relatively smooth in space and therefore less prone to interpolation errors (Clarke and Marshall, 2002;48

Clarke and others, 2005; Goelles and others, 2014).49

Given that complex 3-D models that simulate ice tracer flow exist, the question now is whether these can50

be used in order to replace the 1-D strain rate formula of Dansgaard and Johnsen (1969) and generalise51

the direct link between layer thickness and SMB for deeper layers as well, while also considering horizontal52
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flow. Baldwin and others (2003) calculated mean accumulation patterns by tracing backwards ice particles53

within a given field of balance velocities. Waddington and others (2007) formulated a least squares inversion54

problem in order to link directly layer thickness with the smoothest SMB that minimized the misfit between55

data and model. Comparisons between 3-D and 1-D models show that horizontal ice flow is indeed important56

and prefferable to be taken into consideration (Leysinger Vieli and others, 2011; Nielsen and others, 2015).57

However, because these studies also require a given velocity field, the ice sheet evolution is considered to58

be on a steady state.59

This study connects directly SMB and layer thickness with the help of an isochronal layer model (Born,60

2017). The model treats the discretization of the vertical axis not as a grid that is fixed in space, but rather61

as individual layers corresponding to different times. The explicit simulation of each layer allows for a62

continuous calculation of ice sheet thickness and surface slope, meaning that ice flow is constantly updated63

and the ice sheet is not on a steady state. This means that a perturbation of SMB will trigger a response64

from ice dynamics and will leave a footprint in the thickness of the isochronal layers. The project focuses65

on using the isoschronal model in order to establish a linear relation between SMB and layer thickness.66

By doing so, ice flow is parameterized inside this linearization formula and thus changes in layer thickness67

can then be approximated directly from changes in SMB. This is very useful for a future inversion of the68

problem, which will allow for the reconstruction of the SMB based on available data of the internal layers69

of ice sheets. This is not an easy problem, because it requires the use of regularization methods in order to70

find a least squares solution, however, an additional method for simplifying the relation between SMB and71

layer thickness is worth analysing, since the reconstructed SMB will serve as supplementary information72

on variability in the hydrological cycle, complementing water isotope tracers (e.g. Noon and others, 2003;73

Lasher and others, 2017).74

Section 2 gives a brief description of the model used for this analysis and the simulations performed in75

order to establish the linearization between SMB and layer thickness. Section 3 puts this relation into test76

in order to check its accuracy. We find that, within certain limits, the linear reconstruction is representative77

of the behavior that SMB perturbation has on layer thickness. Section 4 attempts to use this linear function78

in order to reconstruct SMB for a given layer thickness. Lastly, section 5 describes the conclusions of this79

analysis and gives some remarks of how to expand on the linearization in future work.80
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2. METHODS81

2.1. Model description82

The model used for the present analysis is an isochronal layer model that simulates the evolution and83

movement of layers of accumulated snow in the interior of an ice sheet (Born, 2017). This means that all84

variables, including layer thickness, are advected horizontally, but only within each layer and not across85

isochronal horizons. The vertical dimension consists of the isochronal layers. The model grid consists of86

layers that are not equidistant in space, but instead they are in time. Every 200 years a new layer is added87

on top of the ice sheet, thus increasing the computational domain of the model during run time. Due to88

lateral advection, the layers’ thickness changes with time at each location, and is directly connected to the89

mass that is advected horizontally within the layer. None of the variables are advected vertically through90

the isochronal grid. Vertical movement is solely due to thinning of older layers below. Horizontal velocities91

are calculated by using the shallow ice approximation and Glen’s flow law. All variables, including layer92

thickness, are advected using a first order implicit scheme. In the ablation zone, where SMB is negative,93

the layers melt and their thickness is reduced accordingly. Horizontal velocities depend primarily on the94

slope of the ice sheet surface, which is calculated anew at each time step of the model. This means that ice95

flow is also changing during the simulation and the ice sheet is not in a steady state. The time dependance96

of the model allows us to emphasize and examine the long term response of layer thickness to changes in97

SMB. The model does not represent the firn layer on top of the ice sheet and processes at the ice sheet98

bed, e.g. basal freeze-on are not included although they may have a significant effect on the stratigraphy at99

depth (Leysinger-Vieli and others, 2018). Note that this work prioritizes uncertainty in boundary conditions,100

specifically accumulation, and deliberately omits the also important uncertainty in other model parameters.101

While both are equally important and influence each other, we choose to separate our work in studies of102

parameter uncertainty (Born, 2017; Born and Robinson, 2021) and the present study.103

For the current project, the model domain is chosen to represent a two-dimensional cross section of the104

GrIS at the ice divide spanning 133 points laterally with a spacing of 10 km (Fig. 1d). The reference point105

0 km will be set at the location of the ice divide. The model has recently been updated to a 3D version106

that represents the isochrones of the entire Greenland Ice Sheet (Born and Robinson, 2021). This new107

version improves the numerical efficiency by decoupling the layer tracing scheme from the simulation of108

ice physics, where the latter are carried out on the much coarser grid of the host model. However, since109

the two-dimensional advection equation still has to be solved for every isochrone, the 3D simulation for110
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the entire Greenland domain is more expensive than the zonal section presented in Born (2017). This111

simplification does not impact the validity of our results.112

2.2. Description of simulations113

Two sets of simulations are conducted which differ in the prescribed SMB and the response of the bedrock114

to changing ice load (Table 1). The simulations are idealized with a flat bedrock and a constant flow115

factor of 1.397 · 10−24Pa−3s−1, which corresponds to a temperature of −5oC (Cuffey and Paterson, 2010;116

Born, 2017). We chose a relatively high value to represent the region where most deformation takes place,117

near the ice sheet bed. Since temperatures are closer to the melting point near the bedrock (Johnsen and118

others, 1995), we chose this temperature in order to increase the ice flow of the simulated ice sheet within119

realistic boundaries. Temperature and therefore ice viscosity are constant everywhere in an effort to limit120

the number of free parameters. Note that this idealized setup is chosen to approximate an ice sheet with121

the physical and geographical characteristics of the Greenland ice sheet, but does not attempt a faithful122

reproduction of all details. At the upper boundary, we apply an idealized SMB, representing a net effect123

of accumulation minus melting. The bedrock subsides under the weight of the ice sheet as described by124

the local lithosphere, relaxing asthenosphere (LLRA) model with a time scale of 10,000 years (Le Meur125

and Huybrechts, 1996). At the begining of the simulations, no ice is present, so the bedrock is relaxed. All126

simulations span 200,000 years so that the vertical isochronal dimension contains 1,000 layers at the end127

of the simulation (a new layer every 200 years). The first 150 kyr are common for all simulations and the128

SMB follows a simple parabolic distribution to reach a steady state before the onset of the SMB anomaly,129

at which point the ice sheet is not on a steady state anymore, and this is the period that mostly interests130

us. The SMB is positive between -180 and 180 km, where precipitation dominates, (Fig. 1a), while outside131

this region the parabolic has negative SMB, and melting dominates (Fig. 1b). After 150 kyr, the total ice132

volume is stable (Fig. 1c) indicating that a steady state condition has been reached. A control simulation133

(CTRL) is carried out, in which the reference isochronal state of the ice sheet is established. CTRL is run134

with constant parabolic SMB forcing for 200 kyr.135

The first set of simulations aims to establish a sensitivity matrix, comprising of parameters that quantify136

the sensitivity of the thickness of the isochronal layers to very small SMB anomalies. These sensitivity137

simulations consist of very small perturbations of the SMB around CTRL, both local and short-lived,138

meaning they only affect one layer at one particular location, a single grid box. Only locations of positive139

SMB are perturbed, of which there are 40 equidistant ones between -180 km and 180 km. Perturbations are140



Theofilopoulos and Born: Sensitivity of isochrones to surface mass balance and dynamics 6

applied for all layers between 150 kyr and 200 kyr, layers 751 - 999 for a total of 9,960 simulations (layer141

1,000 is not considered because it is created as soon as the simulation ends and has no impact on layer142

thinning). At each location, the perturbation is defined as an increase of SMB by 1/1000th of CTRL at143

the same location. Since perturbations are applied to all locations and layers, all results are accumulated144

in a sensitivity matrix. The 9,960 sensitivity simulations are used for the calculation of the sensitivity145

parameter σ, which is defined as the increase in layer thickness caused by the infinitesmal increase of SMB146

by 1/1000th and is given by:147

σi0·N+j0,i·N+j =
∂di,j
∂Mi0,j0

=
di,j − dCTRL,i,j

1
1,000Mi0,j0

(1)

where d is the thickness of layer j at horizontal location i of the sensitivity simulations, dCTRL is the148

thickness of layer j at location i of the CTRL simulation, 1
1000M is the amount of net SMB perturbation149

per layer (200 years) at location i0 for the layer j0 according to the parabolic distribution, and N = 249150

are the total amount of layers. σ is essentially a metric of how a perturbation conducted at each of the 40151

locations and each of the 249 layers affects the thickness of all layers at all locations. For each one of these152

9,960 sensitivity simulations, σ contains the normalized values of the thickness difference at all locations153

and all layers, which are also 9,960, making σ a matrix with dimensions 9, 960 × 9, 960. If σi0·N+j0,i·N+j154

is positive then a positive perturbation at i0, j0 creates a thicker layer at i, j for the perturbed simulation155

over the CTRL, while if the value of σ is negative, then a positive perturbation at i0, j0 creates a thinner156

layer at i, j.157

The second set of simulations consists of more sustained changes in SMB from CTRL. The emphasis is158

put again on analyzing how these affect the thickness of the layers. The changes in SMB last longer, span159

larger areas and entail either an increased or a decreased anomaly of the SMB. In a third case the SMB160

oscillates between these increased and decreased anomalies. The anomalies are limited to one section of the161

ice sheet, in order to examine if the thickness of the layers is affected only downstream or whether there is162

an impact on the isochrones across the ice divide as well.163

The simulation with increased SMB (SMB+) is based on CTRL for the first 150 kyr, followed by the164

increased SMB distribution between 150-200 kyr. The increase is centered around 80 km and follows a165

cosine function, with an amplitude of 0.01 m/yr (Fig 1a). In the simulation with reduced SMB (SMB-)166

the identical spatial and temporal anomaly pattern as in SMB+ is applied, but this time with a negative167

SMB anomaly of the same size. A third simulation uses an oscillating SMB (OSC) after the spin-up. It168
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Table 1. The SMB distribution of all simulations on each time period.

Simulation 0 - 150 kyrs 150 - 200 kyrs

CTRL Parabolic Parabolic

Sensitivity Simulations Parabolic 1/1000th SMB increase in a single grid box

SMB+ Parabolic Increased

SMB- Parabolic Reduced

OSC Parabolic Oscillatory

CTRL Non-deformable bedrock Parabolic Parabolic

SMB+ Non-deformable bedrock Parabolic Increased

SLID Parabolic Parabolic

oscillates between the increased and reduced SMB distributions with a period of 5 kyr, following a sine169

function so that between 150-200 kyr there are a total of 10 full oscillations. In contrast to SMB+ and170

SMB- where the total amount of precipitation differs from CTRL, OSC has the same total SMB as CTRL.171

Two additional simulations were conducted with SMB distribution identical to the CTRL and SMB+172

whose bedrock, instead of being deformable, remains flat for the whole period of the simulations. The173

simulations were performed in order to differentiate the effects that the bedrock itself has on the internal174

layers from the effects of dynamics and SMB. These two simulations are only performed in order to explain175

a very specific signal of the age difference located in the bottom layers of the ice sheet. Since they do not176

contribute to anything more in the results described below, there is no reason to expand these simulations177

for the cases of SMB– and OSC.178

Lastly, we also examined briefly the impact of sliding (SLID). We ran one more simulation, identical to179

the CTRL when it comes to the distribution of SMB, but between 170,991-171,000 years, we activated a180

constant sliding at 130 km of 10−6 m/s.181

3. RESULTS182

3.1. Sensitivity simulations183

The σ matrix containing the values of the sensitivity parameter can be visualized in two ways: First, by184

showing the effect that the perturbation of SMB of a particular layer at a particular location has over the185

whole ice sheet, and, secondly, by showing how the perturbation at all possible locations and layers of the186

ice sheet affects one particular location and layer.187
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It is important to understand that when a perturbation of SMB occurs at a very specific location and188

layer, it still affects the layer thickness of all layers at all locations. This is a result of the ice sheet reacting189

to the change of dynamic thinning caused by the small perturbation. By quantifying this response, we can190

parameterize the effect of dynamic thinning. This quantification is stored in the sensitivity matrix. As an191

example, the value of the sensitivity matrix when the perturbation occurs at location 80 km and layer 850,192

corresponding to a SMB perturbation at 170 kyr, is visualized at the end of the simulation (200 kyr, Fig.193

2a). All the anomalies shown here are caused by a combination of the direct reaction due to the increase194

in SMB and an indirect due to changes in dynamic thinning. A complex pattern of layer thickening and195

thinning results from this simple small SMB perturbation, with most changes occuring below the perturbed196

layer. These anomalies can also be seen in the time domain, i.e., the model grid, which we will use for further197

discussions (Fig. 2b). Unlike the spatial domain, where results get distorted by different elevation changes198

in different simulations, the time domain allows for a direct comparison of the isochronal layers between199

the different simulations.200

The direct effect of the increase in SMB is very local and can only be found directly downstream of the201

perturbed layer (layer 850) (Fig. 2c). The signal of the increased thickness extends to the whole downstream202

section of the perturbed layer (locations > 80 km), a result of the increased ice mass being transported203

towards the margins by the flow, thus increasing the thickness of the layer at all downstream locations.204

The layers below the perturbed layer (areas 3 and 4 of Fig. 2b) show a dual signal of increased and205

decreased thickness. The border between the two (located in area 3) is not constant and for younger206

layers it is moved more to the right than for older layers. The dual signal of this region is a result of207

the alteration in surface gradient created by the increase in SMB at layer 850. Because of the increase208

in SMB of the perturbed layer, the total thickness of the ice sheet at location 80 km as well as the209

gradient downstream, increases. This causes an increase in the downstream velocities that forces more210

mass transport. Consequently, the layers below the perturbation become thinner due to more ice loss.211

The negative sensitivity extends on the whole downstream section of the ice sheet up to the right margin.212

Upstream of location 80 km (area 4) layer thicknesses increase. Because of the local increase in elevation213

at 80 km, the gradient from the ice divide to 80 km decreases, reducing the horizontal velocities there. The214

layers there lose less ice mass and remain thicker. The reason why the border separating the two signals215

is not at the same location for all layers but instead is more to the right for the younger layers is related216
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to the flow of ice. Since horizontal velocity is greater for younger layers, the signal is advected faster and217

moves faster towards the right margin when compared to the layers closer to the bed.218

Layers younger than the perturbation (areas 1 and 2) are also affected and generally show a reduction in219

ice thickness. This is a result of the increase in surface slope caused by the anomalous accumulation in older220

layers. The resulting anomalies in dynamic thinning outlast the direct effect of higher accumulation rates221

and therefore also impact layers that are deposited after the perturbation period. Since the downstream222

part below the perturbed layer has thinner layers while the upstream part has thicker layers, the slope223

of the surface is expected to increase. This increases the dynamic thinning and produces thinner younger224

layers. The ice mass is then advected towards the right margin, slightly increasing the thickness of the225

layers at this location.226

It is interesting to note that the perturbation at 80 km, layer 850 also affects the locations < 0 km with227

a similar pattern as for the region between the ice divide at 0 km and up to 80 km. This can be explained228

if one considers the relation between the two regions. Between 0-80 km, older layers remain thicker (area229

4). Thicker layers on one side of the ice divide mean that more mass is transported to the opposite side to230

locations < 0 km. As a result, the layers of these locations remain thicker as well. For the younger layers231

of locations 0-80 km (area 1), which are thinner, the layers accumulate less mass near the ice divide, and232

thus less mass also flows at locations < 0 km. It becomes clear that a perturbation on one side of the ice233

sheet, despite how small it might be and despite the fact that it does not create a horizontal movement of234

the location of the ice divide, still affects the layering of the ice sheet as a whole. Because layer thickness,235

horizontal velocities and surface slope are all factors that interact at all times, a small change of SMB236

affects the physical mechanism of ice flow not only around the point of the perturbation, but instead leaves237

its impact in the whole ice sheet, even including the section at the opposite side.238

The sensitivity matrix can also provide information about another question: How do the perturbations239

at all possible horizontal spatial locations and all layers of the ice sheet affect one particular location and240

layer? As an example, the effect that perturbations at all locations and layers have on location 80 km241

and layer 850 are shown in figure 3. Since only layers younger than 750 were perturbed, the sensitivity to242

SMB changes before that (1-750) is unknown and therefore not shown here. The vertical axis in figure 3 is243

labeled as the perturbed layer, which directly corresponds to the accumulation time when the perturbation244

occured. The best way to read this slice of the sensitivity matrix is by associating each entry with the245

SMB of a certain point in space and time. So for example, at location 100 km and layer 950, we see how a246
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perturbation at 100 km and 190 kyr into the simulation affects the thickness at location 80 km, layer 850,247

at the end of the simulation. Layer 850 increases in thickness by perturbations that occur upstream from248

location 80 km in the same layer, because these changes are advected towards location 80 km. Perturbations249

that occur on older layers (751-849) have a primarily negative effect on the layer thickness at 850, due to the250

general increase in slope. Regarding accumulation that occurs after the deposition of the layer in question251

(851-999) perturbations that occur upstream of location 80 km cause a negative sensitivity because they252

increase the effect of dynamic thinning. Perturbations that occur downstream (> 80 km) or on the opposite253

section of the ice sheet (< 0 km) area cause a positive sensitivity, primarily because of the reduction of the254

surface gradient that we discussed previously.255

3.2. Increased and Reduced SMB256

We can now use our understanding of single-point perturbations to analyse variations in SMB with a257

broader spatial and temporal reach. Simulation SMB+ has the increased SMB curve between 150-200 kyr.258

At 155 kyr, after 5 kyr of anomalous SMB, layers above the 150 kyr isochrone (> 750) are thicker between259

50-110 km due to the higher accumulation of the anomalous forcing (area 5, Fig. 4a). Older layers are not260

affected directly by an increase in SMB but only indirectly by changes in ice flow (area 6). Layers there are261

thinner because the higher SMB increases the elevation of the ice sheet between 50-110 km and steepens262

the surface gradient downstream. Velocities increase and more ice mass is lost, resulting in thinner layers.263

The mass that is lost from area 6, gets transported to area 3 and the layers there increase in thickness. This264

effect is stronger in younger layers that are closer to the surface and therefore subject to higher velocities265

(areas 2 and top of area 3).266

The region from the left margin up to 50 km (areas 1 and 4) also shows an increase in layer thickness.267

This is explained by the increase in elevation at location 50-110 km, that decreases the slope upstream,268

thus reducing the velocities there. Smaller velocities mean less ice mass being lost and the layers remain269

thicker. It is notable that the entire section of the ice sheet of areas 1 and 4 is also affected with a positive270

thickness difference due to this change in surface slope at 50-110 km, even locations close to the left margin.271

At the end of the simulation, at 200 kyr, the negative thickness anomaly between SMB+ and CTRL can272

be seen from 110 km all the way to the right ice sheet margin (area 3, Fig. 4b). At this point, the negative273

thickness anomaly from area 6 advects downstream to area 3 and overwhelms the initially positive signal.274

The same pattern is identified in the sensitivity simulation at 200 kyr (area 3, Fig. 2b). In both cases,275

the older layers, which became thinner as a result of dynamic thinning, advected their signal downstream276
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thus covering the whole section with a negative thickness difference. On the contrary, the younger layers277

(areas 2 and 5, Fig. 4b) show both an increase and a decrease of their thickness. The two signals coexist278

because these layers are subject to both increased thickness due to the direct SMB surplus and also thin279

more quickly due to the dynamic thinning created by younger layers. In addition, the thick layer anomaly280

is moved downstream by advection. The accumulation anomaly dominates where the cumulative effect of281

increased flow did not yet have enough time to act, which also explains the boundary between the two282

regions. It is important to note that the direct effect of the increase in SMB is much more prominent in283

the case of SMB+ than it was for the sensitivity simulation. In the latter one, the direct effect was only284

noticeable on the perturbed layer and did not really affect the general thickness of the layers. In the case of285

SMB+, the fact that SMB is increased for all layers > 750 combined with the increase in the magnitude of286

SMB anomaly, make the direct effect of SMB change a significant and influential factor for the final shape287

of the layers. As for areas 1 and 4 of the ice sheet, these preserve their positive thickness difference.288

Given the changes that occur in layer thickness due to dynamic thinning, the elevation of the layers above289

the bedrock is also going to differ between SMB+ and CTRL. The result is a notable difference in the290

vertical age profiles (Fig. 5a), where the year 0 is defined as the surface layer. At 155 kyr there is a column291

of negative age difference between 50-110 km. The negative difference shows the presence of younger layers292

in SMB+ than in CTRL, at the same depth. This is directly related to the thickness anomaly (Fig. 4a).293

Since the layers of area 6 are thinner, they occupy deeper depths than in the CTRL experiment and thus294

have a smaller age difference. This can also be seen on the layer contours (Fig. 1d). The layers of SMB+295

at the location where the increased anomaly occurs have sunk when compared to CTRL. Similarly, the296

section downstream of the 50-110 km column shows a positive age difference, because the thickness of the297

older layers is larger and thus they occupy shallower depths. The section upstream of the 50-110 km column298

shows an increase in the age difference, again due to the increase in layer thickness. The distribution of the299

age of the layers in the ice sheet and the corresponding depth at which each layer is found depends heavily300

on their thickness.301

One anomaly in the age difference that does not have a direct correspondence in the perturbed layer302

thicknesses appears in the lower parts of the ice sheet. Figure 5a shows negative age difference located on303

the deeper layers of the ice sheet. This can be explained by the bedrock deformation in combination with304

the steep increase in isochrone age near the glacier bed. Since SMB+ has an ice sheet of a larger mass due305

to the increased SMB, the bedrock is subjected to greater weight. The ice sheet sinks due to the bedrock306
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deformation and the layers move downwards, indicating a negative age difference. The slight difference due307

to the sinking of the bedrock is mostly noticeable on the thinner bottom layers. The same difference on308

two simulations equivalent to SMB+ and CTRL but with a flat and non-deformable bedrock, shows that309

no age difference appears at the bottom of the ice sheet (Fig. 6a). With the exception of these very old310

layers near the bedrock, all other layers have similar age difference in both the solid and the deformable311

bedrock, indicating that the presence of bedrock deformation does not affect the final thickness of the312

layers significantly.313

At 200 kyr (Fig. 5b), the section downstream of the 50-110 km column, for elevations lower than 850314

m, has a negative age difference, following similar patterns as with area 3 in Fig. 4b. Thinner layers move315

downwards and thicker remain in higher elevation points. Near the bedrock, there is a larger presence of316

thin layers close to the bottom at 200 kyr when compared to 155 kyr, because dynamic thinning has acted317

for a longer period. This explains the reason the negative age difference effect appears much stronger. In318

the simulation without any bedrock deformation, there is no negative difference on the layers close to the319

bottom (Fig. 6b).320

The differences in layer thickness between SMB– and CTRL at 200 kyr follow a pattern that is opposite321

to SMB+ (Fig. 7). Because of the reduction of SMB, the slope of the ice sheet downstream of 50-110322

km decreases. This reduces the velocities and weakens the dynamic thinning. Old layers have increased323

thickness because of the reduced dynamic thinning. Younger layers experience both an increase and a324

decrease on their thickness according to whether the decrease in SMB or the reduced dynamic thinning325

prevails. When the reduction of SMB is stronger, the difference in thickness is negative, thus creating326

thinner layers.327

The inverted pattern of layer thickness difference anomalies in SMB+ and SMB– indicate that even a328

relatively large SMB anomaly approximately causes a linear response, something that cannot necessarily329

be expected given the nonlinearity of Glen’s flow law which governs dynamic thinning. We will test the330

linearity further in section 4.331

3.3. Oscillatory SMB332

The oscillating SMB anomalies in OSC start with the increased SMB distribution. After 155 kyr the SMB333

distribution completes its first oscillation. Layers 750-775 show one positive and one negative horizontal334

signal, indicating that the effect of the SMB oscillation is immediately recorded on the thickness of these335

layers (Fig. 8a). The information is primarily recorded downstream (area 2), but the region upstream (area336
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1) is also affected and the anomalies are consistent with the early phase of SMB+. The older layers (area 6)337

are only affected by dynamic thinning and to a lesser degree than SMB+ and SMB– (notice the difference338

in scale between the figures of OSC and SMB+ and SMB–) because, in the case of OSC, the average SMB339

anomaly is zero. The thickness difference of area 6 has both negative and positive signals. The negative340

signal is a result of the initial increased SMB that dynamically thins older layers as seen in SMB+. It gets341

transported downstream and affects also area 3. The positive signal of area 6 is a result of the following342

decreased SMB. Since the dynamic thinning occurs fast, it quickly affects all older layers between 50-110343

km. These rapid changes in the thicknesses of the older layers are observed until the end of the simulation.344

Area 6 and the part of area 4 around the ice divide change sign according to the different phases of the345

oscillation. Area 6 shifts from a negative thickness difference when the SMB is increased at 197 kyr (Fig.346

8b) to a positive one when the SMB is reduced at 200 kyr (Fig. 8c). These older layers are affected from347

the current signal of the SMB distribution and the response is fast. The signal alternates with the change348

in SMB and is always replaced with the current signal. The history of the oscillations is not present and no349

memory of previous signals appears. This fast reaction is in contrast with the downstream area 3. There,350

the anomalous ice thickness of the older layers preserves the same constant signal of both positive and351

negative thickness difference in both Fig. 8b and 8c. The fact that the signal does not change together352

with the oscillations shows a long term and slow effect of dynamic thinning. Lastly, at 200 kyr, all younger353

layers (area 2) show the transition betwen the oscillations and all 10 oscillations (50,000/5,000) are clearly354

visible as long horizontal signals. The thickness of the younger layer is affected by the direct change in355

SMB. These horizontal stripes are visible on the opposite side of the ice sheet (area 1) albeit with much356

less intensity.357

In summary, the older layers for the two regions downstream and upstream of 750 km behave differently:358

On the upstream section (areas 6 and 4 around the ice divide), the thickness and age difference of the layers359

changes with the oscillations in SMB, while on the downstream (area 3) it remains constant. The periodic360

change of the total thickness difference for layers 1-500 at the upstream section (for example at 60 km, Fig.361

9a) is of course explained because, after the initial negative offset dissapears, the mean of the oscillations362

is very close to 0, and thus the signal switches from positive to negative values. At the downstream section363

(for example at 180 km, Fig. 9b) the offset appears with a delay since its advecting from upstream, and the364

amplitude of the oscillations is not enough for the thickness difference to cross the 0 axis, thus remaining365

steadily on the negative for the whole examined period of 200 kyr.366
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3.4. Sliding367

For the simulation SLID, sliding is activated between 170,991-171,000 years at 130 km and is an increased368

horizontal velocity of all the layers of the ice sheet by 10−6 m/s. The relatively short duration of 10 years369

was chosen analog to the small perturbation in SMB in the sensitivity simulation above. It is long enough370

to excite a measurable response. The location was chosen in one side of the ice sheet where horizontal ice371

flow is significant. Immediately after sliding is activated, two columns are formed due to this increase in372

velocity, one upstream with negative thickness difference between SLID and CTRL and one downstream373

with positive difference (Fig. 10a). The increased velocity of all layers enhances ice movement at 130 km and374

these two columns are formed, one that loses mass faster, making the layers thinner in SLID than CTRL,375

and one that receives this mass, making the layers thicker. At 200 kyr, this initial sliding effect does not376

affect newer layers, while in the old layers, the columns have advected downstream and are not vertical377

anymore (Fig. 10b). We have the appearance of three signals. An increased layer thickness difference at the378

lower right near the margin, a decreased layer thickness difference exactly on top and to the left, and again379

an increased thickness difference on the top and to the left. The first two are the columns of 171,000 years380

that have advected completely downstream. The third signal is created after 171,000 years and is a result381

of the two columns. Since the layer thickness of the column upstream of 130 km is decreased, the surfaces382

elevation decreases. Similarly downstream of 130 km, the surfaces elevation increases. This creates a flatter383

surface around 130 km, which reduces the long-term dynamic thinning, meaning that all layers upstream384

of this perturbation will have more mass. This explains the appearance of the positive third signal.385

Since sliding increases ice velocity, its dynamical impact is identical to the increase in velocity due to386

changes in SMB. The emphasis of this analysis is to find a way to circumvent the effect of dynamic thinning387

by establishing a linear relation between SMB and layer thickness. As a result, we will not examine sliding388

further but instead we will isolate changes in SMB as the only factor that affects the stratigraphy of the389

ice sheet. Yet, at least we could confirm that the impact of sliding gives results that are well aligned and390

follow similar patterns to the effects of dynamic thinning that we have already covered.391

4. TESTING THE QUALITY OF LINEAR APPROXIMATION392

The analysis so far has shown how sustained SMB anomalies may be similar to the short perturbation, but393

also that non-linearities and asymmetries arise. This section will test the linearity of the three sustained394

SMB anomalies (SMB+, SMB– and OSC) further. Here we will use the linearized version of our model395
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as represented by the sensitivity matrix. The main question is if a linear superposition of the individual396

elements of the sensitivity matrix, scaled by the known amount of SMB, captures the thickness anomalies397

of the SMB+, SMB– and OSC cases, in spite of the known differences in time scales. The reconstructed398

RecSMB+, RecSMB– and RecOSC which will be shown in this section are not independent simulations, but399

linear summations of the 9,960 sensitivity simulations, scaled by the known values of SMB. The agreement400

between SMB+ - CTRL (∆SMB+), SMB– - CTRL (∆SMB–), OSC - CTRL (∆OSC) and RecSMB+,401

RecSMB–, RecOSC respectively will be the objective of the following analysis.402

We define as ∆Mi0,j0 the deviation of SMB from CTRL, where i0, j0 are the horizontal location and403

layer where this deviation takes place. As shown in figure 1a, this occurs for i0 between 72-77 (the six404

nodes corresponding to the 50-110 km area, with 10 km spacing) and, since it applies only for the years405

150,000-200,000 (with 200 years per layer), j0 is between 751-999. This change in SMB creates an ice sheet406

with a new set of layer thicknesses (SMB+, SMB-, OSC), whose thickness difference from CTRL is ∆di,j ,407

where i, j are the location and layer of the whole ice sheet. i varies between 0-133 (spatial model domain)408

while j between 1-999 (temporal domain). The relation between ∆Mi0,j0 and ∆di,j is found from equation409

(1) and the Taylor series for multiple variables. By eliminating all second order derivatives, the series is410

written as:411

∆di,j ≈
∑

i0,j0

(
∂di,j
∂Mi0,j0

∆Mi0,j0) =
∑

i0,j0

(σi0,j0,i,j∆Mi0,j0) (2)

where the derivative is centered on CTRL, and it can thus be substituted with the sensitivity matrix412

σ. Note, that (2) is an approximation. The left-hand side of the approximation represents the thickness413

difference ∆SMB+, ∆SMB– and ∆OSC. The right-hand side represents a linear reconstruction RecSMB+,414

RecSMB– and RecOSC.415

The anomalous layer thicknesses of RecSMB+ (Fig. 11a) are very similar to ∆SMB+ (Fig. 4b) and416

differences between the linearized and the full model are relatively small (Fig. 11b), indicating that the417

linearized reconstruction is a reasonably faithful representation of SMB+. Older layers downstream of the418

50-110 km perturbation zone (area 3) show almost no mismatch, thus ∆SMB+ and RecSMB+ are almost419

identical.420

The remaining differences can help to understand the shortcomings of the linearization. Newer layers421

downstream of the SMB perturbation at 50-110 km (area 2) show an inconsistency between ∆SMB+422

and RecSMB+. The thickness difference is positive (Fig. 11a), and ∆SMB+ seems to have a stronger423
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positive difference on the upper right corner of the ice sheet and a weaker positive difference on the layers424

immediately below and to the left (areas 5 and 2, Fig. 11b). This is a result of the increase in surface slope.425

Because of the continuously increased SMB distribution, the SMB+ simulation creates a glacier of higher426

elevation than CTRL, increasing the surface slope and thus the effect of dynamic thinning. This is not427

captured by the linear superposition of sensitivity simulations where the individual SMB perturbations are428

fully independent, do not add up, and therefore only minimally alter the elevation. Since ∆SMB+ transports429

ice mass faster towards the right margin, the positive thickness difference is attenuated in comparison with430

RecSMB+. At the same time, since the same process pushes more mass downstream, a stronger positive431

signal appears on the upper right corner. In order to quantify the accuracy of the linearization, we define432

the deviation from linearization metric as:433

Σ|RecSMB + | − Σ|∆SMB + |
Σ|∆SMB + | · 100% (3)

The smaller the number, the more accurate the linearization. We exclude from the computation the grid434

points of the domain located near the margins, because these are prone to computational errors since they435

are very sensitive to small horizontal movements of the ice sheet. For the rest of the internal layers of the ice436

sheet, we get a total deviation of 5.22 %, meaning that around 95% of the SMB+ has been reconstructed437

via the linearization.438

We can reach similar conclusions by looking at the results of RecSMB–. Comparison of figures 7 and 12a439

shows that the reconstructed thickness differences are similar in pattern. The difference between the two440

gives a quite accurate reconstruction for the older layers because the inconsistency between ∆SMB– and441

RecSMB– is very low (area 3, Fig. 12b). Since the SMB– simulation has a lower elevation than CTRL, it is442

expected that the dynamic thinning effect will be weaker in ∆SMB– than in RecSMB–, making the younger443

layers, which already have a negative thickness difference (Fig. 12a) have slower horizontal velocities for444

the case of ∆SMB- over CTRL. As a result of the weaker dynamics and horizontal movement, the negative445

thickness difference is enhanced, and this explains the negative sign in the comparison between ∆SMB-446

and CTRL (areas 5 and 2, Fig. 12b). In addition, since the negative signal moves less towards the right447

margin, it makes the layers of the upper right column appear thicker, thus explaining the positive sign at448

the upper part of area 2. The deviation from linearization of SMB– is found equal to 7.16 %.449

Examining the case of RecOSC (Fig. 13a) we also find a similar pattern to ∆OSC (Fig. 8c). The difference450

between the two (Fig. 13b) indicates that there is no inconsistency in old layers (area 3) while the new layers451
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(areas 5 and 2) differ. Given the fact that during the oscillations the elevation of the ice sheet continuously452

alternates from higher to lower than in CTRL, we expect changes in dynamic thinning from stronger to453

weaker that are not represented in the sensitivity simulations and thus produce alternating mismatches.454

The deviation from linearization of the reconstruction is only 0.23 %, an order of magnitude smaller than455

the cases of RecSMB+ and RecSMB–. This smaller number shows that the linearization is an even better456

approximation for the case of OSC. Since OSC has no net SMB difference with CTRL, the change in457

elevation is very small, effects of differences in the strength of dynamic thinning are less impactful and thus458

a linearization can be considered more valid. This is the case even though the effect of dynamic thinning459

is fast and changes sign with every oscillation, as discussed above. However, since these anomalies are also460

short-lived, their long-term effect is negligible.461

In conclusion, the reconstruction based on the linear sensitivities yields good results in these idealized462

cases. The main differences in layer thickness between SMB+, SMB–, OSC – CTRL were well captured on463

the reconstructed RecSMB+, RecSMB–, RecOSC respectively, indicating that extrapolating the linearized464

equation (2) gives an accurate approximation of the dynamical behavior of the ice sheet. This indicates465

that a linearized parameterization can largely account for the effect of ice flow. The primary reason for466

disagreements is sustained SMB that gives rise to surface elevation and slope changes and eventually467

dynamic thinning that is not accounted for by the linearization.468

Given that, despite the differences, a linearization of the relationship between ∆Mi0,j0 and ∆di,j yields469

defensible results, we will now briefly explore the possibility of solving an inverse problem and calculating470

the original SMB. The focus will be on the OSC simulation for two reasons: First because, as shown, the471

linearity is more accurate for the case of OSC, and secondly, the fact that SMB changes through time472

makes OSC a more realistic simulation. The main question is whether the full knowledge of the sensitivity473

matrix σi0,j0,i,j and of the thickness difference ∆di,j are enough in order to calculate the anomalous SMB,474

and compare whether the calculation is the same as its actual value. Equation (2) can be rewritten in475

matrix notation:476

D = σ ·M ,

where D is a vector with dimensions (i · j) and contains the values ∆di,j , σ is a matrix with dimensions477

(i · j) × (i0 · j0) and contains the values σi0,j0,i,j and M is a vector with dimensions (i0 · j0) and contains478
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the values ∆Mi0,j0 . Since σ is known, and D is the thickness difference OSC - CTRL, we can transpose479

for M , the only unknown:480

M = σ−1D (4)

As mentioned previously, i is between 0-133 and j between 1-999, while i0 is between 72-77 (corresponding481

to 50-110 km) and j0 between 751-999 (corresponding to 150-200 kyr). However, in order for σ to be482

invertible, it needs to be a square matrix and i · j needs to be the same as i0 · j0. In order not to have an483

overdefined problem, with more equations than unknowns, we will solve the system of equations only for i484

between 72-77 and j between 751-999.485

The comparison of SMB for the case of OSC at location 80 km between the reference (blue line) and the486

reconstruction (red line) shows that layers 900-999 are reconstructed well but the result for layers 750-900487

does not have any physical meaning (Fig. 14). This means that we managed to reconstruct only the last488

20,000 years. The presence of noise in the case of the older layers can be explained by examining the nature489

of the problem that we attempt to solve. The system of equations (4) is ill-conditioned, meaning that the490

solution is too sensitive to error, in this case computational machine error. By doing a simple inversion,491

this error propagates the solution to unnatural magnitudes, thus producing the noise-like result of figure492

14. In order to filter out the noise, regularization methods are usually applied. Future work will examine an493

implementation of these methods and how much information about SMB reconstruction can be salvaged494

from isochronal layers.495

5. DISCUSSION & CONCLUSION496

The current study examined the influence that changes of SMB have on the internal layering of the ice497

sheet. Formulating a relation between these two factors is challenging because the effect of dynamic thinning498

depends on many factors including the thickness of the layers themselves, thus having a feedback mechanism499

where the layer thickness which is affected by the dynamics, also affects the dynamics. Previous works have500

described this relation with some notable assumptions, like the calculation of a strain rate based on a 1-D501

model (e.g. Leysinger Vieli and others, 2004; Siegert and Payne, 2004), or when horizontal flow is included,502

the ice sheet is on a steady state with a given velocity field (e.g. Baldwin and others, 2003; Waddington503

and others, 2007).504
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In this study, we used the isochronal numerical model by Born (2017) which does not require the ice505

sheet to be on a steady state. The surface of the ice sheet changes continuously with time, thus ice sheet506

dynamics and horizontal flow are always updated according to the SMB of the new layer. SMB affects507

layer thickness directly via the immediate change in precipitation and indirectly via changes in dynamic508

thinning. Direct changes of precipitation are more local and affect only the layer created at the time the509

precipitation occured, while changes in dynamic thinning have a strong influence in the whole ice sheet510

and also affect previous and following layers, making this the dominant factor. We examined a range of511

representative cases, with increased, reduced and seasonal SMB changes, and quantified the differences in512

layer thickness in each case. An increase in SMB increases the elevation and surface steepness, enhancing513

the dynamic thinning and creating thinner older layers.514

In spite of the strongly non-linear response of dynamic thinning to changes in SMB, a linearized version515

of our model yielded a satisfactory representation of changes in layer thickness for a given alteration of516

SMB. The linearization was made by using a sensitivity matrix, a set of parameters calculated by forcing517

infinitesmal perturbations in the SMB of the model at every location and layer, and then quantifying the518

sensitivity of the layer thickness at each perturbation. Of the three tested cases, the linearization performed519

best for the simulation with oscillatory SMB anomaly. Because of the alternating nature of sinusoidal SMB,520

the net mass balance of the ice sheet at OSC remained closer to CTRL than for the cases of SMB+ and521

SMB– where the net mass balance was larger and smaller, respectively. Since the average shape of the522

ice sheet and the surface slope remained more similar, the dynamic behavior was also closer to CTRL,523

meaning that the linear approximation was more accurate since there was a smaller deviation from the524

original state of the ice sheet.525

To isolate the effect of SMB on layer thickness, some aspects of the model were idealized. The horizontal526

velocities of the model are calculated using the shallow ice approximation and Glen’s flow law. This means527

that the effect of dynamic thinning essentially depends on the slope of the surface. Vertical advection is528

not taken into consideration. In addition, since the aim was to focus on the influence of SMB alone, all529

other factors that could have affected the stratigraphy had to be neglected. Thus, the temperature of the530

ice sheet was taken equal to −5oC and consequently the flow factor is constant. We argue that albeit the531

impact of temperature on ice deformation is substantial, uncertainty in this parameter is smaller than in532

SMB, in particular considering that the majority of deformation occurs near the base where temperatures533

are relatively stable. In addition, sliding was not taken directly into consideration for the linearization, but534
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its effect was examined and found to have a very similar dynamical behavior with changes in horizontal535

velocities due to SMB perturbations. As a result, incorporating sliding in the method is a possibility for536

future applications. Changes of state for the ice (freezing, melting etc.) are outside the scope of this research537

and do have a significant impact on layer stratigraphy (e.g. Leysinger-Vieli and others, 2018). Lastly, a538

transition to 3 dimensional flow and the presence of a non-flat bedrock are expected to add computational539

difficulties, but because of symmetricity in the horizontal dimensions we expect that our main findings are540

adaptable to 3D flow. Overall, within the limitations examined here, we find that the linear approximation541

is relatively accurate, in particular if carried out for cases where the changes in SMB are not too large.542

The linearized approximation offers a new possibility for the reconstruction of past SMB. Layer thickness543

data from various sources, notably the radiostratigraphy archives of the ice sheets of Greenland and544

Antarctica (MacGregor and others, 2021) that not only cover layers thousands of years old, but are also545

quite dense with spatial information. By simplifying the relation between SMB and layer thickness and546

replacing the effect of ice flow with the sensitivity matrix, it becomes theoretically possible to solve for547

the SMB and get important reconstructions of the polar climate of the past and at different locations of548

the ice sheets. However, solving for SMB is not as simple as inverting the sensitivity matrix as was shown549

here in the idealized case of OSC, where by using the layer thickness difference and the 9,960 sensitivity550

simulations we got results that featured a lot of noise, an indication that the linear system of equations is551

ill-posed. This issue can be addressed by introducing regularization processes, which will be examined in552

future work.553
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Fig. 1. (a) Increased, reduced and parabolic distribution of surface mass balance. All simulations use

the parabolic SMB between 0-150,000 years. After that, between 150,000-200,000 years, CTRL continues with the

parabolic, but SMB+, SMB– with the increased and reduced SMB distributions respectively. OSC oscillates

between the two with a period of 5,000 years. (b) Same as (a) but with the full domain of the SMB, including the

melting regions. (c) Evolution of total ice volume in CTRL (d) The isochronal layers at 160, 170, 180, 190 and 200

(same as the surface) kyr for CTRL, SMB+ and SMB- in the ice sheet’s domain at 200 kyr.
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Fig. 2. (a) Sensitivity parameter of all regions of the ice sheet, as affected by a perturbation at location 80 km and

layer 850 (point where dashed lines intersect) at 200 kyr. The domain is split into four areas 1,2,3 and 4 in order

to better explain the phenomena observed. (b) Same as (a) but the y-axis shows each one of the isochronal layers

instead of the elevation. (c) same as (b) but zoomed around the perturbed layer 850.
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Fig. 3. Sensitivity parameter at 80 km and layer 850 (point where dashed lines intersect) as affected by perturbation

in all regions of the ice sheet. Layers 1-750 are not shown because no perturbation of the SMB is applied for those

layers.
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Fig. 4. Simulations SMB+ - CTRL. The increased SMB applies inside the area marked by the two vertical dashed

lines (50-110 km), and between the dashed horizontal and the ice surface (layer 750-last layer). Thickness difference

at (a) 155 kyr (b) 200 kyr.
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Fig. 5. Simulations SMB+ - CTRL. The increased SMB applies inside the area marked by the two vertical dashed

lines (50-110 km), and between the dashed horizontal and the ice surface (layer 750-last layer). Age difference at (a)

155 kyr (b) 200 kyr.
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Fig. 6. Simulations SMB+ - CTRL but with no bedrock deformation. The increased SMB applies inside the area

marked by the two vertical dashed lines (50-110 km), and between the dashed horizontal and the ice surface (layer

750-last layer). Age difference at (a) 155 kyr (b) 200 kyr.
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Fig. 7. Simulations SMB– - CTRL The reduced SMB applies inside the area marked by the two vertical dashed

lines (50-110 km), and between the dashed horizontal and the ice surface (layer 750-last layer). Thickness difference

at 200 kyr.
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Fig. 8. Simulations OSC - CTRL. The oscillatory SMB applies inside the area marked by the two vertical dashed

lines (50-110 km), and between the dashed horizontal and the ice surface (layer 750-last layer). Thickness difference

at (a) 155 kyr (after one full oscillation) (b) 197 kyr (c) 200 kyr.
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180 km. The thick line is a 5-point running average.
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Fig. 10. Simulations SLID - CTRL. The sliding applies at 170,991-171,000 years, at 130 km (point where dashed

lines intersect). Thickness difference at (a) 171 kyr (b) 200 kyr.
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Fig. 11. RecSMB+ (a) Thickness difference at 200 kyr (b) The difference between figures 4b - 11a. Note that the

scale is 5 times smaller than 11a.
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Fig. 12. RecSMB- (a) Thickness difference at 200 kyr (b) The difference between figures 7 - 12a. Note that the

scale is 5 times smaller than 12a.
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Fig. 13. RecOSC (a) Thickness difference at 200 kyr (b) The difference between figures 8c - 13a. Note that the

scale is 30 times smaller than 11b, indicating a much smaller incosistency than RecSMB+ and RecSMB–.
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Fig. 14. Comparison between the actual SMB difference at location 80 km (blue line) and the calculated one from

the inverse solution (red line) (Equation (4)), for the cases of OSC - CTRL.





Chapter 5

Discussion and future perspectives

This thesis proposes a new inversion method for reconstructing surface mass balance
(SMB) by only considering the internal layer thickness of an ice sheet. Unlike the very
commonly used strain rate by Dansgaard and Johnsen (1969), the method proposed in
this thesis takes into consideration horizontal �ow as a signi�cant factor for determining
the relation between SMB and layer thickness. The inversion method reconstructs SMB
directly, and not through a process of data assimilation of trying to �t englacial layers
to data, by de�ning a balance velocity �eld (Baldwin et al., 2003). In that regard, the
method has a lot of similarities with the inversion method proposed by Waddington
et al. (2007). However, unlike this reconstruction, ours does not require a steady state
ice sheet. This is achieved by using an isochronal numerical model introduced by Born
(2017).

Of course, the method presented here has several simpli�cations. The isochronal
layer model represents only a single cross-section of an ice sheet so that �ow at right
angles is neglected. While this should not be a problem when reconstructing target
simulations, since these are also 2D, it de�nitely is a problem when applying the method
on the real GrIS, which has ice �ow in both meridional and zonal directions. The
choice of section through the summit of the GrIS is made to minimize the e�ect of
this simpli�cation. A second simpli�cation is that velocities are calculated through
the shallow ice approximation, thus neglecting longitudinal stresses. In addition, the
temperature was also taken as a constant everywhere, thus neglecting the implications
that temperature has on ice viscosity and simplifying the properties of ice �ow. The
melt rate in regions with negative SMB is also taken as constant, even though its value
a�ects layer thickness since it determines the maximum horizontal extent of the ice sheet.
Other factors that were disregarded include basal sliding, ice deformation and processes
of freezing and melting.

Although the problem oversimpli�es a lot of aspects of the ice sheet, it also over-
complicates others. In the inversion method presented here all locations and layers were
considered to have an unknown amount of SMB, and the corresponding SMBs were
completely independant from each other. This is not true for the real GrIS. Precipita-
tion rates can be approximated from δ18O measurements and temperature variability
(Johnsen et al., 1995; Witt and Schumann, 2005). Interpolating between data at di�er-
ent ice core locations can also provide an important clue for the spatial pattern of SMB
distribution. Extrapolation of these patterns could help with poorly known melt rates
near the margins. By incoprorating this a priori knowledge, the degrees of freedom of
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the expected SMB are going to decrease. The inversion as it was implemented here did
not use any additional information, and the SMB of all locations at all times was taken
as an unknown, thus increasing the complexity of the linear system of equations to the
maximum possible number of unknowns for the present ice sheet. This was done in or-
der to preserve the generalization and the �exibility of the solution without having the
limitation of additional knowledge at speci�c ice sheets and locations, but an implemen-
tation of the method on the GrIS with the aim to accurately reconstruct the SMB of
the past would be greatly bene�ted by additional data that can help push the solution
to the correct result.

The important thing is that despite the simpli�cations and the lack of additional data
that might facilitate the method, the reconstructed SMB of the GrIS at 72.5o N, 38.3o W
showed a good agreement with the data from the GISP2 ice core (Paper II). Future work
should focus on making the simulated ice sheet more complex in order to simulate the
GrIS more realistically. Some steps to improve upon these simpli�cations have already
been made. The model has recently been updated to a 3D version that represents
the isochrones of the entire GrIS (Born and Robinson, 2021). Also, the reconstructed
solution could be optimized by using additional constraints in the model. By limiting
the degrees of freedom of the SMB in order to mimic the real characteristics of the GrIS,
a more accurate solution might be found.
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