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FORUM ARTICLE

Can critical policy studies outsmart AI? Research agenda on 
artificial intelligence technologies and public policy
Regine Paul

Department of Government, University of Bergen, Bergen, Norway

ABSTRACT
The insertion of artificial intelligence technologies (AITs) and data- 
driven automation in public policymaking should be a metaphorical 
wake-up call for critical policy analysts. Both its wide representation 
as techno-solutionist remedy in otherwise slow, inefficient, and 
biased public decision-making and its regulation as a matter of 
rational risk analysis are conceptually flawed and democratically 
problematic. To ‘outsmart’ AI, this article stimulates the articulation 
of a critical research agenda on AITs and public policy, outlining 
three interconnected lines of inquiry for future research: (1) inter-
pretivist disclosure of the norms and values that shape perceptions 
and uses of AITs in public policy, (2) exploration of AITs in public 
policy as a contingent practice of complex human-machine inter-
actions, and (3) emancipatory critique of how ‘smart’ governance 
projects and AIT regulation interact with (global) inequalities and 
power relations.
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Introduction

Artificial intelligence technology1 (AIT) is arguably not just any new technology but 
a veritable ecology transforming ‘our lives, our interactions, and our environments’ (Cath 
et al. 2018, 4). As an environment that shapes ever more aspects of our social habitat – 
from our daily consumption and communication patterns to how we can access services 
and even the way we date – the AIT ecology also affects public decision-making: (1) 
public administrations have increased and deepened their uses of AITs to detect patterns, 
sort populations, and predict behavior2 alongside (2) equally growing global efforts to 
regulate AITs.

(1) Drawing on big data analytics3 the use of AITs to automate governmental deci-
sion-making partially or fully now includes chat bots at user interfaces with public 
services to manage large volumes of citizen contact, automated case work to detect 
social security or tax fraud, smart diagnostics and ‘nudging’ in health care, 
predictive policing, facial recognition, and biometric identification at the ‘smart’ 
border, or dialect recognition in the processing of asylum claims (Henman 2020; 
Jeandesboz 2021; Kaufmann, Egbert, and Leese 2019; Prainsack 2020). Such public 
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uses of AI often represent technological solutionism, where actors construct pro-
blems as urgent and solvable through specific technical devices (Morozov 2014). 
In a context of public sector austerity, New Public Management hypes, but also 
increasing policy complexity, techno solutionism around AITs makes high-flying 
promises of accuracy, speed, and automation in designing and delivering public 
services, from welfare to security (Veale and Brass 2019). The European 
Commission, for example, justifies its massive investments for AITs in health 
care and transportation as a matter of both green growth and the cost-effectiveness 
of public interventions (European Commission 2018).

(2) At the same time, we observe severe disenchantment with AIT uses. This surfaces 
with highly publicized scandals around AITs in the public sector, such as for the 
Australian robodebt scheme4 or a Dutch welfare fraud detection system,5 but also 
successful grassroots pushbacks against ‘smart’ governance projects such as the 
Toronto Sidewalk Lab (Berger 2020). Critics of AIT techno solutionism emphasize 
not only severe risks of discrimination and other forms of rights violation of those 
exposed to data-driven decisions (Benjamin 2019; Eubanks 2018; Yeung 2019), 
but also point to the global injustices resulting from the vast energy and earthly 
mineral consumption and underpaid click work that go into AIT production 
(Crawford 2021). At the same time, it remains to be seen how seriously emergent 
initiatives for coercive regulation of public (and private) sector AIT uses – includ-
ing in the European Union (European Commission 2021) – seek to and can 
constrain the business models and the sheer concentration of corporate power 
in the field of data-driven capitalism by companies, such as Amazon, Meta, or 
Google (Pasquale 2015; Zuboff 2019).

The insertion of AITs in the public realm – both as an alleged techno-solutionist tool in 
public decision-making and as a contested object for statutory regulation – should 
provoke a metaphorical call to scholarly arms for critical policy analysts. Indeed, the 
intellectual mission of the journal Critical Policy Studies (CPS) is to ‘challenge the limits 
of dominant positivist or techno-rationalist practices of policy analysis’, to bridge the gap 
between policy and practice, and ‘to bring politics back in’ with a focus on citizen 
participation, collaboration, and deliberative democracy (Griggs, Mathur, and Jas 
2007, 1). It’s a wake-up call for CPS then when policymakers and some social scientists 
alike refer to AITs as a hyper-rational remedy for targeted, speedy, and accurate public 
decision-making (cf. for a wider debate: Coglianese and Lai 2021). It’s a wake-up call 
when regulators, including the EU, promote AIT as a green technology which will 
improve harvests or render public transport more energy-efficient (European 
Commission 2020) all while disavowing the global environmental and socio-economic 
implications of producing AITs from vast water and energy consumption, via rare 
mineral extraction, to underpaid click workers (Crawford 2021).

This forum seeks to stimulate the articulation of a critical research agenda on AI and 
public policy: What can critical policy studies contribute to the examination of AI and 
public policy? Bringing the initial CPS mission statement (Griggs, Mathur, and Jas 2007) 
to bear on the age of ‘smart’ governance, I identify three interconnected lines of critical 
inquiry: (1) interpretivist deconstruction of the norms and values that shape perceptions 
and uses of AI in public policy, including techno solutionism, (2) exploration of AITs in 
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public policy as a contingent practice of sociotechnical co-production, and (3) emanci-
patory critique of how existing smart governance projects and AIT regulation interact 
with (global) inequalities and power relations. The reminder of the article treats each of 
these in turn, synthesizing existing critical accounts, including from this journal, across 
disciplinary research niches.6 With this, I wish to contribute to the formation and 
consolidation of critically minded scholarship on public policy and artificial intelligence 
(we detail this research agenda in more depth in joint work with Emma Carmel and 
Jennifer Cobbe: Paul, Carmel, and Cobbe forthcoming).

Interpretivist deconstruction of techno-solutionist agendas

The first line of inquiry deconstructs actors’ variable norms and judgment calls, and 
related struggles over meaning, around AI and public policy beyond any techno- 
solutionist claims. Since the 1970s, interpretivist methodology in policy studies has 
become an explicit antidote to a then dominant ‘objectivist orientation to social reality 
[which had] failed to understand the subjective and intersubjective human dimensions’ 
of policy problems and notions of social crisis (Fischer et al. 2015, 4). Techno- 
solutionism can be put in its place, from a CPS perspective, by exploring AI’s interaction 
with policy as semiotic artifacts which result from selective representations of the social 
world, and the role of technology in it, and by investigating how such meaning-making 
conditions, and is conditioned by, specific political claims and power structures. 
I propose three specific analytical vantage points for this endeavor.

Firstly, we can explore policymakers’ justifications for turning to AI and explore 
actors’ ambiguous, contingent, and conflicting values, ideas, and motivations for sup-
porting or resisting the insertion of AITs7 into the policy world, study how these mean-
ing-making processes shape policies, and explore the structural conditions under which 
some interpretations of AIT become powerful in public policy contexts. In the techno- 
solutionist interpretation, AITs count as objectifiers of biased human decisions, as 
a technical fix for well agreed upon policy problems, and as cost-effectiveness booster 
in public administration. A wide-spread argument is that AI applications’ alleged ‘accu-
racy, consistency, speed, and capacity’ would help public administrations overcome 
human bias (Coglianese and Lai 2021), and ‘optimize’ the public sector as a whole 
(Coglianese 2018). Leading regulators in the field argue that ‘AI-enabled solutions can 
deliver shorter and richer feedback loops for all levels of governance, providing an 
opportunity to speed up, improve the efficiency and effectiveness of service delivery’ 
(European Commission 2018, 19).

Arguably then, techno solutionism renders AITs as the high-tech version of Harold 
D. Lasswell’s ideal policy analyst whose expertise informs the search for optimal solutions 
to politically pre-defined problems, thus assisting ‘the realization of the value goals’ with 
a scientifically neutral ethos (Lasswell 1970: 5). Such positivist accounts conflict with 
Science and Technology Studies’ insight that technological choices are ‘intrinsically 
political: they order society, distribute benefits and burdens, and channel power’ 
(Jasanoff 2016, 243; on algorithmic ordering: Katzenbach and Ulbricht 2019). Techno- 
solutionist interpretations of AIT obviously also clash with CPS’ interpretivist ontology 
of policymaking as a complex, highly selective, and contested process of vesting mean-
ings – arguments, norms, knowledge claims, but also role ascriptions – in a ‘policy’ at the 
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discursive, epistemological, legal as well as practice level (cf., Carmel 2019; Fischer et al. 
2015; Strassheim 2015). Consequently, to outsmart AI, CPS must reconstruct the role of 
techno solutionism as constitutive part of the politics of public policymaking.

Secondly, and relatedly, interpretivists should expose how and where value judgments 
come to bear in actual ‘smart’ governance projects, a task that does not lend itself to easy 
answers where boundaries between human and machine decisions are (presented as) 
nebulous. In her inaugural speech as White House Deputy Director for Science and 
Society, renowned sociologist Alondra Nelson stated on 19 May 2021: ‘when we provide 
inputs to the algorithm, when we program the device, when we design, test, and research, 
we are making human choices’. This concurs with constructivist understandings of 
algorithms, code, and data which insist that numerical representations of the world 
often involve neutralized value-based decisions about why and how we should count 
phenomena in the first place, what constitutes ‘data’ for what purposes, and how to use 
any analytical output (Coeckelbergh 2020: chapter 6; Gitelman 2013; Stone 2020).

Re-iterating the inevitability of human judgment as a CPS baseline for unpacking 
techno-solutionist promises remains urgent where (some) policymakers, policy analysts, 
and regulators attribute an ‘aura of accuracy and objectivity’ to algorithms and machines 
(Henman 2020, 213), when, meanwhile, evidence of ‘encoded’ racial, gender, and other 
forms of bias in AI-based decision-making accrues (Benjamin 2019; Noble 2018). 
Discriminatory effects may be obvious in highly scandalous outputs of AI-based systems, 
for example, when Google’s image recognition AI labels Black people as ‘gorillas’ (Hern 
2018), or when the Dutch government wrongly accuses thousands of already margin-
alized immigrant families of welfare fraud based on AI recommendations (Henley and 
Booth 2020).

However, in most cases, interpretivist re-construction of judgment calls is more 
difficult. This is partly a technical problem as the encoded norms, coding rules, and 
selection mechanisms are ‘black-boxed’ and become ever less scrutable beyond the rare 
cases of highly obvious bias or error (Pasquale 2015; Yeung 2019). This is partly also 
because agency is ‘distributed’ in complex ways between (different) bits of code, hard-
ware, and humans in algorithmic systems (Reddy, Cakici, and Ballestero 2019), and 
because of the technical conflation of data gathering, analysis, action recommendation as 
well as the life updating of models for these calculative processes (more on these 
intricacies in Paul, Carmel, and Cobbe forthcoming). One related fear is that AITs 
intensify the technocratization and de-politicization of public decision-making. The 
CPS community must discuss the methodical implications of the obscurity of decision- 
making for exploring smart governance projects through interpretive methods.

Thirdly, CPS also helps treating key concepts for regulating AITs – and the related 
propositions for ‘ethical’ AIT design and usage – as politically inaugurated normative 
principles, which operate beyond neutral self-evidence and serve specific interests (cf. 
Paul, Carmel, and Cobbe forthcoming). STS scholars reject models of ‘evidence-based’ 
technology regulation, arguing that these misconceive technology as neutral, objectifi-
able, and exogenous to human value judgments about its uses, costs, and benefits (for 
nanotechnology, cf. Åm 2015). From an interpretivist perspective, concepts, such as 
‘bias’, ‘accountability’, ‘transparency’, or ‘ethical AI’ cannot be taken for granted. Rather, 
they are contested semiotic constructs; activated or marginalized in political struggles 
over AIT regulation and smart governance projects.
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For example, avoidance of ‘human bias’ counts as key motive in techno-solutionist 
explanations of the AI turn in public administration (Coglianese and Lai 2021), while, at 
the same time, the desire to mitigate ‘algorithmic bias’ drives positivist (and normative) 
calls for ‘risk-based’ AIT regulation (Krafft, Zweig, and König 2022). From 
a postpositivist perspective, attempts to ‘overcome’ biases by more and better data 
analyzed at more speed utterly miss the point. Some even suggest that the obsession 
with overcoming bias is a move of distraction by big tech industry to avoid meaningful 
regulation (Powles 2018).

Rather than obsessing about bias, we therefore require critical debate about (1) the 
framings of problems and solutions that get encoded in AIT regulation, and (2) the 
structures and power relations that render some of these interpretations policy-relevant 
while marginalizing others. Some research, including in this journal, duly politicizes 
technology regulation in that way. This shows, for example, how the EU’s General Data 
Protection Regulation’s framing of ‘risk’ prioritizes business interests over individual 
rights (Padden and Öjehag-Pettersson 2021) or how the EU’s emergent AI policy 
marginalizes questions of redistribution and economic inequality (Niklas and Dencik 
2021).

Practice-oriented exploration of sociotechnical co-production ‘on the 
ground’

Of course, CPS scholarship does not stop at the reconstruction of discourses. As Frank 
Fischer suggested, policies on paper are mediated by ‘communicative practices’ in 
specific empirical settings on the ground and these mobilize or silence-specific sets of 
norms, arguments, and interpretations in contingent ways (Fischer et al. 2015, 5). This 
means that we need to explore specific use cases to reveal how explicit and implicit value 
statements on the use and regulation of AITs, and struggles over policy-relevant inter-
pretations, actually bear on policy practice on the ground.

Firstly, the practice orientation for research comes with an imperative to study AIT- 
policy-interactions – and the related meaning-making processes – in its various articula-
tions below the macro level of formal policy or regulatory programs (for the more general 
argument: cf., Carmel 2019; Dubois 2009). We are yet to consolidate critical policy- 
analytical insights on how the public sector actually (and variably) incorporates AITs and 
any abstract ideas about their functionality, promises, and risks in specific use cases. How 
are techno-solutionist promises for AIT in the policy world enacted through practices on 
the ground, by and for specific communities? How are they contested, disappointed, and 
potentially reworked, and by whom? How do different actors enact and contest abstract 
regulatory safeguards, such as ‘transparency’, or protection against ‘bias’ in real-life 
applications?

These questions remain rather unanswered in literatures which conceptualize AIT 
regulation either from an applied ethics perspective (e.g. the widely cited accounts on EU 
regulation: Goodman and Flaxman 2017; Wachter et al. 2017) or prescribe rational choice 
approaches to risk mitigation (e.g. Krafft, Zweig, and König 2022). Though coming from 
different methodological and disciplinary traditions, both proponents of ‘ethical’ AI and 
automation and those promoting ‘proportionate’ regulation thereof suggest that the highly 
variable contexts for using these technologies – from seemingly mundane chatbots all the 
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way to automated weapons – should shape the assessment of the risks and benefits of using 
the technology (Chatila 2021; Krafft, Zweig, and König 2022). From a CPS perspective, 
a shared limitation of these accounts – next to the idealist overstatement of the persuasive 
power of ethics in the former and the rational choice overstatement of the availability of 
‘full’ knowledge about a technology and its risks in the latter – is their apolitical portraying 
of policies and regulation (I offer a systematic review of variable concepts of regulation in 
the AIT/automation literature in Paul forthcoming). There is little conceptual room for 
actors’ discretion over how to act upon the alleged promises and risks of AI in policy 
practice, and how to map them onto existing interests, institutions, and identities.

Perhaps the most comprehensive review of public sector AIT systems; a report on the 
142 most significant Federal Agencies and Departments in the US (Engstrom et al. 2020); 
suggests that a change of perspectives is apt indeed. The study concludes that while 45% 
of these agencies have experimented with machine learning, there is a grave lack of 
technical capacity and knowledge within the administration that defies reflexive use and 
careful inspection of AI-based decision recommendations. Another study, on the appro-
priation of predictive technologies in the British police (Sandhu and Fussey 2021, 79) 
highlights ‘a range of fissures’ occurring as police officers consider the smart technologies 
they are expected to use flawed and resist AI’s intrusion of their discretion. Similarly, law 
and regulation scholars started grasping the varieties of conceptualizing and enacting 
‘human control’ in man-machine systems across policy sectors and jurisdictions (Elish 
2019; Firlej and Taeihagh 2021), highlighting how institutional norms, but also the 
features and limits of the technology itself, shape the regulatory meaning of ‘control’, 
‘accountability’, or ‘liability’.

Secondly, with its focus on operationalizing human-machine interactions for regula-
tion, the latter example raises an important focal point for researching practices of AI in 
public policy. It echoes a classic assumption in Science and Technology Studies that the 
development, use, and regulation of technology cannot be explored in the abstract 
because these processes are inexorably situated in specific sociotechnical contexts in 
which technology is co-produced with societal knowledge and institutions (Jasanoff 
2004). Scholars in the CPS community translate the concept of sociotechnical co- 
production for policy contexts when stating that the ‘actionable’ or ‘performative’ 
features of policymaking materialize through complex, endogenic, and non-predictable 
interactions between human and non-human actors (including machines, but also 
animals, materials, infrastructure, or laboratory set-ups) (Wagenaar 2012). The metho-
dological implication for critical analyses of AI-policy-interactions is that both technical 
and human affordances, restraints, and roles in policy practice – and dominant inter-
pretations thereof – must enter the equation.

From this perspective, the wide-spread parlance of keeping ‘the human in the loop’ in 
any AIT application seems utterly counterproductive. It fathoms a neat distinction of 
human/machine decisions in smart governance settings, with humans ready to interfere 
when – and just when – the machine fails. Such dichotomy is not only conceptually 
flawed, as discussed above, it is also democratically problematic in the public sector, for at 
least two reasons:

● the focus on ‘the AIT’ as a machine actor releases publicly accountable actors from 
liability for choices on procuring and designing an AIT, selecting data, initial 
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coding, and programming, or how to incorporate the AI into hardware and how to 
use it in decision-making; choices which co-shape how the technology works in 
practice and how it affects citizens;

● the ‘human-in-the-loop’ model also turns policy experts and bureaucrats into ‘moral 
crumple zones’ who soak up liability for machine failure but have little discretion for 
professional, moral, or empathy-based judgment otherwise, and are being increas-
ingly de-qualified in taking decisions without relying on ‘the machine’ (Elish 2019; 
cf. Yeung 2019). There is a risk that humans are degraded to mere correctors of 
alleged machine decisions but increasingly lack the knowledge and skills to actually 
do so.

Overall, the critical exploration of smart governance projects necessitates a move 
beyond dichotomous understandings of human-machine decisions (as well as related 
concepts like autonomy, cognition, or expertise). Practice-oriented policy research on 
AITs needs to tease out the politics of perceiving, regulating, and enacting interactions 
between humans and technology in concrete applications.

Emancipatory critique of the wider implications of the AIT-policy-complex

In the 2016 CPS forum What is critical, Frank Fischer urged the community to reach 
beyond ‘mere’ interpretivism and practice analysis. CPS must stay socially relevant, he 
argued, by situating our analyses of policy meanings and practice in a wider context of 
societal discourses and structures, and by working toward an emancipatory critique of 
power relations to induce social change (Fischer 2016). Critical inquiry involves attend-
ing to ‘the wider context and structural conditions in which governing is enacted, and 
with what implications for socio-political orders and inequalities in power’ (Carmel 2019, 
41). Such critique can be emancipatory, Carmel argues, because ‘it can free us to see our 
world, ourselves and others, revealing privilege and oppression’ as a foundation for 
progressive change (ibid: 50).

To do so, firstly, CPS ought to situate the analysis of AI-related policy framings and 
practice against the abundant insights from ethical and socio-legal research on AITs’ 
effects on fundamental human rights, rule of law procedures in public decision contexts, 
and other normative baselines for democratic governance (Cobbe and Singh 2020; 
Coeckelbergh 2020; Dubber, Pasquale, and Das 2020; Mantelero 2018; Pasquale 2015; 
Veale and Brass 2019; Yeung 2019). Critical analysis of AITs and public policy must 
discuss such rights-related effects, especially where official policy and regulatory rhetoric 
frames the problem with AITs as matters of individual rights and marginalizes more 
structural forms of discrimination, domination, and inequality. This requires teasing out, 
for example, the overlooked ‘collective dimension’ of data protection concerns 
(Mantelero 2016), the lack of considering social rights in European AI policy (Niklas 
and Dencik 2021), but also the colonial repercussions of how the global North produces, 
regulates, and deploys AITs (Carmel and Paul 2022), including by extracting ressources 
(e.g., labour, raw minerals) from, and externalising social and environmental costs to, the 
global South.

Several scholars have already situated their analyses of distinct AIT applications in the 
policy world against such wider patterns of exclusion and domination. For example, 
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analysts of ‘smart’ border policies highlight the risk of state authorities violating 
migrants’ fundamental rights, such as nondiscrimination or fair treatment without 
noticing these violations, being able to account for their occurrence, or correcting 
them in due course (Amoore and Hall 2009; Leese 2014). Scholars of predictive policing 
point to similar dynamics and discuss the self-fulfilling prophecies of algorithmic racial 
profiling, targeted interventions in ‘Black’ neighborhoods, ‘finding’ crime and feeding 
this ‘information’ back into an algorithm that has been trained with data that is racially 
biased (Kaufmann, Egbert, and Leese 2019; cf. wider debate in: Benjamin 2019). Social 
policy analysts equally worry about automated forms of discrimination which could 
deepen inequalities in access to social benefits and services (Eubanks 2018). Certainly, the 
specific forms of racialized discrimination in a residual welfare state might make the 
U.S. an extreme case. And yet: the Dutch welfare fraud detection scandal, which 
erroneously accused especially ethnic minority communities of fraud, but also uses of 
social credit systems (China) or mass biometric databases (India’s Aadhaar system) to 
control minority populations highlights the wider bearing of the AIT-driven acceleration 
of discrimination. These context-specific patterns of discrimination through AIT-policy- 
interactions require systematic unpacking.

Secondly, critical policy analysis of AITs also ought to explore whether and how policy 
meanings and policy practice reproduce more global power relations – explicitly or by 
omission. This requires our analyses to focus on the role of AITs and data-driven 
decision-making in socio-political ordering processes by reconstructing ‘the economic, 
cultural, and political contexts that both shape the design of algorithms as well as 
accommodate their operation’ (Katzenbach and Ulbricht 2019, 3; cf., Burrell and 
Fourcade 2021). At one level, this speaks to a tradition of poststructuralist 
Ideologiekritik of neoliberalism within CPS and other research communities. For exam-
ple, the insertion of ‘learning to code’ in UK curricula can be discussed as a means of 
creating ‘governable citizens’ in the digital era (Williamson 2016), and the Norwegian 
digitalization agenda for schools as forging a neoliberal prototype of ‘future citizen- 
workers’ all while sidelining educational ideals of humanism and solidarity (Høydal and 
Haldar 2021). Foucauldians describe ‘disruptive’ adoptions of automation and AI tech-
nologies in the education sector, which serve to change the mind-sets of teachers and 
pupils alike and to condition their identities and activities alongside neo-liberal ration-
alities (Mertanen, Vainio, and Brunila 2021; Ramiel 2021).

At another level, to expose and critique more global forms of domination in a move of 
‘Herrschaftskritik’ (Jessop and Sum 2016), critical analyses of AIT-policy-interactions can 
build on accounts of transformed state-corporate relations in the digital age. For exam-
ple, social theorists describe a corporatist transformation of the state which increasingly 
focuses on ‘minting’ data and governing what is measurable, becomes an ‘open data 
portal’ also for private firms and a ‘provider of digital services’, and which thereby ‘opens 
itself up to competition from private alternatives’ in ways that undermine its democratic 
legitimacy (Fourcade and Gordon 2020, 95). This transformation might accelerate 
through decision-makers’ and regulators’ strategic prioritization of competitiveness 
goals in the global ‘race to AI’ (cf., Paul forthcoming). Even gloomier accounts suggest 
the digital age will eventually obliterate territorial forms of state organization altogether, 
while enabling (the often corporate) ‘data controllers’ both to monetarize data/patterns 
and to determine future access to private and public services (Pistor 2020).
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Systematic explorations of the interactions of AIT uses in public policy with the 
shifting power relations between big tech, states, and citizens and are still rare. 
Research in the migration domain suggests that public uses of AITs create profitable 
business cases for technology development (Carmel 2017; Leese 2018) and deliberately 
provide tech firms with existential ‘testing grounds’ for their innovations (Molnar 2021). 
A case study on Swedish social services provision identifies an equally constitutive 
amalgamation of business interests and public sector control ambitions through auto-
mation projects (Germundsson 2022). More research along these lines will be crucial for 
pinning down critique of corporatist state transformation.

Such debates also throw an anchor for the emancipatory agenda that CPS holds dear 
since its inception: the formulation of democratic and progressive alternatives. We 
observe, among others, advances in democratic theory to reflect upon the use of AITs 
in community-based forms of political resistance (Crawford et al. 2013), interventionist 
conceptualizations of ‘data justice’ to counter the local and global inequalities coming 
with ‘datafied’ societies and welfare states (Dencik et al. 2019), or calls for the creation of 
new ‘abolitionist tools’ to overcome encoded forms of bias of our age (Benjamin 2019). 
Some even call for ‘digital socialism’ that involves citizens and consumers in data-driven 
decision-making – public and private – in the design, data selection, modeling of use 
cases, application and control of AITs and other data-driven technologies (Fourcade and 
Gordon 2020).

At the very least, the research agenda promoted here – with its triple focus on (1) the 
interpretivist reconstruction of values and meanings in AIT-policy-interactions, (2) the 
exploration of concrete practices of sociotechnical co-production, and (3) critical dis-
cussion of how AIT uses in policy interact with (global) inequality and wider power 
relations – seeks to set a scholarly counterpoint to techno solutionism. Beyond ‘out-
smarting’ AI in academic debate, however, critically minded scholars of AI and public 
policy face a deeply political question: ‘how might these technologies be governed in such 
a way that they better and more equitably serve the public?’ (Fourcade and Gordon 2020, 
96). Let critical inquiry on AI and public policy bring on this crucial debate!

Notes

1. As smart policy expert Paul Henman writes ‘AI is typically used to refer to (technological 
systems developed with) machine learning algorithms that self-organise their internal 
variables and values to achieve desired outcomes’; in a nutshell: to ‘computer systems 
built (at least partially) using machine learning’ (Henman 2020, 210). In our continuous 
discussions, Emma Carmel has rightly pointed out the importance of the ”T” in AITs: the 
complex contingency of how AI is inserted into hardware and software requires treating 
them as a set of highly variable AI technologies.

2. Henman discusses these three functions in more depth (2020: 210–213).
3. i.e. the analysis of large amounts and formerly unrelated points of data at high speed, based 

on enormous calculative capacities of (ever growing) IT infrastructures, with the aim of 
identifying correlations and patterns as well as predicting future behavior.

4. Using an algorithm-supported method of automated debt assessment and recovery, the 
Australian authorities unlawfully raised $ 1.76 billion in debts against more than 440.000 
people between 2015 and 2019 (Henriques-Gomes 2021).

5. The Dutch scheme received criticism not only because of high error rates but also because 
the fraud detection algorithm disproportionally ‘identified’ welfare recipients of ethnic 
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minority background as fraudulent. A court ruled the system unlawful and discriminatory 
in 2021 (Henley and Booth 2020).

6. Many of the critical voices in the domain appear in technology-focused journals such as Big 
Data & Society; Computer Law & Security Review; Ethics and Information Technology; 
Information, Communication & Society; Minds and Machines; Science and Engineering 
Ethics; or Science, Technology & Human Values. Their lack of foundation in critical policy 
studies mean, however, that implications of ‘AI turns’ for how we understand and study 
public policies and are only partially addressed.

7. This should also include analysis of merely rhetorical turns to AI as a ‘moniker’ that could be 
‘more marketing lingo than technical description’ (Henman 2020: 217).
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