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KEY CONCEPTS IN CLINICAL EPIDEMIOLOGY
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Abstract
Instrumental variables (IV) is a central strategy for identifying causal effects in absence of randomized experiments. Clinicians and ep-
idemiologists may find the intuition of IV easy to grasp by comparison to randomized experiments. Randomization is an ideal IV because
treatment is assigned randomly, and hence unaffected by everything else. IV methods in nonexperimental settings mimic a randomized
experiment by using a source of ‘‘as good as’’ random variation in treatment instead. The main challenge with IV designs is to find
IVs that are as good as randomization. Discovering potential IVs require substantive knowledge and an understanding of design principles.
Moreover, IV methods recover causal effects for a subset of the population who take treatment when induced by the IV. Sometimes these
estimates are informative, other times their relevance is questionable. We provide an introduction to IV methods in clinical epidemiology.
First, we introduce the main principles and assumptions. Second, we present practical examples based on Mendelian randomization and
provider preference and refer to other common IVs in health. Third, practical steps in IV analysis are presented. Fourth, the promise
and perils of IV methods are discussed. Finally, we suggest further readings. � 2022 The Author(s). Published by Elsevier Inc. This
is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
.

1. Mimicking a randomized experiment

Clinicians and epidemiologists strive to improve
health through interventions. Decisions on which treat-
ments or policies to pursue require causal knowledge
[1]. Causal effects demands comparable treatment and
control groups (i.e., exchangeability) [2]. While compa-
rable groups are expected by design in randomized
controlled trials (RCT), observational studies are often
challenged by confounding bias. As most observational
methods can only adjust for measured confounders, ruling out
unmeasured confounding is often unrealistic. A common issue
in clinical epidemiology is confounding by indication where
treatment decisions are based on potentially unmeasured pa-
tient characteristics such as disease severity [2]. Figure 1A pre-
sents a data-generating process, a directed acyclic graph (DAG)
[2], for this scenario.Here the interest lies in the effect of a treat-
ment, D, on an outcome, Y, but any causal interpretation is
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precluded by unmeasured patient characteristics, U. Instru-
mental variables (IV) are appealing as these methods can pro-
vide causal effects from observational data even with
unmeasured confounding [4].

Conceptually, an IV can be compared to randomization
in RCTs. IV methods, like RCTs, depend on random vari-
ation in treatment for comparable groups. But in contrast to
RCTs with investigator-led randomization, IV methods
instead exploit a source of as good as random variation in
treatment and are thus considered quasi-experimental de-
signs [4]. The main challenge is to find a credible IV which
is as good as random in allocating people to treatment.

In Figure 1B, Z is an IV to the effect ofD on Y. IV relies on
threemain conditions. Avalid IV, Z, must (i) predict treatment
status (‘‘relevance’’), (ii) only affect Y through D (‘‘exclu-
sion’’), and (iii) be as good as randomly assigned (‘‘indepen-
dence’’). These conditions are met as there’s a causal path
Z/D and no open paths between Z and Y except through D.

The randomization indicator in a double-blind placebo-
controlled trial is a valid IV that meets conditions (i)-(iii)
by design. Randomization increases the probability of
receiving treatment among people assigned to treatment,
while exclusion and independence is expected by
double-blindness and random assignment of Z [2]. With
observational data, however, researchers must combine
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creativeness, knowledge of the field, and design principles
to find potential IVs.

A fourth condition (iv) of identical or homogenous treat-
ment effects is required to estimate the average treatment
effect (ATE). In health settings, however, effects are often
heterogenous (i.e., vary by people) which require an alter-
native fourth condition of monotonicity (i.e., Z only affects
D in one direction). IV methods only exploit variation
in treatment induced by the IV. Hence, under conditions
(i)-(iii) and monotonicity, IV methods retrieve the local
average treatment effect (LATE), which is the average
treatment effect for people whose treatment was deter-
mined by the IV (‘‘compliers’’). Compliers are expected
to consist of comparable treatment and control groups
and thus link IV to the RCTs we mimic [5].

Only condition (i) is possible to empirically verify while
conditions (ii)-(iv) must be assumed [2]. Applications of IV
methods therefore strongly depend on building a case for the
validity of the IV design based on substantive knowledge,
logic, and empirical justifications [4].
2. Proposed IVs

An increasingly popular type of IV analysis is Mende-
lian randomization (MR) which uses genetic variation
associated with a treatment of interest as an IV. MR ap-
plies the randomization of the genome at conception
[6]. For example, MR has been used to estimate causal
effects of alcohol consumption on cardiovascular health.
RCTs are infeasible and conventional observational
studies are hampered, e.g., by reverse causation due to
lower alcohol consumption in people with poor health
and confounding bias induced by other health and social
characteristics.

Specifically, the rs671-A allele in aldehyde dehydroge-
nase 2 (ALDH2) gene, involved in alcoholic metabolism
and prevalent in Asian populations, has been used as an
IV [7]. Carriers consume less alcohol on average compared
to noncarriers, likely due to adverse reactions (e.g., nausea)
[7]. Cho et al. [7] use this IV in a Korean sample; the pro-
portion of variance in alcohol use caused by the allele
A B

Fig. 1. Directed acyclic graphs for confounding bias and instrumental variab
sured confounding, U. The total association between D and Y consists of a
measured, the confounding back-door (D)U/Y ) cannot be blocked by con
a DAG where Z is a valid IV for the effect of D on Y. Instead of aiming to clo
covariation in D and Y due to Z and ignores confounded covariation. By only u
Y for people whose value on D is determined by Z.
variant (i.e., to which individuals are genetically random-
ized), is used to estimate the association between alcohol
consumption and cardiovascular health. All other causes
of alcohol use are by design excluded from the estimated
effect. Results show that alcohol consumption increases
risk of hypertension and blood pressure. IV methods here
contribute to a topic where the evidence is mixed and
causal knowledge is crucial.

Several nongenetic IVs are proposed in health research.
Provider preference IVs (PP IV) are increasingly used, too
[8]. PP IV designs assume that variation in clinicians’
treatment preference for similar patients induces random
variation in patients’ treatment status. PP IVs have been
used for treatment effects in medical specialities such as
cancer, cardiology, and psychiatry [8]. A considerable
literature exist on methodological concerns in MR, PP
IV, and other IVs in health [2,6,9]. For more proposed
IVs, including distance to provider, day of hospital
admission, and calendar time, see, e.g., Brookhart et al.
[10] and Glymour and Swanson [9].
3. Practical steps

Researchers should start by considering the estimand of
interest and whether conditions (i)-(iv) are likely to hold
[11]. Second, data availability is key. IV usually requires
large datasets. Several databases include genetic data suit-
able for MR analyses (see, e.g., overview in Davies et al.
[12]). For nongenetic IV designs, large health surveys,
cohort studies, or administrative data are well-suited. Third,
preregistration of statistical analyses on platforms such as
Open Science Framework can improve overall transparancy
and credibility. Fourth, with data, relevance can be empiri-
cally verified while plausibility of exclusion, independence,
and monotonicity can be assessed by combining substantive
knowledge and falsification tests [13]. Finally, reporting
guidelines makes it easier to evaluate validity and interpret
findings for researchers, clinicians, and other readers [14].
Guidelines are developed for MR analyses [14], and Swan-
son & Hernan [15] and Brookhart et al. [10] are helpful for
IV in general.
les. (A) presents a DAG where the effect of D on Y is biased by unmea-
causal (D/Y ) and confounding (D)U/Y ) component. As U is un-
ditioning and the effect of D on Y remains confounded [3]. (B) presents
se the confounding back-door through conditioning, Z isolates causal
sing this causal covariation, IV analysis identify causal effects of D on
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4. Promise and perils

Becoming familiarized with IV methods forces any
researcher to explicitly consider risks associated with
confounding bias in any nonexperimental study. Because
IVs rely on observational data, as opposed to experiments,
they may also have stronger external validity. Combining
IV methods with existing data bases can give causal
estimates for long-term outcomes whereas RCTs require
time to pass. Yet IV methods are not a panacea for causal
inference with observational data. Credible IVs are rare
and the methodological literature vast. The main concern
with IV designs is that the unverifiable assumption of no
unmeasured confounding between D and Y is replaced
with other unprovable assumptions (e.g., no unmeasured
confounding between Z and Y) [2,4]. In sum, IV designs
is an attractive solution to the key issue of unmeasured
confounding which haunts causal inference from
observational data. Applications of IV methods,
nonetheless, must consider the relevance of estimates
and address strong assumptions.
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