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#### Abstract

We consider a generalization of standard vector optimization which is called vector optimization with variable ordering structures. The problem class under consideration is characterized by a point-dependent proper cone-valued mapping: here, the concept of $K$-convexity of the incorporated mapping plays an important role. We present and discuss several properties of this class such as the cone of separations and the minimal variable $K$-convexification. The latter one refers to a general approach for generating a variable ordering mapping for which a given mapping is K-convex. Finally, this approach is applied to a particular case.


## ARTICLE HISTORY

Received 27 June 2020
Accepted 8 May 2021

## KEYWORDS

Vector optimization; variable ordering structure; $K$-convexity; cone of separations; minimal variable $K$-convexification

2010 MATHEMATICS
SUBJECT
CLASSIFICATIONS
90C29; 90C26; 65K05

## 1. Introduction

In this paper, we present some properties of a $K$-convex mapping in variable ordering settings, that is, a vector mapping $F: C \subset \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that

$$
\begin{equation*}
\lambda F(x)+(1-\lambda) F(y)-F(\lambda x+(1-\lambda) y) \in K(\lambda x+(1-\lambda) y) \tag{1}
\end{equation*}
$$

for all $\lambda \in[0,1]$ and all $x, y \in C$, where $C$ is a convex set and $K: x \in \mathbb{R}^{n} \mapsto$ $K(x) \subset \mathbb{R}^{m}$ is a proper cone-valued mapping. This class of mappings arises in vector optimization with a variable ordering structure, given as

$$
\begin{equation*}
K-\min F(x), \tag{2}
\end{equation*}
$$

which consists in finding a point $\bar{x} \in C$ such that

$$
F(x)-F(\bar{x}) \notin-K(\bar{x}) \backslash\{0\}
$$

for all $x \in C$ (see [1]). We refer to Definition 2.3, where a proper cone-valued mapping, or synonymously variable ordering cone mapping, is defined. The

[^0]K-convexity of a mapping has been extensively studied in standard vector optimization, in particular, in the context of convergence results for numerical solution methods [2-5]. The $K$-convexity of $F$ in (2) allows to give a sufficient first-order optimality condition [1]. Furthermore, for the (generalized) concept of vector optimization with variable ordering structures, recent results on the convergence of solution methods can be found in [1,6]. We also mention [7], where a variable ordering setting for set-valued optimization was introduced and studied.

Several applications of Problem (2) arise, e.g. in medical diagnosis and portfolio optimization [8,9]; for a summary of these applications, we refer to [10, Section 1.3.1]. We briefly expose here an application in medical diagnosis. After obtaining information from images, the data are transformed into another presentation and, based on that, the diagnosis is made. In order to determine the best transformation from the original data to the desired pattern, different criteria for measuring can be used which lead to the optimization of a vector of functions. It is well known that the solution of that model, which uses a classical weighting technique, may yield inadequate results. However, if the set of weights is point-dependent, then better results are reported [10].

The goal of this paper is twofold. Firstly, we define the so-called cone of separations and relate its properties to $K$-convexity; in particular, under certain assumptions, the set of $K$-convex mappings is reduced to the class of affine functions. Secondly, we introduce a particular cone-valued mapping that provides a theoretical approach for obtaining $K$-convex mappings. This particular mapping is called minimal variable K-convexification. We study several of its properties, for example, the Lipschitz continuity of related cone generator mappings.

This paper is organized as follows. Section 2 contains basic notation and definitions as well as some preliminary results. Section 3 presents the concept of the cone of separations. Section 4 discusses the main results of this paper: a special cone-valued mapping, the minimal variable $K$-convexification, is defined and corresponding properties are shown. In Section 5, this approach is applied to a particular case, and Section 6 gives some conclusions.

## 2. Notations and preliminary results

Throughout this paper, we will use the following standard notations. The inner product in $\mathbb{R}^{n}$ is denoted by $\langle\cdot, \cdot\rangle$ and the Euclidian norm by $\|\cdot\|$. The ball and the sphere centred at $x \in \mathbb{R}^{n}$ with radius $r>0$ are $B(x, r)=\left\{y \in \mathbb{R}^{n}:\|y-x\| \leq r\right\}$ and $S(x, r)=\left\{y \in \mathbb{R}^{n}:\|y-x\|=r\right\}$, respectively. The set $\mathcal{C}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ represents the set of $k$-times continuously differentiable mappings $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ with derivative $D F(x)$ and Hessian $D^{2} F(x)$ at a point $x \in \mathbb{R}^{n}$. For a set $C \subset \mathbb{R}^{n}$, let int $C$, conv $C, \operatorname{bd} C$ and $\mathrm{cl} C$ denote the set of its interior points, its convex hull, its boundary and its closure, respectively.

The following definition recalls some well-known notations related to cones (see, e.g. [11]).

Definition 2.1: • A non-empty set $K \subset \mathbb{R}^{m}$ is called a cone if $\alpha z \in K$ for all $z \in K$ and all real numbers $\alpha \geq 0$.

- A cone $K$ is called solid if int $K \neq \emptyset$.
- A cone $K$ is called pointed if $K \cap[-K]=\{0\}$.
- A cone $K$ is called proper if it is solid, pointed and a convex closed set.
- The dual cone $K^{*}$ of a cone $K$ is the set

$$
K^{*}=\left\{l \in \mathbb{R}^{m}:\langle l, z\rangle \geq 0 \forall z \in K\right\} .
$$

- Let $A \subset \mathbb{R}^{m}$ be a given set. The intersection of all convex cones containing the set $A$ is called the convex conic hull of $A$ and is denoted by coneco $A$.
- A set $A$ is called a generator of a cone $K$ if coneco $A=K$.

It is well known that a proper cone in $\mathbb{R}^{m}$ defines a partial ordering in $\mathbb{R}^{m}$ (see, e.g. [11, p. 43]). The following lemma summarizes some known results on cones.

Lemma 2.1: (i) A convex closed cone $K \subset \mathbb{R}^{m}$ is pointed, if and only if there exist $w \in S(0,1) \subset \mathbb{R}^{m}$ and a real number $\delta>0$ such that

$$
\langle w, z\rangle \geq \delta\|z\|,
$$

for all $z \in K$.
(ii) A cone $K \subset \mathbb{R}^{m}$ is proper if and only if $K^{*}$ is proper.
(iii) Let $K_{i} \subset \mathbb{R}^{m}, i=1,2$, be convex closed cones and assume that $K_{1}$ is pointed. Then, we have

$$
K_{1} \cap K_{2}=\{0\}
$$

if and only if there exists $l \in \mathbb{R}^{m}$ such that

$$
\left\langle l, z^{1}\right\rangle \leq 0 \leq\left\langle l, z^{2}\right\rangle
$$

for all $z^{1} \in K_{1}, z^{2} \in K_{2}$, and $\langle l, z\rangle<0$ for all $z \in K_{1} \backslash\{0\}$.

Proof: For the proof of (i), (ii) and (iii), see [11, Subsection 2.6.1], [12, Subsection 2.7.2] and [13, Theorem 3.22], respectively.

In the following, we will sometimes consider a set-valued mapping $\Psi: C \subset$ $\mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ and its graph

$$
\operatorname{gr} \Psi=\left\{(x, y) \in C \times \mathbb{R}^{m}: y \in \Psi(x)\right\}
$$

The next definition recalls two well-known concepts [14,15].

Definition 2.2: - Let two nonempty sets $A, B \subset \mathbb{R}^{m}$ be given. The directed Hausdorff distance between $A$ and $B$ is given by

$$
\Delta_{H}(A, B)=\sup _{a \in A} \inf _{b \in B}\|a-b\| .
$$

Moreover, the Hausdorff distance between $A$ and $B$ is defined as

$$
d_{H}(A, B)=\max \left\{\Delta_{H}(A, B), \Delta_{H}(B, A)\right\}
$$

- A set-valued mapping $\Psi: C \rightrightarrows \mathbb{R}^{m}$ is called Lipschitz continuous on $C$ if there exists a real number $\mu>0$ such that

$$
d_{H}(\Psi(x), \Psi(y)) \leq \mu\|x-y\|
$$

for all $x, y \in C$.
As mentioned above, in this paper, we are interested in variable ordering cone mappings, which are a particular class of set-valued mappings and whose definition is recalled in the following, see $[1,10]$.

Definition 2.3: Let a convex set $C \subset \mathbb{R}^{n}$, a set-valued mapping $K: C \subset \mathbb{R}^{n} \rightrightarrows$ $\mathbb{R}^{m}$ and a mapping $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be given.

- $K$ is said to be a cone-valued mapping if $K(x)$ is a cone for all $x \in C$.
- $K$ is said to be a proper cone-valued mapping (or, synonymously, variable ordering cone mapping) if $K(x)$ is a proper cone for all $x \in C$.
- Assume that $K$ is a cone-valued mapping and that $K(x)$ is closed and convex for all $x \in C$. The mapping $F$ is called $K$-convex on $C$ if

$$
\begin{equation*}
\lambda F(x)+(1-\lambda) F(y)-F(\lambda x+(1-\lambda) y) \in K(\lambda x+(1-\lambda) y), \tag{3}
\end{equation*}
$$

for all $\lambda \in[0,1]$ and all $x, y \in C$.

Our interest in proper cone-valued mappings is motivated by the fact that they provide a variable ordering structure, see $[1,10]$. That is why we also call them variable ordering cone mappings. In the concluding lemma of this section, we characterize $K$-convexity for the differentiable case.

Lemma $2.2([1,6]):$ Let the set $C$ and the mappings $K$ and $F$ be given as in the previous definition. Furthermore, assume that $\operatorname{int} C \neq \emptyset, K$ is a cone-valued mapping such that $K(x)$ is closed and convex for all $x \in C$, and that $F$ is continuously differentiable on an open neighbourhood of $C$. Then, we have the following:
(i) If

$$
\begin{equation*}
F(x)-F(y)-D F(y)(x-y) \in K(y) \tag{4}
\end{equation*}
$$

for all $x, y \in C$, then $F$ is $K$-convex on $C$.
(ii) If $F$ is $K$-convex on $C$ and $\operatorname{gr} K$ is closed, then (4) holds for all $x, y \in C$.

## 3. Cone of separations on $\mathbb{R}^{\boldsymbol{n}}$

Throughout this section, we assume the following.

- $K: \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{m}$ is a proper cone-valued mapping and $\mathrm{gr} K$ is closed.
- $F \in \mathcal{C}^{1}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ is a $K$-convex mapping (on $\left.C=\mathbb{R}^{n}\right)$.
- $x^{1}, x^{2} \in \mathbb{R}^{n}$ are arbitrarily chosen points.

According to Lemma 2.2, these assumptions imply that

$$
\begin{equation*}
F\left(x^{1}\right)-F\left(x^{2}\right)-D F\left(x^{2}\right)\left(x^{1}-x^{2}\right) \in K\left(x^{2}\right) \tag{5}
\end{equation*}
$$

As already mentioned, the motivation of this paper is closely related to the consideration of proper cone-valued mappings. These mappings have the property that $K(x), x \in C$, are closed cones. Obviously, the supposed closedness of $\mathrm{gr} K$ implies already the closedness of $K(x), x \in C$. In order to avoid confusion concerning the motivation of this paper, we will sometimes assume that gr $K$ is closed and use the notation of a proper cone-valued mapping. The following definition is basic for this section.

Definition 3.1: The set

$$
K_{S}\left(x^{1}, x^{2}\right)=\left\{l \in \mathbb{R}^{m}:\left\langle l, z^{1}\right\rangle \geq 0 \geq\left\langle l, z^{2}\right\rangle, z^{1} \in K\left(x^{1}\right), z^{2} \in K\left(x^{2}\right)\right\}
$$

is called the cone of separations for $x^{1}, x^{2} \in \mathbb{R}^{n}$.
Obviously, it holds that $K_{S}\left(x^{1}, x^{2}\right)=\{0\}$ whenever int $K\left(x^{1}\right) \cap$ int $K\left(x^{2}\right) \neq \emptyset$. In Figure 1, a cone of separations is illustrated assuming $m=2$ and $K\left(x^{1}\right) \cap$ $K\left(x^{2}\right)=\{0\}$.

The goal of this section is to relate some properties of the mapping $F$ to those of the cone of separations. The next lemma presents some properties of $K_{S}\left(x^{1}, x^{2}\right)$.

## Lemma 3.1:

(i) If $l \in K_{S}\left(x^{1}, x^{2}\right)$, then the hyperplane $\left\{z \in \mathbb{R}^{m}:\langle l, z\rangle=0\right\}$ separates the cones $K\left(x^{1}\right)$ and $K\left(x^{2}\right)$.


Figure 1. A cone of separations for $x^{1}, x^{2} \in \mathbb{R}^{n}$ when $m=2$.
(ii) $K_{S}\left(x^{1}, x^{2}\right)$ is a convex, closed and pointed cone.
(iii) If $K\left(x^{1}\right) \cap K\left(x^{2}\right)=\{0\}$, then $K_{S}\left(x^{1}, x^{2}\right)$ is a proper cone.
(iv) It is

$$
\begin{equation*}
K_{S}\left(x^{1}, x^{2}\right)=K^{*}\left(x^{1}\right) \cap\left[-K^{*}\left(x^{2}\right)\right] . \tag{6}
\end{equation*}
$$

Proof: (ii) It is easily seen that $K_{S}\left(x^{1}, x^{2}\right)$ is convex and closed. Suppose for a moment that $K_{S}\left(x^{1}, x^{2}\right)$ is not pointed, that is, there exists $l^{0} \in \mathbb{R}^{m} \backslash\{0\}$ with

$$
l^{0} \in K_{S}\left(x^{1}, x^{2}\right) \cap\left[-K_{S}\left(x^{1}, x^{2}\right)\right]
$$

From the previous expression, it follows that

$$
\left\langle l^{0}, z^{1}\right\rangle=\left\langle l^{0}, z^{2}\right\rangle=0
$$

for all $z^{1} \in K\left(x^{1}\right)$ and all $z^{2} \in K\left(x^{2}\right)$. However, this is not possible since $K\left(x^{1}\right)$ and $K\left(x^{2}\right)$ are solid and, therefore, span the whole space $\mathbb{R}^{m}$.
(iii) By (ii), we only have to show that $K_{S}\left(x^{1}, x^{2}\right)$ is solid. By Lemma 2.1(iii) and since $K\left(x^{1}\right)$ and $K\left(x^{2}\right)$ are pointed, there exist $l^{1}, l^{2} \in \mathbb{R}^{m}$ such that

$$
\begin{aligned}
& \left\langle l^{1}, z^{1}\right\rangle \geq 0>\left\langle l^{1}, z^{2}\right\rangle \\
& \left\langle l^{2}, z^{1}\right\rangle>0 \geq\left\langle l^{2}, z^{2}\right\rangle
\end{aligned}
$$

for all $z^{1} \in K\left(x^{1}\right) \cap S(0,1)$ and all $z^{2} \in K\left(x^{2}\right) \cap S(0,1)$. Hence,

$$
l^{1}+l^{2} \in \operatorname{int} K_{S}\left(x^{1}, x^{2}\right)
$$

The statements (i) and (iv) are obvious.

The first theorem in this section relates $K_{S}\left(x^{1}, x^{2}\right)$ to the Jacobian of $F$.
Theorem 3.1: If $l \in K_{S}\left(x^{1}, x^{2}\right)$, then $l^{T}\left[D F\left(x^{1}\right)-D F\left(x^{2}\right)\right]=0$.

Proof: Let $l \in K_{S}\left(x^{1}, x^{2}\right)$ and suppose that $l^{T}\left[D F\left(x^{1}\right)-D F\left(x^{2}\right)\right] \neq 0$. By definition, we have

$$
\begin{equation*}
\left\langle l, z^{1}\right\rangle \geq 0 \geq\left\langle l, z^{2}\right\rangle \tag{7}
\end{equation*}
$$

for all $z^{1} \in K\left(x^{1}\right)$ and $z^{2} \in K\left(x^{2}\right)$. Hence, by the $K$-convexity of $F$, (5) and (7), we get for all $x \in \mathbb{R}^{n}$ that

$$
\left\langle l, F(x)-F\left(x^{1}\right)-D F\left(x^{1}\right)\left(x-x^{1}\right)\right\rangle \geq\left\langle l, F(x)-F\left(x^{2}\right)-D F\left(x^{2}\right)\left(x-x^{2}\right)\right\rangle
$$

and, therefore,

$$
\left\langle l, F\left(x^{2}\right)-F\left(x^{1}\right)+D F\left(x^{1}\right) x^{1}-D F\left(x^{2}\right) x^{2}\right\rangle \geq\left\langle l,\left[D F\left(x^{1}\right)-D F\left(x^{2}\right)\right] x\right\rangle .
$$

Now, let a real number $\alpha>0$ be arbitrarily chosen. Substituting $x=\alpha\left[D F\left(x^{1}\right)-\right.$ $\left.D F\left(x^{2}\right)\right]^{T} l$, we get

$$
\left\langle l, F\left(x^{2}\right)-F\left(x^{1}\right)+D F\left(x^{1}\right) x^{1}-D F\left(x^{2}\right) x^{2}\right\rangle \geq \alpha\left\|l^{T}\left[D F\left(x^{1}\right)-D F\left(x^{2}\right)\right]\right\|^{2} .
$$

By $l^{T}\left[D F\left(x^{1}\right)-D F\left(x^{2}\right)\right] \neq 0$, letting $\alpha \rightarrow+\infty$ yields a contradiction since the left-hand side of the latter inequality is finite, while its right-hand-side becomes unbounded. This completes the proof.

As a consequence, we obtain the following corollary.
Corollary 3.1: (i) For all $l \in K_{S}\left(x^{1}, x^{2}\right)$ and all $x \in \mathbb{R}^{n}$, we obtain

$$
\left\langle l, F\left(x+x^{1}\right)-F\left(x+x^{2}\right)\right\rangle \geq\left\langle l, F\left(x^{1}\right)-F\left(x^{2}\right)\right\rangle .
$$

(ii) If $K_{S}\left(x^{1}, x^{2}\right)$ is a solid cone, then $D F\left(x^{1}\right)=D F\left(x^{2}\right)$.

Proof: (i) By (5), the $K$-convexity of $F$ implies

$$
\begin{aligned}
& F\left(x+x^{1}\right)-F\left(x^{1}\right)-D F\left(x^{1}\right) x \in K\left(x^{1}\right) \\
& F\left(x+x^{2}\right)-F\left(x^{2}\right)-D F\left(x^{2}\right) x \in K\left(x^{2}\right)
\end{aligned}
$$

for all $x \in \mathbb{R}^{n}$. Combining this with (7) it follows that

$$
\left\langle l, F\left(x+x^{1}\right)-F\left(x^{1}\right)-D F\left(x^{1}\right) x\right\rangle \geq\left\langle l, F\left(x+x^{2}\right)-F\left(x^{2}\right)-D F\left(x^{2}\right) x\right\rangle
$$

and therefore,

$$
\begin{equation*}
\left\langle l, F\left(x+x^{1}\right)-F\left(x+x^{2}\right)\right\rangle \geq\left\langle l, F\left(x^{1}\right)-F\left(x^{2}\right)\right\rangle+\left\langle l,\left[D F\left(x^{1}\right)-D F\left(x^{2}\right)\right] x\right\rangle . \tag{8}
\end{equation*}
$$

By Theorem 3.1, we obtain the desired result.
(ii) Since $K_{S}\left(x^{1}, x^{2}\right)$ is a solid cone, there exist $z \in \mathbb{R}^{m}$ and a real number $\delta>0$ such that

$$
B(z, \delta) \subset K_{S}\left(x^{1}, x^{2}\right)
$$

Then, there exist linearly independent vectors $v^{i} \in K_{S}\left(x^{1}, x^{2}\right), i=1, \ldots, m$, and by Theorem 3.1, we have

$$
\left(v^{i}\right)^{T}\left[D F\left(x^{1}\right)-D F\left(x^{2}\right)\right]=0, \quad i=1, . ., m
$$

The linear independence of $v^{i}, i=1, . ., m$ implies $D F\left(x^{1}\right)=D F\left(x^{2}\right)$.
We conclude this section by presenting its main result.
Theorem 3.2: Let $D \subset \mathbb{R}^{n}$ be an open and connected set. If there exists $\bar{y} \in \mathbb{R}^{n}$ such that $K(x) \cap K(\bar{y})=\{0\}$ for all $x \in D$, then $\left.F\right|_{D}$ is an affine mapping.

Proof: By Lemma 3.1(iii), $K_{S}(x, \bar{y})$ is a solid cone for all $x \in D$, and by Corollary 3.1(ii), we get the system

$$
D F(x)=D F(\bar{y}), x \in D
$$

whose solution is

$$
F(x)=D F(\bar{y})\left(x-x^{0}\right)+F\left(x^{0}\right), \quad x \in D
$$

for some $x^{0} \in D$.
Note that the fact that $F$ has to be an affine mapping, under the assumptions of Theorem 3.2, is a surprising result given the flexibility of variable order structures.

## 4. Minimal variable K-convexification

In this section, we study a particular cone-valued mapping which provides a theoretical approach to obtain $K$-convex mappings. For a more practical approach, we refer to [16], where Bishop-Phelps and simplicial cones are used. Throughout this section assume the following:

- $C \subset \mathbb{R}^{n}$ is a convex set with int $C \neq \emptyset$.
- $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is a continuously differentiable mapping on an open neighbourhood of $C$.


## Definition 4.1:

- The set $\mathbf{K}_{\text {conv }}(F)$ is defined as the family of all cone-valued mappings $K: C \rightrightarrows$ $\mathbb{R}^{m}$ with the following properties:
(i) $K(y)$ is closed and convex for all $y \in C$.
(ii) $F(x)-F(y)-D F(y)(x-y) \in K(y)$ for all $x, y \in C$.
- The mapping $K_{F}: C \rightrightarrows \mathbb{R}^{m}$ is defined by

$$
\begin{equation*}
K_{F}(y)=\bigcap_{K \in \mathbf{K}_{\mathrm{conv}}(F)} K(y), \quad y \in C \tag{9}
\end{equation*}
$$

and it is called the minimal variable $K$-convexification of $F$ on $C$.

It is easily seen that $K_{F}(y)$ is a convex and closed cone for all $y \in C$, and that, by Lemma 2.2(i), $F$ is $K_{F}$-convex on $C$. Note that $K_{F}(y)$ need not to be pointed. According to the previous definition, the minimality of $K_{F}(y)$ is defined with respect to all $K \in \mathbf{K}_{\text {conv }}(F)$.

Lemma 2.2(i) implies that $F$ is $K$-convex on $C$ for all $K \in \mathbf{K}_{\text {conv }}(F)$. Moreover, Lemma 2.2(ii) yields that $K \in \mathbf{K}_{\text {conv }}(F)$ whenever the assumptions of Lemma 2.2 are fulfilled, that is, whenever $F$ is $K$-convex on $C$, gr $K$ is closed and $K(y)$ is convex for every $y \in C$.

The next lemma presents a specific form for the minimal variable $K$-convexification of $F$ on $C$. For this define the mapping $\widehat{F}: C \times C \rightarrow \mathbb{R}^{m}$ by

$$
\widehat{F}(x, y)=F(x)-F(y)-D F(y)(x-y)
$$

and let $\widehat{F}(C, y)=\{\widehat{F}(x, y): x \in C\}$.
Lemma 4.1: For all $y \in C$, we have $K_{F}(y)=\operatorname{cl}[\operatorname{coneco} \widehat{F}(C, y)]$.
Proof: By (ii) in Definition 4.1, we have for all $K \in \mathbf{K}_{\text {conv }}(F)$ and all $x, y \in C$ that

$$
\widehat{F}(x, y) \in K(y),
$$

and therefore, $\widehat{F}(C, y) \subset K_{F}(y)$ for all $y \in C$. Since $K_{F}(y)$ is a convex and closed cone, we get $\mathrm{cl}[\operatorname{coneco} \widehat{F}(C, y)] \subset K_{F}(y)$ for all $y \in C$.

On the other hand, $\operatorname{cl}[$ coneco $\widehat{F}(C, y)]$ is a closed and convex cone for all $y \in C$ and

$$
\widehat{F}(x, y) \in \operatorname{cl}[\operatorname{coneco} \widehat{F}(C, y)]
$$

for all $x, y \in C$. Therefore, $K_{F}(y) \subset \operatorname{cl}[\operatorname{coneco} \widehat{F}(C, y)]$ for all $y \in C$ which completes the proof.

Following [1], one is furthermore interested in conditions which are related to the existence of a proper cone $\mathcal{K} \subset \mathbb{R}^{m}$ such that

$$
\begin{equation*}
K_{F}(y) \subset \mathcal{K}, \tag{10}
\end{equation*}
$$

for all $y \in C$. The following lemma presents a necessary condition for this property.

Lemma 4.2: Assume that there exists a proper cone $\mathcal{K} \subset \mathbb{R}^{m}$ such that (10) holds for all $y \in C$. Then, there exists $w \in S(0,1) \subset \mathbb{R}^{m}$ such that the function $f_{w}: C \rightarrow$ $\mathbb{R}$ given as

$$
f_{w}(x)=\langle w, F(x)\rangle
$$

is convex on $C$.
Proof: Since $K_{F}(y) \subset \mathcal{K}$ for all $y \in C$, by (ii) in Definition 4.1, we have

$$
\begin{equation*}
\widehat{F}(x, y) \in \mathcal{K}, \tag{11}
\end{equation*}
$$

for all $x, y \in C$. Applying Lemma 2.1(i), there exist $w \in S(0,1)$ and $\delta>0$ such that

$$
\begin{equation*}
\langle w, z\rangle \geq \delta\|z\| \tag{12}
\end{equation*}
$$

for all $z \in \mathcal{K}$. By (11) and (12), we get

$$
\langle w, \widehat{F}(x, y)\rangle \geq \delta\|\widehat{F}(x, y)\| \geq 0
$$

for all $x, y \in C$. Obviously, the latter means that $f_{w}$ is convex.

Our next goal is to present a sufficient condition for the existence of a proper cone $\mathcal{K} \subset \mathbb{R}^{m}$ such that (10) holds for all $y \in C$. For this, we assume in the remainder of this section that the set $C$ is compact and that the mapping $F$ is twice continuously differentiable on an open neighbourhood of $C$. Furthermore, for $w \in S(0,1) \subset \mathbb{R}^{m}$ define the function

$$
\widehat{f}_{w}(x, y)=\langle w, \widehat{F}(x, y)\rangle,
$$

where $x, y \in C$.
Lemma 4.3: Assume that there exists a vector $w \in S(0,1) \subset \mathbb{R}^{m}$ such that $D^{2} f_{w}(y)$ is positive definite (denoted by $D^{2} f_{w}(y) \succ 0$ ) for all $y \in C$. Then, there exist real numbers $M>0, \delta>0$ such that

$$
\left\|\frac{\widehat{F}(x, y)}{\widehat{f}_{w}(x, y)}\right\|<M
$$

for $x, y \in C$ whenever $0<\|x-y\|<\delta$.
Proof: Suppose contrarily that there exist two sequences $\left\{x^{p}\right\},\left\{y^{p}\right\} \subset C$ such that

$$
\lim _{p} x^{p}=\lim _{p} y^{p}=\bar{x}, \quad \lim _{p} \frac{x^{p}-y^{p}}{\left\|x^{p}-y^{p}\right\|}=\bar{u},
$$

and that

$$
\begin{equation*}
\lim _{p}\left\|\frac{\widehat{F}\left(x^{p}, y^{p}\right)}{\widehat{f}_{w}\left(x^{p}, y^{p}\right)}\right\|=\infty \tag{13}
\end{equation*}
$$

Note that $\bar{x} \in C$, since $C$ is compact. Obviously, we have

$$
\frac{\widehat{F}\left(x^{p}, y^{p}\right)}{\widehat{f}_{w}\left(x^{p}, y^{p}\right)}=\frac{\widehat{F}\left(y^{p}+\left\|x^{p}-y^{p}\right\| \frac{x^{p}-y^{p}}{\left\|x^{p}-y^{p}\right\|}, y^{p}\right)}{\widehat{f}_{w}\left(y^{p}+\left\|x^{p}-y^{p}\right\| \frac{x^{p}-y^{p}}{\left\|x^{p}-y^{p}\right\|}, y^{p}\right)} .
$$

A componentwise ( $F_{i}, i=1, \ldots, m$, denote the components of $F$ ) second-order Taylor expansion separately for each of the both parts of the latter fraction yields

$$
\begin{equation*}
\lim _{p} \frac{\widehat{F}\left(x^{p}, y^{p}\right)}{\widehat{f}_{w}\left(x^{p}, y^{p}\right)}=\left(\frac{\bar{u}^{T} D^{2} F_{1}(\bar{x}) \bar{u}}{\bar{u}^{T} D^{2} f_{w}(\bar{x}) \bar{u}}, \ldots, \frac{\bar{u}^{T} D^{2} F_{m}(\bar{x}) \bar{u}}{\bar{u}^{T} D^{2} f_{w}(\bar{x}) \bar{u}}\right)^{T} . \tag{14}
\end{equation*}
$$

By $D^{2} f_{w}(\bar{x}) \succ 0$, the right-hand side in (14) is finite which contradicts (13).
The next theorem presents a sufficient condition for the existence of a proper cone $\mathcal{K} \subset \mathbb{R}^{m}$ such that (10) holds for all $y \in C$. The cone $\mathcal{K}$, as defined in (16), will be later used in Lemma 4.5 as well as in Proposition 4.2.

Theorem 4.1: Assume that there exists a vector $w \in S(0,1) \subset \mathbb{R}^{m}$ such that $D^{2} f_{w}(y) \succ 0$ for all $y \in C$. Then, there exists a proper cone $\mathcal{K} \subset \mathbb{R}^{m}$ such that

$$
K_{F}(y) \subset \mathcal{K},
$$

for all $y \in C$.
Proof: By Lemma 4.3, there exist real numbers $M_{1}>0$ and $\delta>0$ such that

$$
\left\|\frac{\widehat{F}(x, y)}{\widehat{f}_{w}(x, y)}\right\|<M_{1}
$$

for $x, y \in C$ whenever $0<\|x-y\|<\delta$. Furthermore, since $D^{2} f_{w}(y) \succ 0$ for all $y \in C$, it follows that $\widehat{f}_{w}(x, y)>0$ for all $x, y \in C$ with $x \neq y$. Hence, the fraction $\frac{\widehat{F}(x, y)}{\widehat{f}_{w}(x, y)}$ is defined for all $x, y \in C$ with $x \neq y$, and the compactness of $C$ implies that there exists a real number $M>1$ such that

$$
\begin{equation*}
\left\|\frac{\widehat{F}(x, y)}{\widehat{f}_{w}(x, y)}\right\|<M \tag{15}
\end{equation*}
$$

for all $x, y \in C$ with $x \neq y$. Now, define the set

$$
\begin{equation*}
\mathcal{K}=\left\{z \in \mathbb{R}^{m}:\langle M w, z\rangle \geq\|z\|\right\} \tag{16}
\end{equation*}
$$

Since $M>1$, it is easily seen that $w \in \operatorname{int} \mathcal{K}$ and, therefore, $\mathcal{K}$ is solid. Moreover, $\mathcal{K}$ is obviously a proper cone. By (15), we have

$$
\|\widehat{F}(x, y)\|<\widehat{M f_{w}}(x, y)=M\langle w, \widehat{F}(x, y)\rangle
$$

for all $x, y \in C$ with $x \neq y$ and, therefore, $\widehat{F}(C, y) \subset \mathcal{K}$ for all $y \in C$. Finally, by Lemma 4.1, we get

$$
K_{F}(y)=\operatorname{cl}[\operatorname{coneco} \widehat{F}(C, y)] \subset \operatorname{cl}[\operatorname{coneco} \mathcal{K}]=\mathcal{K}
$$

for all $y \in C$ which completes the proof.

Note that if $m=2$ and the assumptions of Theorem 4.1 hold, then we can obtain a formula for $K_{F}$ as follows. Let $w^{0} \in S(0,1)$ with $\left\langle w, w^{0}\right\rangle=0$, where $w$ is given as in Theorem 4.1. Moreover, for $y \in C$, let

$$
\begin{align*}
v^{1}(y) & =\underset{v \in \widehat{F}(C, y) \cap s(0,1)}{\arg \max }\left\langle v, w^{0}\right\rangle  \tag{17}\\
v^{2}(y) & =\underset{v \in \widehat{F}(C, y) \cap s(0,1)}{\arg \min }\left\langle v, w^{0}\right\rangle . \tag{18}
\end{align*}
$$

Then, we have

$$
\begin{equation*}
K_{F}(y)=\operatorname{coneco}\left\{v^{1}(y), v^{2}(y)\right\} \tag{19}
\end{equation*}
$$

Obviously, finding $v^{1}(y)$ and $v^{2}(y)$ is not trivial and a global optimization method must be used (see, e.g. [17, Subsection 1.1.4]).

Example 4.1: Let $n=m=2, C=[0,1]^{2}$ and

$$
F\left(x_{1}, x_{2}\right)=\binom{x_{1}^{2}+x_{2}^{2}}{x_{1}^{3}-x_{2}^{3}}
$$

Take $w=(1,0)^{T}$ and fix $w^{0}=(0,-1)^{T}$. By using (17) and (18), we compute $v^{1}(y), v^{2}(y)$ for $y \in\left\{(0,0)^{T},(0.5,0)^{T},(1,1)^{T}\right\}$ and list the corresponding results in the following table:

| $y_{1}$ | $y_{2}$ | $v_{1}^{1}(y)$ | $v_{2}^{1}(y)$ | $v_{1}^{2}(y)$ | $v_{2}^{2}(y)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0.71 | -0.71 | 0.71 | 0.71 |
| 0.5 | 0 | 0.71 | -0.71 | 0.44 | 0.89 |
| 1 | 1 | 0.32 | -0.95 | 0.32 | 0.95 |

This table and (19) allow us to illustrate $K_{F}(y)$ for $y \in\left\{(0,0)^{T},(0.5,0)^{T}\right.$, $\left.(1,1)^{T}\right\}$ in Figure 2.

Next, we deal with the Lipschitz continuity of two generators of $K_{F}(y)$. For this we recall the assumptions given just before Lemma 4.3, namely, that $C$ is a compact set and $F$ is twice continuously differentiable. We start with the following lemma.

## Lemma 4.4:

(i) Let $A, B \subset \mathbb{R}^{m}$ be nonempty compact sets. Then, there exist $\bar{a} \in A$ and $\bar{b} \in B$ such that $\Delta_{H}(A, B)=\|\bar{a}-\bar{b}\|$ as well as $\Delta_{H}(A, B) \leq\|\bar{a}-b\|$ for all $b \in B$.


Figure 2. A minimal variable $K$-convexification for $m=2$. (a) $y=(0,0)^{T}$, (b) $y=(0.5,0)^{T}$ and (c) $y=(1,1)^{T}$.
(ii) There exists $\mu>0$ such that

$$
\left\|\widehat{F}\left(x, y^{1}\right)-\widehat{F}\left(x, y^{2}\right)\right\| \leq \mu\left\|y^{1}-y^{2}\right\|
$$

for all $x, y^{1}, y^{2} \in C$.
(iii) Let $a, b \in \mathbb{R}^{m} \backslash\{0\}$. Then, it holds that

$$
\left\|\frac{a}{\|a\|}-\frac{b}{\|b\|}\right\| \leq \frac{\|a-b\|}{\sqrt{\|a\|\|b\|}}
$$

and the equality holds if and only if $\|a\|=\|b\|$.
Proof: The compactness of $A$ and $B$ implies (i). Since $\widehat{F}$ is continuously differentiable and $C$ is compact, it holds that $\widehat{F}$ is Lipschitz continuous on $C \times C$. Hence, there exists $\mu>0$ such that

$$
\left\|\widehat{F}\left(x, y^{1}\right)-\widehat{F}\left(x, y^{2}\right)\right\| \leq \mu\left\|\left(x, y^{1}\right)-\left(x, y^{2}\right)\right\|=\mu\left\|y^{1}-y^{2}\right\|
$$

for all $x, y^{1}, y^{2} \in C$. For proving (iii) consider

$$
\begin{aligned}
\left\|\frac{a}{\|a\|}-\frac{b}{\|b\|}\right\|^{2} & =2+\frac{\|a-b\|^{2}-\|a\|^{2}-\|b\|^{2}}{\|a\|\|b\|} \\
& =\frac{\|a-b\|^{2}-(\|a\|-\|b\|)^{2}}{\|a\|\|b\|} \leq \frac{\|a-b\|^{2}}{\|a\|\|b\|}
\end{aligned}
$$

Now, we prove the Lipschitz continuity of the two generators.
Proposition 4.1: Let the set-valued mapping $G: C \rightrightarrows \mathbb{R}^{m}$ be given as

$$
G(y)=\operatorname{conv} \widehat{F}(C, y)
$$

Then, $G$ is Lipschitz continuous on $C$.

Proof: Obviously, we only have to show that there exists $\mu>0$ such that

$$
\Delta_{H}\left(G\left(y^{1}\right), G\left(y^{2}\right)\right) \leq \mu\left\|y^{1}-y^{2}\right\|
$$

for all $y^{1}, y^{2} \in C$. Since $G(y)$ is a compact set for all $y \in C$, by Lemma 4.4 (i), it follows that there exists $\bar{z}^{1} \in G\left(y^{1}\right)$ such that

$$
\begin{equation*}
\Delta_{H}\left(G\left(y^{1}\right), G\left(y^{2}\right)\right) \leq\left\|\bar{z}^{1}-z^{2}\right\| \tag{20}
\end{equation*}
$$

for all $z^{2} \in G\left(y^{2}\right)$. Moreover, there exist $x^{i} \in C, \lambda_{i} \geq 0, i=1, \ldots, p$, with

$$
\begin{equation*}
\bar{z}^{1}=\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{1}\right), \quad \sum_{i=1}^{p} \lambda_{i}=1 \tag{21}
\end{equation*}
$$

Choosing

$$
\begin{equation*}
z^{2}=\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{2}\right) \tag{22}
\end{equation*}
$$

and substituting (21) and (22) into (20), we get

$$
\begin{equation*}
\Delta_{H}\left(G\left(y^{1}\right), G\left(y^{2}\right)\right) \leq\left\|\sum_{i=1}^{p} \lambda_{i}\left[\widehat{F}\left(x^{i}, y^{1}\right)-\widehat{F}\left(x^{i}, y^{2}\right)\right]\right\| \tag{23}
\end{equation*}
$$

Then, the statement follows by applying the triangle inequality and Lemma 4.4 (ii).

The generator used in the next result is in general not Lipschitz continuous on C. However, we present a sufficient condition for its Lipschitz continuity on a subset of $C$.

Lemma 4.5: Let $w \in S(0,1) \subset \mathbb{R}^{m}, M>1$ and the cone $\mathcal{K}$ be given as in (16). Assume that $v^{i} \in \mathcal{K}, \lambda_{i} \geq 0, i=1, \ldots, p$ and

$$
\sum_{i=1}^{p} \lambda_{i}=1
$$

Then, we have

$$
\left\|\sum_{i=1}^{p} \lambda_{i} v^{i}\right\| \geq \frac{\min _{i}\left\|v^{i}\right\|}{M}
$$

Proof: Let $\Phi$ be an orthogonal matrix whose first row is $w$. Then,

$$
\left\|\sum_{i=1}^{p} \lambda_{i} v^{i}\right\|=\left\|\Phi \sum_{i=1}^{p} \lambda_{i} v^{i}\right\| \geq \sum_{i=1}^{p} \lambda_{i}\left\langle w, v^{i}\right\rangle \geq \sum_{i=1}^{p} \lambda_{i} \frac{\left\|v^{i}\right\|}{M} \geq \frac{\min _{i}\left\|v^{i}\right\|}{M}
$$

As mentioned just before Lemma 4.5 , the next result yields a sufficient condition for a generator to be Lipschitz continuous (only) on a subset $A \subset C$. Here, we have to 'cut out' a subset from $\widehat{F}(C, y)$. We refer also to Remark 4.1, where we discuss how, under certain conditions, this result could be used.

Proposition 4.2: Let $A \subset C$ be a compact convex set. Assume that for some $w \in$ $S(0,1) \subset \mathbb{R}^{m}$ it holds that $D^{2} f_{w}(y) \succ 0$ for all $y \in C$, and that there exists $\delta>0$ such that

$$
\begin{equation*}
K_{F}(y)=\operatorname{coneco}[\widehat{F}(C, y) \backslash \operatorname{int} B(0, \delta)], \tag{24}
\end{equation*}
$$

for all $y \in A$. Then, the set-valued mapping $G: A \rightrightarrows \mathbb{R}^{m}$, given as

$$
G(y)=K_{F}(y) \cap S(0,1),
$$

is Lipschitz continuous on A.

Proof: We will prove that $G$ is locally Lipschitz continuous for any arbitrarily chosen $\bar{y} \in A$. Then, the Lipschitz continuity of $G$ on $A$ follows from the convexity and the compactness of $A$. By Theorem 4.1, there exists a proper cone $\mathcal{K}$ such that

$$
K_{F}(y) \subset \mathcal{K}
$$

where $\mathcal{K}$ is given as in (16) for certain $M>1$. Let $\mu>0$ be given as in Lemma 4.4 (ii). Choose

$$
y^{1}, y^{2} \in B\left(\bar{y}, \frac{\delta}{4 \mu}\right) \cap A
$$

By Lemma 4.4 (ii), we have

$$
\begin{equation*}
\left\|\widehat{F}\left(x, y^{2}\right)\right\| \geq \frac{\delta}{2} \tag{25}
\end{equation*}
$$

whenever $\left\|\widehat{F}\left(x, y^{1}\right)\right\| \geq \delta$ for $x \in C$. Next, we will show that

$$
\begin{equation*}
\Delta_{H}\left(G\left(y^{1}\right), G\left(y^{2}\right)\right) \leq \frac{\sqrt{2} \mu M}{\delta}\left\|y^{1}-y^{2}\right\| \tag{26}
\end{equation*}
$$

Analogously to the proof of Proposition 4.1, by (24), we get

$$
\begin{equation*}
\Delta_{H}\left(G\left(y^{1}\right), G\left(y^{2}\right)\right) \leq\left\|\frac{\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{1}\right)}{\left\|\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{1}\right)\right\|}-\frac{\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{2}\right)}{\left\|\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{2}\right)\right\|}\right\| \tag{27}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|\widehat{F}\left(x^{i}, y^{1}\right)\right\| \geq \delta,\left\|\widehat{F}\left(x^{i}, y^{2}\right)\right\| \geq \frac{\delta}{2}, i=1, \ldots, p, \sum_{i=1}^{p} \lambda_{i}=1 \tag{28}
\end{equation*}
$$

Note that in (28), the two inequalities follow from (24) and (25), respectively. By Lemma 4.4 (iii) and (27), we get

$$
\begin{equation*}
\Delta_{H}\left(G\left(y^{1}\right), G\left(y^{2}\right)\right) \leq \frac{\left\|\sum_{i=1}^{p} \lambda_{i}\left[\widehat{F}\left(x^{i}, y^{1}\right)-\widehat{F}\left(x^{i}, y^{2}\right)\right]\right\|}{\sqrt{\left\|\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{1}\right)\right\|\left\|\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{2}\right)\right\|}} \tag{29}
\end{equation*}
$$

Moreover, by Lemma 4.5 and (28), it follows that

$$
\begin{equation*}
\left\|\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{1}\right)\right\| \geq \frac{\delta}{M}, \quad\left\|\sum_{i=1}^{p} \lambda_{i} \widehat{F}\left(x^{i}, y^{2}\right)\right\| \geq \frac{\delta}{2 M} . \tag{30}
\end{equation*}
$$

Finally, applying the triangle inequality, Lemma 4.4 (ii) and using (30) in (29), we obtain (26).

Remark 4.1: Proposition 4.2 can be exploited in the following way. Let $A \subset C$ be a set for which the assumptions of Proposition 4.2 are fulfilled. Choose a conevalued mapping $K_{A}: C \rightrightarrows \mathbb{R}^{m}$ with

$$
K_{A}(y)= \begin{cases}K_{F}(y) & \text { if } y \in A \\ K & \text { if } y \in C \backslash A\end{cases}
$$

where $K \subset \mathbb{R}^{m}$ is a fixed cone satisfying $K_{F}(y)=K$ for $y \in \operatorname{bd} A$ and $K_{F}(y) \subset K$ for $y \in C \backslash A$. Define the set-valued mapping

$$
G_{A}(y)=K_{A}(y) \cap S(0,1) .
$$

Since $S(0,1)$ is bounded, the Hausdorff distance is a metric for the family of compact subsets of $S(0,1)$ (see, e.g. [15, Section 4C]). A moment of reflection shows that $G_{A}$ is continuous on $C$ whenever its codomain is endowed with this metric. Moreover, by Proposition 4.2, it follows that $G_{A}$ is Lipschitz continuous on $A$ and, by definition, that $G_{A}$ is Lipschitz continuous on $C \backslash A$. Consequently, $G_{A}$ is Lipschitz continuous on $C$. We will come back to this approach at the end of Section 5. Of course, such a choice of $K_{A}$ is not always possible. Necessary or sufficient conditions for its existence will be considered in future research.

## 5. A particular case

In this section, we study a particular case and apply to it the general approach described in the previous sections. Specifically, we consider an interval $[\alpha, \beta] \subset$ $\mathbb{R}$ and a mapping $F \in \mathcal{C}^{2}\left([\alpha, \beta], \mathbb{R}^{2}\right), F(t)=\left(F_{1}(t), F_{2}(t)\right)$. Moreover, we assume that $F_{1}^{\prime \prime}(t)>0, t \in[\alpha, \beta]$, where $F_{i}^{\prime}(t)$ and $F_{i}^{\prime \prime}(t), i=1,2$, denote the first and second derivative at $t \in \mathbb{R}$, respectively. For this case, we obtain a particular expression for $K_{F}(t)$. First, we define four auxiliary functions.

Lemma 5.1: Let $t_{0} \in[\alpha, \beta]$ and define

$$
\begin{array}{ll}
\phi_{-}(t)=\widehat{F}_{1}\left(t, t_{0}\right), & t \in\left[\alpha, t_{0}\right] \\
\phi_{+}(t)=\widehat{F}_{1}\left(t, t_{0}\right), & t \in\left[t_{0}, \beta\right] .
\end{array}
$$

Then, $\phi_{-}$is strictly decreasing, and $\phi_{+}$is strictly increasing.

Proof: For $\phi_{+}$we get

$$
\phi_{+}^{\prime}(t)=F_{1}^{\prime}(t)-F_{1}^{\prime}\left(t_{0}\right)=F_{1}^{\prime \prime}\left(\theta_{t}\right)\left(t-t_{0}\right)
$$

for some $\theta_{t} \in\left(t_{0}, \beta\right)$. Since $F_{1}^{\prime \prime}(t)>0, t \in\left[t_{0}, \beta\right]$, it holds that $\phi_{+}$is strictly increasing. Analogously, we obtain that $\phi_{-}$is strictly decreasing.

Since $\widehat{F}_{1}\left(t_{0}, t_{0}\right)=0$, Lemma 5.1 yields for $t_{0} \in[\alpha, \beta]$ that

$$
\widehat{F}_{1}\left(t, t_{0}\right)>0,
$$

for all $t \in[\alpha, \beta] \backslash\left\{t_{0}\right\}$. Moreover, by Lemma 5.1, both $\phi_{-}$and $\phi_{+}$are injective functions. Therefore, the functions $\psi_{-}:\left[0, \phi_{-}(\alpha)\right] \rightarrow\left[0, \widehat{F}_{2}\left(\alpha, t_{0}\right)\right]$ and $\psi_{+}:\left[0, \phi_{+}(\beta)\right] \rightarrow\left[0, \widehat{F}_{2}\left(\beta, t_{0}\right)\right]$, given by

$$
\begin{aligned}
& \psi_{-}(x)=\widehat{F}_{2}\left(\phi_{-}^{-1}(x), t_{0}\right) \\
& \psi_{+}(x)=\widehat{F}_{2}\left(\phi_{+}^{-1}(x), t_{0}\right)
\end{aligned}
$$

are well defined. The following two results concern the relationship between the latter two functions and $\widehat{F}\left(t, t_{0}\right)$.

Lemma 5.2: The right derivatives of $\psi_{-}$and $\psi_{+}$at $x=0$ are

$$
\psi_{-}^{\prime}(0)=\psi_{+}^{\prime}(0)=\frac{F_{2}^{\prime \prime}\left(t_{0}\right)}{F_{1}^{\prime \prime}\left(t_{0}\right)}
$$

Proof: We show it for $\psi_{+}$. Since $\psi_{+}(0)=0$, we have

$$
\begin{equation*}
\psi_{+}^{\prime}(0)=\lim _{\Delta x \rightarrow 0^{+}} \frac{\psi_{+}(\Delta x)}{\Delta x}=\lim _{t \rightarrow t_{0}^{+}} \frac{\widehat{F}_{2}\left(t, t_{0}\right)}{\widehat{F}_{1}\left(t, t_{0}\right)} \tag{31}
\end{equation*}
$$

After applying L'Hôpital's rule twice we get the desired result. The proof runs analogously for $\psi_{-}$.

Lemma 5.3: If $\frac{F_{2}^{\prime \prime}(t)}{F_{1}^{\prime \prime}(t)}$ is an increasing function on $[\alpha, \beta]$, then $\psi_{-}(x)$ is concave and $\psi_{+}(x)$ is convex.

Proof: For showing the convexity of $\psi_{+}$, we prove that

$$
\begin{equation*}
\psi_{+}^{\prime \prime}(x)>0 \tag{32}
\end{equation*}
$$

for all $x \in\left(0, \phi_{+}(\beta)\right)$. For $x \in\left(0, \phi_{+}(\beta)\right)$ and $t=\phi_{+}^{-1}(x)$, after a straightforward calculation, we get that

$$
\psi_{+}^{\prime \prime}(x)=\frac{F_{2}^{\prime \prime}(t)-F_{1}^{\prime \prime}(t)\left[\frac{F_{2}^{\prime}(t)-F_{2}^{\prime}\left(t_{0}\right)}{F_{1}^{\prime}(t)-F_{1}^{\prime}\left(t_{0}\right)}\right]}{\left[F_{1}^{\prime}(t)-F_{1}^{\prime}\left(t_{0}\right)\right]^{2}}
$$

Since $F_{1}^{\prime \prime}(t)>0$, in order to obtain (32), we use that

$$
\frac{F_{2}^{\prime \prime}(t)}{F_{1}^{\prime \prime}(t)}>\frac{F_{2}^{\prime}(t)-F_{2}^{\prime}\left(t_{0}\right)}{F_{1}^{\prime}(t)-F_{1}^{\prime}\left(t_{0}\right)}
$$

By Cauchy's mean value theorem, the latter inequality holds since $t>t_{0}$, and $\frac{F_{2}^{\prime \prime}(t)}{F_{1}^{\prime \prime}(t)}$ is an increasing function on $[\alpha, \beta]$. The concavity of $\psi_{-}$is obtained analogously.

In the remainder of this section, we assume that $\frac{F_{2}^{\prime \prime}(t)}{F_{1}^{\prime}(t)}$ is increasing on $[\alpha, \beta]$. The next result is a consequence of Lemma 5.3.

Corollary 5.1: Let $t_{0} \in(\alpha, \beta)$. Then, we have

$$
\frac{\widehat{F}_{2}\left(\alpha, t_{0}\right)}{\widehat{F}_{1}\left(\alpha, t_{0}\right)} \leq \frac{\widehat{F}_{2}\left(t, t_{0}\right)}{\widehat{F}_{1}\left(t, t_{0}\right)} \leq \frac{\widehat{F}_{2}\left(\beta, t_{0}\right)}{\widehat{F}_{1}\left(\beta, t_{0}\right)},
$$

for all $t \in[\alpha, \beta] \backslash\left\{t_{0}\right\}$.

Proof: If $t>t_{0}$, then for $x=\phi_{+}(t)$, we have $x \in\left(0, \phi_{+}(\beta)\right]$. By the convexity of $\psi_{+}$, Lemma 5.2 implies

$$
\frac{F_{2}^{\prime \prime}\left(t_{0}\right)}{F_{1}^{\prime \prime}\left(t_{0}\right)} \leq \frac{\psi_{+}(x)}{x} \leq \frac{\psi_{+}\left(\phi_{+}(\beta)\right)}{\phi_{+}(\beta)}
$$

Hence, we obtain

$$
\frac{F_{2}^{\prime \prime}\left(t_{0}\right)}{F_{1}^{\prime \prime}\left(t_{0}\right)} \leq \frac{\widehat{F}_{2}\left(t, t_{0}\right)}{\widehat{F}_{1}\left(t, t_{0}\right)} \leq \frac{\widehat{F}_{2}\left(\beta, t_{0}\right)}{\widehat{F}_{1}\left(\beta, t_{0}\right)}
$$

and, analogously, for $t<t_{0}$ that

$$
\frac{\widehat{F}_{2}\left(\alpha, t_{0}\right)}{\widehat{F}_{1}\left(\alpha, t_{0}\right)} \leq \frac{\widehat{F}_{2}\left(t, t_{0}\right)}{\widehat{F}_{1}\left(t, t_{0}\right)} \leq \frac{F_{2}^{\prime \prime}\left(t_{0}\right)}{F_{1}^{\prime \prime}\left(t_{0}\right)} .
$$

A combination of these two results delivers for $t>t_{0}$ that

$$
\frac{\widehat{F}_{2}\left(\alpha, t_{0}\right)}{\widehat{F}_{1}\left(\alpha, t_{0}\right)} \leq \frac{F_{2}^{\prime \prime}\left(t_{0}\right)}{F_{1}^{\prime \prime}\left(t_{0}\right)} \leq \frac{\widehat{F}_{2}\left(t, t_{0}\right)}{\widehat{F}_{1}\left(t, t_{0}\right)} \leq \frac{\widehat{F}_{2}\left(\beta, t_{0}\right)}{\widehat{F}_{1}\left(\beta, t_{0}\right)},
$$

and a corresponding result for $t<t_{0}$. This completes the proof.

In the next result, we see the advantage of considering $F \in \mathcal{C}^{2}\left([\alpha, \beta], \mathbb{R}^{2}\right)$. We show that in this case, the minimal variable $K$-convexification of $F$ on $[\alpha, \beta]$ can easily and directly be calculated.

Theorem 5.1: Let the mappings $G_{\alpha}:[\alpha, \beta] \rightarrow \mathbb{R}^{2}$ and $G_{\beta}:[\alpha, \beta] \rightarrow \mathbb{R}^{2}$ be given as

$$
G_{\alpha}\left(t_{0}\right)=\left\{\begin{array}{ll}
F^{\prime \prime}(\alpha) & \text { if } t_{0}=\alpha, \\
\widehat{F}\left(\alpha, t_{0}\right) & \text { if } \alpha<t_{0} \leq \beta,
\end{array} \quad G_{\beta}\left(t_{0}\right)= \begin{cases}\widehat{F}\left(\beta, t_{0}\right) & \text { if } \alpha \leq t_{0}<\beta \\
F^{\prime \prime}(\beta) & \text { if } t_{0}=\beta\end{cases}\right.
$$

and define the set-valued mapping $G\left(t_{0}\right)=\left\{G_{\alpha}\left(t_{0}\right), G_{\beta}\left(t_{0}\right)\right\}$. Then, $K_{F}\left(t_{0}\right)=$ coneco $G\left(t_{0}\right)$.

Proof: We distinguish two cases.

Case 1: Let $t_{0} \in(\alpha, \beta)$. Then, we have

$$
G\left(t_{0}\right)=\left\{\widehat{F}\left(\alpha, t_{0}\right), \widehat{F}\left(\beta, t_{0}\right)\right\} \subset \widehat{F}\left([\alpha, \beta], t_{0}\right)
$$

Hence, it holds that

$$
\begin{equation*}
\text { coneco } G\left(t_{0}\right) \subset \text { coneco } \widehat{F}\left([\alpha, \beta], t_{0}\right) \tag{33}
\end{equation*}
$$

Next, we prove that

$$
\begin{equation*}
\widehat{F}\left([\alpha, \beta], t_{0}\right) \subset \text { coneco } G\left(t_{0}\right) \tag{34}
\end{equation*}
$$

Note that $0 \in$ coneco $G\left(t_{0}\right)$. Now, choose $z \in \widehat{F}\left([\alpha, \beta], t_{0}\right) \backslash\{0\}$. Therefore, there exists $t \in[\alpha, \beta] \backslash\left\{t_{0}\right\}$ such that $z=\widehat{F}\left(t, t_{0}\right)$. From Corollary 5.1, it follows for $z=\left(z_{1}, z_{2}\right)$ that $z_{1}=\widehat{F}_{1}\left(t, t_{0}\right)>0$ and that

$$
\frac{\widehat{F}_{2}\left(\alpha, t_{0}\right)}{\widehat{F}_{1}\left(\alpha, t_{0}\right)} \leq \frac{z_{2}}{z_{1}} \leq \frac{\widehat{F}_{2}\left(\beta, t_{0}\right)}{\widehat{F}_{1}\left(\beta, t_{0}\right)}
$$

Thus, there exists $\lambda \in[0,1]$ such that

$$
\frac{z_{2}}{z_{1}}=\lambda \frac{\widehat{F}_{2}\left(\alpha, t_{0}\right)}{\widehat{F}_{1}\left(\alpha, t_{0}\right)}+(1-\lambda) \frac{\widehat{F}_{2}\left(\beta, t_{0}\right)}{\widehat{F}_{1}\left(\beta, t_{0}\right)} .
$$

A moment of reflection shows that the latter equation yields

$$
\begin{equation*}
z=\frac{\lambda z_{1}}{\widehat{F}_{1}\left(\alpha, t_{0}\right)} \widehat{F}\left(\alpha, t_{0}\right)+\frac{(1-\lambda) z_{1}}{\widehat{F}_{1}\left(\beta, t_{0}\right)} \widehat{F}\left(\beta, t_{0}\right) \tag{35}
\end{equation*}
$$

Note that in (35) the coefficients of $\widehat{F}\left(\alpha, t_{0}\right)$ and $\widehat{F}\left(\beta, t_{0}\right)$ are nonnegative since $\lambda \in[0,1], z_{1}>0, \widehat{F}_{1}\left(\alpha, t_{0}\right)>0$ and $\widehat{F}_{1}\left(\beta, t_{0}\right)>0$. Thus, (34) is shown. By Lemma 4.1, (33) and (34), we get $K_{F}\left(t_{0}\right)=$ coneco $G\left(t_{0}\right)$.

Case 2: Let $t_{0}=\alpha$ (analogously for $t_{0}=\beta$ ). Applying L'Hôpital's rule twice, we get

$$
\lim _{t \rightarrow \alpha^{-}} \frac{\widehat{F}_{2}(t, \alpha)}{\widehat{F}_{1}(t, \alpha)}=\frac{F_{2}^{\prime \prime}(\alpha)}{F_{1}^{\prime \prime}(\alpha)}
$$

and by $G(\alpha)=\left\{F^{\prime \prime}(\alpha), \widehat{F}(\beta, \alpha)\right\}$, we get

$$
G(\alpha) \subset \text { cl coneco } \widehat{F}([\alpha, \beta], \alpha)
$$

Moreover, letting $t_{0} \rightarrow \alpha$ in Corollary 5.1, we obtain

$$
\begin{equation*}
\frac{F_{2}^{\prime \prime}(\alpha)}{F_{1}^{\prime \prime}(\alpha)} \leq \frac{\widehat{F}_{2}(t, \alpha)}{\widehat{F}_{1}(t, \alpha)} \leq \frac{\widehat{F}_{2}(\beta, \alpha)}{\widehat{F}_{1}(\beta, \alpha)} \tag{36}
\end{equation*}
$$

Using (36) we deduce an expression which is analogous to (35). The remaining part of the proof runs as in Case 1.


Figure 3. Application of Theorem 5.1 for $F(t)=\left(t^{2}, t^{3}\right)^{T}$ with $\alpha=-1$ and $\beta=1$. (a) $t_{0}=-1$, (b) $t_{0}=0.15$ and (c) $t_{0}=1$.

Example 5.1: Let $\alpha=-1, \beta=1$ and $F(t)=\left(t^{2}, t^{3}\right)^{T}$. By using Theorem 5.1, we have $K_{F}\left(t_{0}\right)=$ coneco $G\left(t_{0}\right)$ for $t_{0} \in\{-1,0.15,1\}$, which is illustrated in Figure 3 .

Note that the set-valued mapping $G\left(t_{0}\right)$ in Theorem 5.1 is not Lipschitz continuous. Indeed, since

$$
\lim _{t_{0} \rightarrow \alpha} G_{\alpha}\left(t_{0}\right)=\lim _{t_{0} \rightarrow \alpha} \widehat{F}\left(\alpha, t_{0}\right)=0 \quad \text { and } \quad G_{\alpha}(\alpha)=F^{\prime \prime}(\alpha) \neq 0
$$

the function $G_{\alpha}\left(t_{0}\right)$ is not continuous. However, we can find a cone-valued mapping $K_{\delta}\left(t_{0}\right)$ close to $K_{F}\left(t_{0}\right)$ such that its generator mapping is Lipschitz continuous. As an example, fix $\delta>0$, define

$$
\begin{aligned}
& G_{\alpha}^{\delta}\left(t_{0}\right)= \begin{cases}\hat{F}(\alpha, \alpha+\delta) & \text { if } \alpha \leq t_{0} \leq \alpha+\delta \\
\hat{F}\left(\alpha, t_{0}\right) & \text { if } \alpha+\delta<t_{0} \leq \beta\end{cases} \\
& G_{\beta}^{\delta}\left(t_{0}\right)= \begin{cases}\hat{F}\left(\beta, t_{0}\right) & \text { if } \alpha \leq t_{0}<\beta-\delta \\
\hat{F}(\beta, \beta-\delta) & \text { if } \beta-\delta \leq t_{0} \leq \beta\end{cases}
\end{aligned}
$$

and set

$$
K_{\delta}\left(t_{0}\right)=\operatorname{coneco}\left[G_{\alpha}^{\delta}\left(t_{0}\right), G_{\beta}^{\delta}\left(t_{0}\right)\right] .
$$

Analogously to Proposition 4.2, it can be shown that $K_{\delta}\left(t_{0}\right) \cap S(0,1)$ is Lipschitz continuous on $[\alpha, \beta]$. Moreover, it is easy to check that

$$
K_{F}\left(t_{0}\right)=K_{\delta}\left(t_{0}\right)
$$

for all $t_{0} \in[\alpha+\delta, \beta-\delta]$ and that

$$
K_{F}\left(t_{0}\right) \subsetneq K_{\delta}\left(t_{0}\right),
$$

for all $t_{0} \in[\alpha, \beta] \backslash[\alpha+\delta, \beta-\delta]$. This latter construction represents an application of the strategy described in Remark 4.1 to this particular case considered in the current section.

## 6. Final remarks

In this paper, we considered vector optimization problems with variable ordering structures. They are related to $K$-convex mappings where $K$ refers to a proper cone-valued mapping. This model has several applications, e.g. in medical diagnosis and portfolio optimization. We defined the cone of separations and showed that under certain assumptions the corresponding $K$-convex mapping needs to be affine. Note that this is a somehow counter-intuitive property and its geometric meaning need still to be discussed in the future. Moreover, we introduced the concept of the minimal variable $K$-convexification $K_{F}(x)$, presented sufficient conditions for the images of this cone-valued mapping to be contained in a proper cone and proved the Lipschitz continuity of some corresponding generator mappings. Note that we described a theoretical approach for generating a variable ordering mapping for which a given mapping is $K$-convex. We applied this approach to a particular case; the construction of further applications will be a topic for further research.
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