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A B S T R A C T

Oceanic current forcing in spectral wave models have recently been demonstrated to have a large impact on
wave heights at scales between one and up to several hundred kilometers. Here we investigate the impact of
such forcing on open-ocean wave heights in Northern Norway using a high-resolution spectral wave model
with currents from an ocean circulation model of similar resolution. We find that the wave model, to a large
extent, resolves regions identified in the Norwegian Pilot Guide for maritime navigation as having dangerous
sea states due to wave–current interaction. This is in contrast to a wave model forced with surface wind fields
only. We present a novel diagnostic method to map the spatio-temporal scales associated with the wave height
modulation between the two wave model predictions. The method is employed to map areas where significant
wave–current interaction can be expected. In many cases, we are also able to confirm the physical mechanisms
reported in the Pilot Guide, which are leading to an increase in wave energy due to currents. The largest wave
height differences between the two models occur when waves and currents are opposing each other. In such
situations, refraction and wave blocking are the dominating effects for the swell and wind sea parts of the
spectrum, respectively. Furthermore, including current forcing significantly improves the agreement with in
situ observations in strong tidal currents. Here, we see an increase in significant wave height of up to 50%.
Even larger relative differences, exceeding 100%, are found in sheltered areas, with one specific region showing
a reduction in model errors of 18% due to refraction and advection of wave action.
. Introduction

Inclusion of ocean currents as forcing in spectral wave models is
n active field of research, since it is one of the least developed and
east verified parts in such models (Babanin et al., 2017, 2019). This
s obviously important for day-to-day wave forecasting in regions with
trong currents, but also for other aspects like modeling air–sea interac-
ions due to the exchange of properties through the interface, which is
ey for climate predictions (Cavaleri et al., 2012). Ocean currents can
odulate wave heights significantly, and even dominate the variability

n the open ocean at scales of 10–100 km (Ardhuin et al., 2017). For
horter scales, sub-mesoscale fronts have been found to increase signif-
cant wave heights up to 30% (Romero et al., 2017), and twin model
xperiments have revealed wave height modulations up to 80% due
o current-induced refraction in low wind conditions (Romero et al.,
020). Furthermore, periodic interactions in tidal currents is known
o induce intense local wave height modulations, such as reported
y Masson (1996).

∗ Corresponding author at: Norwegian Meteorological Institute, Henrik Mohns Plass 1, Oslo, 0371, Norway.
Trygve Halsne (T. Halsne).

E-mail addresses: trygve.halsne@met.no (T. Halsne), patrikb@met.no (P. Bohlinger).

Northern Norway is known for its extraordinarily strong open-ocean
tidal currents (Gjevik et al., 1997). In addition, the region is subject
to a turbulent flow field with strong eddies in the Norwegian Atlantic
Current (NAC) and the Norwegian Coastal Current (NCC) (Mork, 1981),
see Figs. 1, 2. Further to this, the northeast Atlantic is home to the most
extreme wave climate globally (Aarnes et al., 2012). This makes North-
ern Norway an interesting region to study wave–current interaction as
there is a steady influx of swell in addition to local windsea. Specific
areas are known for intense interactions, described in detail in The
Norwegian Pilot Guide (Den norske los, 2018, hereinafter NPG). Some
are also mentioned in the classical literature (Gjevik et al., 1997). In the
NPG, they are referred to as ‘‘areas of dangerous waves’’ (Fig. 3). This
information was collected from an extensive survey among experienced
sailors and local fishermen. In addition to mapping these areas, the
survey also addressed the characteristic current and wave conditions
presumed responsible for the choppy, and sometimes dangerous, sea
states. However, there have been no attempts to resolve these areas
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using spectral wave models. In this work, we aim to map areas known
(or not known) for high and dangerous sea states presumed due to
wave–current interaction using state-of-the-art wave and ocean models.
Moreover, as different flow regimes (e.g., tidal and sub-mesoscale) are
associated with various temporal and horizontal scales, we investigate
if such a model coupling also resolves spatio-temporal variability in the
wave field, including the extreme values in specific regions like strong
tidal currents.

Only a few studies have investigated the impact of currents on
the wave field in Northern Norway. Segtnan (2014) used the wave
refraction model by Mathiesen (1987) and found that the wave prop-
agation direction close to the coast was often misaligned with the
wave direction offshore. The misalignment was attributed to current-
induced refraction due to the eddies associated with the NCC. Saetra
et al. (2021, hereinafter OS21) investigated wave–current interaction
in the Lofoten Maelstrom, which is one of the world’s strongest open-
ocean tidal currents. They found that wave breaking increased during
maximum current speeds. This was associated with an increase in wave
height due to horizontal gradients in the tidal current. Neither of these
studies sufficiently examined the flow fields impact on the wave height,
and the associated horizontal variability.

Here we investigate the impact of currents by comparing the re-
sults from a twin experiment with identical spectral wave models
(hereinafter wave models) with different forcing, i.e., one with wind
and currents and one forced with wind only. Similar model setups
have recently been shown to yield acceptable results on large (e.g.
Marechal and Ardhuin, 2021), intermediate (e.g. Kanarik et al., 2021)
and small horizontal scales (e.g. Romero et al., 2020), including tidal
currents (Ardhuin et al., 2012). We assess the impact by different
current regimes on the wave field by analyzing specific events and by
comparing them with in situ and remote sensing observations. We also
present a novel, generic, method to map spatio-temporal variability in
twin experiments based on time series analysis, which in this context
is used to map regions with strong wave–current interaction. More
generally, we assess the usefulness of such an approach for sensitivity
analysis in twin model experiments.

The paper is structured as follows: In Section 2, we provide a
description of the models, forcing, and observations together with
metrics and methods used for validation. In Section 3, we present our
results, which are further discussed in Section 4. We then present our
concluding remarks in Section 5.

2. Materials and methods

2.1. Models and observations

2.1.1. Model domain and study period
The model domain covers the coast of Northern Norway (Fig. 1), an

area with extensive maritime activity, including ship traffic, fisheries,
marine engineering, and marine harvesting (fish farming). The domain
is identical to the high resolution operational wave forecast model
at the Norwegian Meteorological Institute for this region. Northern
Norway is located in the belt of westerlies and is thus dominated by
westerly winds and waves. Specific areas in the region are subject to
vigorous tidal currents due to the semi-diurnal northward propagating
Kelvin wave. One of these is the aforementioned Lofoten Maelstrom
located on the southern tip of Lofoten (location 7—Fig. 1 local names
re referred to in italic). The tidal current’s local name is Moskstraumen,
hich we will use here (see B—Fig. 1). Combined with the Norwe-
ian Coastal Current that meanders northward, loosely following the
athymetry of the shelf, these strong tidal currents give rise to very
trong current gradients.

This study covers the period from 2018-12-01 until 2019-02-28,
hich includes six spring tide periods and some storms mainly ap-
roaching the continental shelf from the west outside Lofoten. Six times
uring the period, 𝐻 reached values above 6 m (not shown). The
s k

2

articular period was chosen since it overlaps with in situ observations
rom a measurement campaign in Moskstraumen (Saetra et al., 2021).

We pay particular attention to the locations denoted A and B and those
numbered 2–8 in Fig. 1. The first (A and B) denote the location of
the in situ observations while the latter (2–8) denote areas known for
dangerous waves according to their numbering in the NPG (see Fig. 3).
The reason why we start counting on 2, is that area 1 is outside our
model domain.

2.1.2. The WAM spectral wave model
We used a recent version of the wave model WAM, Cycle 4.7

(Komen et al., 1994; Behrens et al., 2013). WAM solves the wave action
balance equation
𝜕𝑁
𝜕𝑡

+ 1
cos (𝜙)

𝜕
𝜕𝜙
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(
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)

=

(1)
(

𝑆in + 𝑆nl + 𝑆ds + 𝑆bot
)

𝜎−1,

where 𝑁 = 𝐸∕𝜎, the wave action density, is the ratio of the spectral
wave energy density, 𝐸 = 𝐸(𝑡, 𝜙, 𝜆, 𝜔, 𝜃), and the intrinsic wave angu-
lar frequency, 𝜎. Furthermore, 𝑡, 𝜙, 𝜆, 𝜔, and 𝜃 denote time, latitude,
longitude, angular frequency, and direction, respectively. The right
hand side in (1) denotes the parameterized physical processes which
represents the wind input (𝑆in from Ardhuin et al., 2010), non-linear
wave–wave interactions (𝑆nl from Hasselmann et al., 1985), wave
dissipation due to white capping (𝑆ds from Ardhuin et al., 2010), and
bottom friction (𝑆bot from Hasselmann et al., 1985). The terms denoted
with overdots in Eq. (1) describe the wave kinematics governed by

�̇� =
(

𝑐g cos (𝜃) − 𝑈
)

𝑅−1, (2)

�̇� =
(

𝑐g sin (𝜃) − 𝑉
)

(𝑅 cos (𝜃))−1, (3)

̇ = 𝜕𝛺
𝜕𝑡

, (4)

�̇� = 𝑐g sin (𝜃) tan (𝜙)𝑅−1 + �̇�𝐷, (5)

where 𝐔 = (𝑈, 𝑉 ) is the horizontal surface current velocity vector, 𝑅 is
he radius of the earth, 𝑐g is the wave group velocity, and

�̇�𝐷 =
(

sin (𝜃) 𝜕
𝜕𝜙

𝛺 −
cos (𝜃)
cos (𝜙)

𝜕
𝜕𝜆

𝛺
)

(𝑘𝑅)−1. (6)

ere, 𝐤 is the wave number vector and 𝑘 = |𝐤|. Latitudinal and longi-
udinal advection of wave action by the wave group velocity and the
mbient current are represented by Eqs (2)–(3). The temporal change
f angular frequency is given by Eq. (4), where 𝛺 is the Doppler-shift
ispersion relation

= 𝛺(𝐤, 𝐱, 𝑡) = 𝜎 + 𝐤 ⋅ 𝐔, (7)

here 𝐱 = (𝑥, 𝑦) is the horizontal positional vector. The intrinsic
requency follows the linear dispersion relation

=
√

𝑔𝑘 tanh (𝑘𝑑). (8)

Here 𝑔, 𝑑 are the gravitational acceleration and water depth, respec-
tively. The refraction, or turning, of waves due to gradients in the
ambient current and bathymetry is dictated by Eq. (5).

The model was set up on a regular grid with 800 m horizontal
grid resolution. It had a spectral resolution of 24 directional and 30
frequency bins, ranging from 𝑓0 = 0.034523Hz to 𝑓29 = 0.5476419Hz
in logarithmic increments such that 𝑓𝑖 = 𝑓0 × 1.1𝑖 where 𝑖 = 1, 2,… , 29.

odel integration time steps of 30 s were used for both the propagation
nd source term computations. For the boundaries, we used hourly 2D
pectra from the European Centre for Medium-Range Weather Forecasts
ECMWF).

We performed a twin model experiment using the same model
pecifications and physical parameterizations. Both were forced with
urface winds, but one also included current forcing. These two runs
re hereinafter referred to as the reference run, WAMref, i.e., with zero
urrents, and the run including currents, WAMcurr. The current forcing
s not part of the source term calculations but is included in the wave

inematics [the left hand side of Eq. (1)], as shown in Eqs. (2)–(5).
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Fig. 1. The study area along the coast of Northern Norway. The Norwegian Atlantic Current (not shown) and the Norwegian coastal current (NCC) are the main ocean currents
in the region, the latter guided northwards by the bathymetry. The WAM spectral wave model domain is outlined by the blue curvilinear polygon. Within the domain, two in
situ measurement devices provided observations during the study period. These are the wave rider (WR) buoy outside A–Tennholmen and the ADCP located in the tidal current
B–Moskstraumen. Additional local reference points are listed in the legend.

Fig. 2. A view of the Norkyst 800 m ROMS ocean model is given in panels (a), (b), and (d). Panel (c) illustrates the small scale variations of the Norwegian Coastal Current
(NCC) during an algal bloom captured by the optical Copernicus Sentinel-2 and Sentinel-3 missions in 2017. The surface current speed, |𝐔|, average speed, and standard deviation,
are shown in panels (a), (b), and (d), respectively. Panel (a) show a snapshot of the ocean model surface current speed. The surface current mean flow (with directions) and the
current variability (in terms of its standard deviation) are shown in panels (b) and (d), respectively. Here, the current statistics are computed for all days in January 2019.
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Fig. 3. An overview of the areas known for dangerous waves, according to the Norwegian Pilot Guide (Den norske los, 2018, NPG). Pink areas indicate the approximate horizontal
extent of the critical areas (reproduced from the original publication), and their numbering is according to the original index. Area number 1 is outside the model domain and
hence not included. Blue denotes the wave propagation sector associated with dangerous waves, and arrows denote the corresponding critical current direction.
2.1.3. Wave model forcing
NorKyst800 provided the ocean surface currents fields used to force

WAMcurr. This is an operational configuration of the Regional Ocean
Modelling System (ROMS, see Shchepetkin and McWilliams, 2005)
operated by the Norwegian Meteorological Institute. It is a three-
dimensional ocean circulation model (hereinafter ocean model) with
800 m horizontal resolution and 42 vertical levels using topography-
following coordinates. The ocean model is forced at the boundaries by
the Hybrid Coordinate Ocean Model, which is part of the TOPAZ system
operated for the pan-European Copernicus Marine Service (https://
cmems.met.no/ARC-MFC/). Eight tidal constituents are included in the
barotropic boundary conditions. Further specifications of the ocean
model setup are given by Albretsen et al. (2011).

The ocean model gives a good representation of the currents along
the coast of Norway, which is dominated by the NAC and the NCC,
together with the tides (Christensen et al., 2018; Kristensen and Gusdal,
2021). The NCC on average flows northwards (Fig. 2b), and is loosely
following the isobaths of the continental shelf (Fig. 1). Smaller-scale
dynamics includes sub-mesoscale eddies (i.e., of the order of 0.1–
10 km, see McWilliams, 2016) originating from baroclinic instabilities
(Fig. 2a), and inertial currents resulting from the wind forcing (Röhrs
and Christensen, 2015). The appearance of eddies are readily observed
indirectly by optical satellite instruments if algal blooms are present
(Fig. 2c). Their exact location in the ocean model is, however, associ-
ated with larger uncertainty compared with the mean flow. Baroclinic
dynamics associated with the NCC are also transient, as they are
advected northwards by the mean flow. The variability of the NCC is
also strongly modulated by the tides (Fig. 2d). Further to this, several
areas close to the shoreline have high variability but with a weak mean
flow. This includes Moskstraumen where OS21 found the horizontal
extent, magnitude, direction and phase of the modeled current field to
be in reasonable agreement with in situ and satellite observations.

Wind forcing was taken from the operational forecasts generated by
the Arome Arctic numerical weather prediction model operated by the
Norwegian Meteorological Institute. It is a 2.5 km horizontal resolution
non-hydrostatic model with 65 vertical levels, and is primarily based on
the High Resolution Limited Area Model (HIRLAM)–ALADIN Research
on Mesoscale Operational NWP in Euromed (HARMONIE) AROME
4

configuration. Further specifications are given in Müller et al. (2017).
We used the surface wind fields, 𝐔10, as input to 𝑆in.

2.1.4. In situ observations
Observations from two instruments located in the southern part of

the model domain were available during the period studied (see A,B
Fig. 1). The first, a Nortek Signature 500 acoustic Doppler current
profiler (ADCP), was located east in Moskstraumen. These measure-
ments were reported by OS21, where a more complete description
of the data set and the area can be found. The observations include
standard integrated wave parameters like significant wave height and
the mean wave period, together with wave directional information.
In addition, the ADCP measured the vertical profile of the current,
which is barotropic during the tidal cycles (OS21). Wave measurements
during two of the spring tide events were sometimes flagged as invalid
at maximum current speed because the instrument tilted beyond the
operating range (10◦ from zenith).

The second in situ instrument is a Datawell Mk3 waverider buoy
(WR), moored near the island of Tennholmen. This buoy reported sig-
nificant wave height and mean zero upcrossing period 𝑇𝑧 with hourly
temporal resolution.

For practical purposes, we denote both the observed and spectral
estimate of significant wave height as 𝐻s since they are very simi-
lar (Holthuijsen, 2007). The same applies for the mean wave period,
hereafter denoted 𝑇𝑚02.

The maximum observed 𝐻s values were about 8.5 m and 10.5 m
from the ADCP and the WR, respectively (not shown).

2.1.5. Remote sensing observations
Several satellite altimeter missions are archived and openly ac-

cessible through the ESA Sea State Climate Change Initiative (CCI,
https://data.ceda.ac.uk/neodc/esacci/sea_state/data/v1.1_release/l2p)
and the Copernicus Marine Service (https://marine.copernicus.eu/).
This includes the Copernicus Sentinel-3 missions together with the
SARAL/AltiKa and Cryosat −2. It is common to filter and resample
Level-2 20 Hz (approx. 350 m resolution) retrievals to Level-3 1 Hz
(approx. 7 km resolution) (Bohlinger et al., 2019). For December
2018, we used the Level-3 multimission dataset from CCI. For January

https://cmems.met.no/ARC-MFC/
https://cmems.met.no/ARC-MFC/
https://cmems.met.no/ARC-MFC/
https://data.ceda.ac.uk/neodc/esacci/sea_state/data/v1.1_release/l2p
https://marine.copernicus.eu/


T. Halsne, P. Bohlinger, K.H. Christensen et al. Ocean Modelling 176 (2022) 102071

H
t
d
t
r

R

2

b
b
t
a

n
[

𝐸

𝐸

F
s
𝛥
w

c
t
c
o
a
w
i
m
t
w

.

f
a
M
w
s
t
M
s

d
t
b
s
S
a
t
t
2
i

m
m
i
m
i
o
v
f
m
o
f
m

3

a
(
c
v
w
a
f

and February 2019, we used the Sentinel-3 Level-3 data since the
multi-mission dataset does not yet cover this period.

2.2. Verification

2.2.1. Verification metrics
For verification against observations, we computed the normalized

root mean squared error (NRMSE) and normalized bias (NBIAS) using
the same definition as that of Ardhuin et al. (2010),

NRMSE(𝑋) =

√

∑

(𝑋o −𝑋m)2
∑

𝑋2
o

, (9)

NBIAS(𝑋) =
∑

(𝑋o −𝑋m)
∑

𝑋o
. (10)

ere subscripts ‘‘o’’ and ‘‘m’’ denote observation and model, respec-
ively, and 𝑋 denotes the variable. For model intercomparison, we
enote the absolute difference between the two wave model integra-
ions as 𝛥𝑋 = WAM𝐜𝐮𝐫𝐫 −WAM𝐫𝐞𝐟 . Relative changes between the model
uns are denoted as

C(𝑋) = 𝛥𝑋
𝑋ref

, (11)

where the subscript ‘‘ref’’ indicates values from WAMref. Instead of the
NRMSE, we computed the RMSE in this respect. Further, we computed
the mean, standard deviation (𝜎) and minimum/maximum difference.

.2.2. Spatio-temporal variability
Since the ocean circulation within the model domain is dominated

y the NCC, inertial currents, and the tides, we expect wave heights to
e modulated on the associated temporal scales. For tides we consider
he M2 semidiurnal tidal constituent. The inertial frequency is the
bout the same as M2 in the area, making it difficult to discriminate

these in the open ocean. Close to shore, however, the topography
cancels the inertial response. For baroclinic instabilities associated
with the NCC, namely, fronts and eddies, we consider frequencies
between hours to a couple of days, which generally reflect their life
cycle (McWilliams, 2016). In order to separate the dominant temporal
modes and their associated energy, we conducted a time series analysis
for all grid points in our model domain, similar to the single point
analysis by Gemmrich and Garrett (2012) and OS21. That is, power
spectral densities (PSDs) for each model grid point, (𝑖, 𝑗) were computed
for a specific difference variable 𝛥𝑋 (i.e. WAM𝐜𝐮𝐫𝐫 −WAM𝐫𝐞𝐟 ). We now
compute the energy associated with the low-frequency band [𝑓0, 𝑓1],
amely the NCC (denoted by index 1), and the high-frequency band
𝑓2, 𝑓3], namely M2 (denoted by index 2), as

̂1,(𝑖,𝑗) = ∫

𝑓1

𝑓0
PSD(𝛥𝑋)(𝑖,𝑗) 𝑑𝑓 , (12)

̂2,(𝑖,𝑗) = ∫

𝑓3

𝑓2
PSD(𝛥𝑋)(𝑖,𝑗) 𝑑𝑓 . (13)

or convenience we here consider 𝐻s since it is proportional to the
quare root of the wave energy. Note that �̂� represents the variance of
𝑋 summed over a specific frequency range and should not be confused
ith the wave energy density 𝐸.

To help visualize the variability of the two frequency bands, we now
reate a red–green–blue (RGB) color composite showing the spatio-
emporal variability of �̂� as (R,G,B) = (�̂�1, �̂�2, �̂�1). Variations asso-
iated with the low frequencies (1) appear as purple (equal amounts
f red and blue), while variations associated with high frequencies (2)
ppear as green. Black then comes to represent zero variability while
hite means both temporal scales are present in equal amounts. This

s a method which is frequently used in remote sensing applications for
ultitemporal change detection analysis (e.g. Marin et al., 2015), but

o our knowledge has not been applied to spatial spectral analysis of
ave model fields before.
 D
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Table 1
Bulk validation metrics for 𝐻s and Tm02 computed for the wave models vs. observations

NBIAS NRMSE

WAMcurr WAMref WAMcurr WAMref

𝐻s
ADCP (N = 3767) 0.119 0.120 0.215 0.216
WR (N = 2133) 0.109 0.100 0.181 0.174
Altimeter (N = 1913) 0.05 0.05 0.21 0.21

Tm02
ADCP (N = 3500) 0.185 0.194 0.170 0.175
WR (N = 2133) 0.134 0.115 0.181 0.174

3. Results

3.1. Wave model validation against observations

3.1.1. In situ observations and bulk validation
Energy fluctuations at each observation location are investigated

through a power spectral density (PSD) analysis of 𝛥𝐻s (Fig. 4a) and 𝐻s
observations (Fig. 4b). For WAMcurr in Moskstraumen, the most distinct
requency peaks are located around the tidal constituents M2 and M4
s well as near the inertial frequency, 𝑓 , which is about the same as
2 in the area (Fig. 4a). This is in accordance with the observations,
ith pronounced peaks around M2 and M4 (Fig. 4b), where the latter is

hifted slightly toward lower frequencies in WAMcurr. At Tennholmen,
he M2 signal in 𝛥𝐻s is about two orders of magnitude smaller than
oskstraumen, which makes sense since the area is not exposed to

trong tidal currents (Fig. 4).
For frequencies below M2, the underlying causes for the inter-model

iscrepancies are many (Fig. 4a). Firstly, there is a delayed response in
he mean flow due to the synoptic weather systems. OS21 found wave
reaking in Moskstraumen to correspond well with the passage of such
ystems for frequencies below 0.75 cycles per day (see their Fig. 4c).
econdly, the refraction of wave action density due to eddies and whirls
ffects the wave height variability on longer time scales than those of
he tides. This will be discussed in detail later. Thirdly, during one of
he storms within our study period (e.g. 𝐻s > 6 m), 𝛥𝐻s exceeded
m in Moskstraumen. Thus, strong wave height modulations occurred

nfrequently. Such a storm event is further elaborated in Appendix.
In terms of verification metrics, the overall performance of the wave

odel compared against the observations is listed in Table 1. Both
odel runs have a negative bias of about 10% in 𝐻s compared with the

n situ observations. The NRMSEs are in the range 17–22%, and inter-
odel differences are below 1%. We find slightly higher differences

n NBIAS and NRMSE for 𝑇m02 (Table 1). This is similar to the results
f Palmer and Saulter (2016), who also reported inconclusive bulk
alidation metrics but found a more realistic representation of the wave
ield sub-regions dominated by tides. Model errors accumulate in such
etrics if the spatio-temporal variations between model output and

bservations are slightly out of phase. Due to this, Ardhuin et al. (2012)
ound increasing wave model errors in tidal currents against a wave
odel forced with wind only.

.1.2. Altimeter observations
When considering the entire domain, the NBIAS and NRSME against

ltimeter observations of 𝐻s are virtually identical for both model runs
Table 1). However, sub-regions expected to have significant wave–

urrent interaction (Fig. 5) do reveal a systematic improvement for all
alidation parameters for WAMref in Vestfjorden (location 8 in Fig. 1)
ith a 16% reduction in bias in December 2018 (P5, Table 2). Albeit
bit less, a decrease in model error and bias can also be seen for P5

rom the CMEMS product. Here, there are twice as many samples as in

ecember 2018 (N = 76 vs N = 29).
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t

Fig. 4. Power spectral density (PSD) plots of 𝛥𝐻s (= WAMcurr - WAMref) and 𝐻s time series at the in situ observation locations covering the study period. Panel (a) shows 𝛥𝐻s
from grid points closest to the ADCP and wave rider (WR) locations. Panel (b) shows PSDs computed for the 𝐻s observations in Moskstraumen (ADCP) and Tennholmen (WR). The
shaded region around the PSDs indicates the 95% confidence limits. The tidal constituents M1, M2, and M4 are plotted as vertical gray dashed lines for reference together with
the inertial frequency, 𝑓 (red dashed line).
Fig. 5. Altimeter level-3 𝐻s observations within the model domain from the CCI multimission (gray) and CMEMS (black), together with polygons (P1–P5) for regional comparison.
3.2. Large-scale model inter-comparison

3.2.1. Temporal modes in horizontal 𝐻s variability
In addition to the lowest frequencies (see Section 3.1.1), we find

hat 𝛥𝐻 exhibits two main temporal scales, controlled by the baroclinic
s

6

instabilities associated with the NCC (𝑇e) and the M2 semidiurnal tidal
constituent (𝑇t). In general, the life-cycle of eddies and fronts lasts
from hours to days depending on their generating mechanism and the
prevailing conditions (McWilliams, 2016). In our domain we find that
normally 𝑇 > 𝑇 (not shown). Since the wind forcing is the same in
e t
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Fig. 6. Characterization of spatio-temporal variability in 𝛥𝐻s. The image consists of �̂�𝑒, �̂�𝑡, and �̂�𝑒 from Eqs (14)–(15) on the R, G, and B channels, respectively. Hence, shadings
of purple signify areas where the variability is associated with �̂�𝑒 while shadings of green correspond to �̂�𝑡. White (black) show areas where both (none) of the modes have
energy. The PSDs originate from a time series analysis for each model grid point. A few selected cases are shown in the lower panel for Moskstraumen (label 𝑖), Breisundet (label
𝑖𝑖), and Senja (label 𝑖𝑖𝑖). The gray shaded areas denote the frequencies that are excluded in the analysis, and the vertical dashed lines denote the M2 and M4 tidal constituents.
Numbering 2–8 denote the dangerous wave areas from Fig. 3.
Table 2
Validation metrics computed for specific sub-regions (polygons P1–P5 in Fig. 5) against
altimeter observations of 𝐻s. Pearson correlation coefficient is denoted 𝑟.

NBIAS NRMSE r

WAMcurr WAMref WAMcurr WAMref WAMcurr WAMref

December 2018 CCI multimission
P1 (N = 62) 0.18 0.17 0.21 0.21 0.91 0.91
P2 (N = 21) 0.00 −0.02 0.17 0.15 0.64 0.70
P3 (N = 37) 0.12 0.12 0.18 0.18 0.92 0.92
P4 (N = 165) −0.01 −0.01 0.12 0.13 0.93 0.92
P5 (N = 29) 0.47 0.63 0.53 0.71 0.40 0.25

January–February 2019 CMEMS
P1 (N = 88) 0.05 0.04 0.20 0.18 0.87 0.89
P2 (N = 93) −0.04 −0.04 0.19 0.19 0.94 0.94
P3 (N = 106) −0.01 −0.01 0.27 0.26 0.71 0.73
P4 (N = 344) 0.10 0.10 0.24 0.24 0.89 0.90
P5 (N = 76) 0.26 0.32 0.33 0.37 0.91 0.90

WAMcurr and WAMref, 𝑇e and 𝑇t should be resolved by WAMcurr only.
e used Eqs (12)–(13) to discriminate these temporal modes as follows,

̂𝑒,(𝑖,𝑗) = ∫

𝑀1+𝛿𝑓

𝛿𝑓0
PSD(𝛥𝐻s)(𝑖,𝑗) 𝑑𝑓 , (14)

�̂�𝑡,(𝑖,𝑗) = ∫

𝑀2+𝛿𝑓

𝑀2−𝛿𝑓
PSD(𝛥𝐻s)(𝑖,𝑗) 𝑑𝑓 . (15)

ere, 𝛿𝑓0 correspond to about 0.4 cycles per day and constitute a low
ass filter, and 𝛿𝑓 correspond to about 3 h.

An RGB composite showing the spatio-temporal variability of 𝛥𝐻s
s given in Fig. 6. It is clear that the tides impact the wave height in
he area surrounding Lofoten, in particular in Moskstraumen (𝑖,7 Fig. 6).
ere, the energy modulation at M2 is an order of magnitude larger
ompared with other areas dominated by tidal currents (lines 𝑖 and 𝑖𝑖

Fig. 6). Furthermore, tidal processes mostly dominate close to the coast,
including in narrow sounds and channels. In addition to bathymetric
effects, some of these are also affected by corner effects that locally
accelerate the tidal current. We also performed an analysis including
the M4 components, which gave more or less the same result (not
shown).

In some regions, 𝑇e and 𝑇t appear simultaneously, but spatially
separated, as in the highlighted box. In these cases, the wave height
modulation is most often associated with the tides, but �̂�(M2) can

̂
be orders of magnitudes lower than 𝐸(M1) (not shown). Thus, the

7

wave–current interaction is dominated by tidal processes, but local
topographic conditions like the corner effect can affect the flow field,
and also and the incoming wave field. For the latter, refraction is very
sensitive to the incoming wave direction, and waves can at times be
refracted into sheltered areas.

Between areas 6 and 7, modulation on 𝑇e is most pronounced
(Fig. 6). Here, some places have a strong M1 signal, while others are
modulated on longer time scales, similar to the shallow banks outside
Senja (see 𝑖𝑖𝑖,6 Fig. 6).

Further away from the coast, 𝑇e is more pronounced, but with
less variability, as seen south and west of Lofoten (7– Fig. 6). This
also includes the strip north of Rolvsøya (location 4– Figs. 1,6), where
the NCC is meandering with strong eddy activity and large current
variability (Figs. 2a,d). As expected, this suggests that wave refraction
due to eddies and whirls is what drives the differences between the
two wave model runs in such areas. Furthermore, it shows that wave–
current interaction becomes more intense in areas close to the coast
with strong tides than further away from the coast.

3.2.2. Statistical variability
There are some systematic differences in the twin model experi-

ment. An area which stands out is Vestfjorden (8– Fig. 1), where on
average 𝛥𝐻s > 0 (i.e., WAMcurr > WAMref in Fig. 7a). The region
stands out even more clearly in terms of the relative change (RC), with
mean 𝛥𝐻s values from +20% and above, and maximum values well
above 100% (Figs. 8a,c). For 𝛥𝑇𝑚02, the mean value in Vestfjorden is
between 0.5 − 1 s with maxima around +3 s (not shown). Considering
the Doppler shift and conservation of wave action, one would expect
the increasing wave periods to be associated with decreasing wave
amplitude. However, 𝛥𝐻s is positive, suggesting other dominating
mechanisms (Figs. 7a, 8a).

Vestfjorden is sheltered from the strongest winds and has in general
lower waves compared with the more exposed areas in the Lofoten
archipelago. The systematic increase in 𝐻s is mainly caused by advec-
tion of wave action due to the tidal oscillations and the NCC, together
with current-induced refraction. To illustrate the impact of these ef-
fects, we inspect a case on 2019-01-05 shown in Fig. 9. Here, the area
was dominated by eastward propagating swell and calm westerly winds
and 𝐻s about 0.1 m and 0.6 m in WAMref and WAMcurr, respectively
(not shown). The wind sea wave height was more or less the same
in both models (lower middle left panel of Fig. 9). The swell heights,
however, were larger in WAM , and the mean swell direction was
curr
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Fig. 7. Horizontal variability of 𝛥𝐻s statistics including the mean (a), 𝜎 (b), RMSE (c) and minimum/maximum values [(d)/(e)]. All parameters are computed for the entire study
eriod. The mean value for all grid points are denoted in each panel by ‘‘<Rlon, Rlat>’’. Minimum and maximum values denote the extremes for each grid cell and does not,
ecessarily, originate from the same time steps. Numbering 2–8 denote the dangerous wave areas from Fig. 3.
ore northwards compared with WAMref (upper middle right panel
f Fig. 9). Swell enters Vestfjorden through Moskstraumen, and meets
trong current dipoles caused by the tidal current (see Fig. 9 OS21
nd Fig. 8 Børve et al., 2021). Current-induced refraction is strongly
onnected to the vertical vorticity 𝜁 of the current (Dysthe, 2001),
nd the dipoles thus have a strong influence on the wave propagation
aths when propagating through Moskstraumen, as shown by OS21
their Fig. 12). The influence of current refraction on swell can also
xplain the aforementioned mean increase in 𝛥𝑇𝑚02 with longer swell
ropagating into Vestfjorden in WAMcurr (upper right hand panel of
ig. 9). In addition to refraction in Moskstraumen, the advection of
ave action from the south by the NCC (see Fig. 1) also modulates the
ave field. The mean 𝐻s difference for a 24 hour period was higher

n WAMcurr, despite the changing vorticity field in Moskstraumen due
o the tidal current (lower right panel of Fig. 9). The accumulation of
ave action in Vestfjorden is in accordance with the results of Ardhuin

t al. (2017), who found refraction and advection effects to dominate
nd partially cancel each other for scales larger than 30 km. Inclusion
f current forcing tends to also reduce the horizontal difference in 𝐻s
cross the Lofoten peninsula (not shown).

The shallow banks outside Senja reveal a positive mean and large
aximum 𝛥𝐻s (location 6– Fig. 7). There are also several locations

n lee of the mean NCC that exhibit substantial differences in wave
nergy connected to flow acceleration from corner effects (Fig. 7a).
t is also interesting to note the separation between areas of positive
nd negative mean 𝛥𝐻s in the northernmost part of the model domain
e.g., between areas 3 and 4 in Fig. 7). Here, areas with on average
ositive 𝛥𝐻s are located away from the coast, i.e., collocated with

regions of higher eddy activity and large current variability (Figs. 2a,d),
and areas that are on average negative are located closer to the coast.
The 𝜎, RMSE, and min/max values indicate some hot spots mostly
8

located close to the shoreline and associated with strong tidal currents
(Fig. 7, panels b–e). These coincide with the strongest signal in the
spatio-temporal analysis in Fig. 6.

3.3. Mapping regions with dangerous sea states

The regions identified by the NPG have been analyzed using the
twin model experiment and observations (Fig. 3). We chose to inves-
tigate the areas where the ocean and wave models are expected to
represent the dominating physical processes, and where the NPG gives a
sufficient description of the phenomenon and underlying cause. Hence,
area 2 is excluded in the analysis. In the subsequent sections, the re-
gions are categorized according to their dominant cause. Moskstraumen
(area 7) is highlighted because of the intense wave–current interactions
as well as the availability of in situ observations.

3.3.1. Area 3 and 4: Opposing waves and tidal currents
Area 3 is exposed to the open ocean, as well as being subjected to

a shallow plateau between 30–70 m (location 3 Fig. 1) which causes
additional acceleration of the current. There is a clear tidal modulation
of the wave field close to shore, where WAMcurr predicts higher mean
wave height values (3– Figs. 6, 7a). The sharp transition to negative
𝛥𝐻s values further away from the coast is due to the mean flow
direction of the NCC being eastward, together with waves primarily
coming from west. In addition, the counter-flowing M2 component is
much weaker further out. Maximum increase in wave heights for this
area was up to 40% in the period studied (Fig. 8c).

Although not confirmed with in situ measurements, the current in
Rolvsøysundet and Breisundet (Rs and Bs in Fig. 10) is estimated to
exceed 1 ms-1 (Den norske los, 2018). During spring tide, the current



T. Halsne, P. Bohlinger, K.H. Christensen et al. Ocean Modelling 176 (2022) 102071

Fig. 8. Horizontal variability of relative change (RC) including the mean (a), and minimum/maximum values [(b)/(c)], computed for the entire study period.

Fig. 9. Advection and current-induced refraction of wave energy in Vestfjorden at 2019-01-05T15:00 UTC. Upper panels from left denote the current speed, the vertical vorticity
normalized by inertial frequency 𝑓 , 𝛥 swell direction (black arrows WAMref, red arrows WAMcurr), and 𝛥𝑇𝑚02, respectively. Lower panels from left denote total 𝛥𝐻s, the difference
for the wind sea, and swell components, and the mean difference for one day centered around 15:00UTC (together with mean swell propagation directions as above), respectively.

9
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Fig. 10. Model snapshots at 2019-02-21T21 UTC for area 4 (see Fig. 3). Panels show: (a) the ocean current speed overlaid with tidal current direction (red arrows), (b) 𝐻s with
verlaid mean wave direction from WAMref, (c) 𝛥𝐻s, and (d) wind speed with mean direction (black arrows). Wind, wave, and current conditions are similar to those reported
o generate dangerous waves according to Den norske los (2018) in Rolvsøysundet (Rs) and Breisundet (Bs).
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s reported to set up a rough sea state. A model snapshot is shown in
ig. 10. Here, the current meets the waves in Rs and Bs, resulting in an
ccompanying RC of about 20% and 40%, respectively. Maximum 𝛥𝐻s
s about 0.7 m in Bs for the entire study period, and maximum RC is
bout 50%. The location of the areas with increased wave heights are
ell predicted by WAMcurr, together with their associated time scale,
s seen in the highlighted rectangle in Fig. 6. The area with the largest
ositive 𝛥𝐻s, north of Rs, is not mentioned in the NPG. One reason
ould be that it is located on a shallow plateau with depths between
0–70 m, and is thus not used extensively for ship traffic.

.3.2. Area 5 and 6: Refraction over shallows
Area 5 exhibits mostly positive mean RC over the shallows banks

n the area, sometimes exceeding 25% (Figs. 1, 8). Even though the
rea is reported in NPG, the shallows are not denoted in the nautical
harts provided by the Norwegian Mapping Authorities, contrary to all
he other areas (https://norgeskart.no/#!?project=norgeskart&layers=
008). Nevertheless, the area is qualitatively resolved in terms of
ncreased wave heights over the shallow regions according to the NPG

The shallow banks outside area 6 are also resolved in WAMcurr, with
heir on average positive RC in 𝐻 up to 15% (Figs. 1, 8a). The shallow
s v

10
anks are also clearly visible in Fig. 6, with temporal modes associated
ith 𝑇e. According to the NPG, dangerous waves occur when the tidal

ycle is in phase with the NCC. The wave heights for northernmost
hallow bank outside area 6 increase up to 40% (Fig. 8c). In order
o quantify the impact of refraction, we conducted a wave ray-tracing
nalysis as shown in Fig. 11. Here we have implemented a wave ray-
racing solver for the Cartesian version of Eqs (2)–(5) to qualitatively
ssess the importance of refraction. Switching off the ambient current,
he wave rays for a 14 s period swell converge over the shallow ridge
ue to depth-induced refraction (Fig. 11d). However, when currents
re included, additional wave rays converge over the shallow due
o current-induced refraction, causing the increase in 𝐻s in WAMcurr
Fig. 11c). Thus, the ambient current acts as a wave guide towards
he shallower regions by which the waves becomes trapped by the
athymetry, which in turn yield increasing wave heights.

.3.3. Area 7: Moskstraumen
Intense wave–current interaction due to Moskstraumen occur on

oth sides of the southern tip of Lofoten (location 7– Fig. 1). The west
ide is known for the maximum 𝐻s modulation, but the in situ obser-

ations were collected on the east side (B, Fig. 1). Here, the observed

https://norgeskart.no/#!?project=norgeskart&layers=1008
https://norgeskart.no/#!?project=norgeskart&layers=1008
https://norgeskart.no/#!?project=norgeskart&layers=1008
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Fig. 11. The impact of current-induced refraction for the northernmost shallow bank in area 6 (see Fig. 3). A 𝑇 = 14 𝑠 period wave is propagating against the current (panel a)
according to the modeled mean swell direction (panel b) using a wave tracing solver. Panels (c) and (d) show the impact of current induced refraction (overlaid swell 𝛥𝐻s) and
refraction due to bathymetry only (overlaid the depth profile), respectively.
interactions are presented first, followed by a detailed analysis on the
west side.

The time series of 𝐻s and the associated wave spectrum during an 8-
ay spring tide period in January 2019 are shown in Fig. 12. At the end
f the period, WAMcurr 𝐻s compares well with the observations at tidal
ycles (see black triangles in Figs. 12a,g). Beginning on 23 January,
he mean wave propagation direction gradually shifts from west to
ast following a shift in wind direction (Figs. 12c and d). Thus, wind
aves and currents are coming into opposition as the current reaches

ts maximum. This leads to an increase in energy for the wind sea part
f the observed and the WAMcurr spectrum (Figs. 12f,g). A current of
m s-1 (Fig. 12b) will block opposing wind waves with periods 𝑇 = 5 s

and shorter, which correspond well with the observed and modeled
wind wave periods of around 0.2 Hz (Figs. 12f,g).

The modeled current maximum is more or less in phase with the
observations (Fig. 12b). However, the peak after current maximum is at
times out of phase (see black arrows Fig. 12b). Here, the northernmost
11
part of the tidal current that has turned, as it turns westward before
the rest of the tidal current (not shown). The turning induces a local
horizontal shear of opposing surface currents, known locally as Strinna,
which gives rise to a complicated sea state (Den norske los, 2018). Thus,
for the first highlighted 𝐻s peak, WAMcurr is out of phase with the
observations as the eastward (not shown) propagating swell undergo
an increase in wave energy due to Strinna (see lowest frequencies
about 01-23T12:00 UTC Fig. 12f). Nevertheless, the 1D spectrum also
reveal enhanced wave energy for the wind sea at current maximum,
which corresponds well with the observations (Figs. 12f,g). However,
at current maximum, the energy of the aforementioned swell decreases
due to following waves and currents leading the decrease in 𝐻s. In
the context of numerical ocean modeling, a local phenomenon like
Strinna can contaminate neighboring grid points due to limited hori-
zontal resolution. This can in turn lead to a mismatch between wave
predictions and observations, like in the case just described above. This
highlights the challenges of comparing individual model grid points
with observations.
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Fig. 12. Time series of modeled and measured wave, current, and wind conditions in Moskstraumen during spring tide in January 2019. Panels show: (a) 𝐻s from WAMcurr (blue),
WAMref (orange) and ADCP (magenta). Triangles denote when 𝐻s is modulated due to the tidal current heading eastward during a rising tide. (b) modeled (blue) and observed
(magenta) current speed (|𝐔|). (c) Observed current (red) and mean wave propagation (gray) directions. (d) modeled wind speed (blue) and direction (red dots). The 2D wave
energy density spectra from WAMref, WAMcurr, and the ADCP observations are given in panels (e), (f), and (g), respectively. (h) denote the 2D spectrum for a single point in time
(see red line panels e–g).
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Upon inspection of the 1D spectrum during current maxima we
see that the wave energy around the peak frequency is two orders
of magnitude larger in WAMcurr than WAMref, and correspond better
with the observations (see Fig. 12h). However, the energy decay for the
higher frequencies are less compared with the observations, suggesting
that the wave dissipation parameterization is too conservative in cases
like this.

Even though wave growth due to blocking waves seems to be the
dominant mechanism, it most likely occurs in combination with the
relative wind and the radiation stresses as also reported by Ardhuin
et al. (2012), Vincent (1979). The impact of the relative wind is, how-
ever, not quantified in WAMcurr (Section 2.1.2). Nevertheless, the wind
sea modulation at the peak of the tidal cycle corresponds well with
the enhanced wave breaking reported by OS21 (see their Fig. 7). From
Fig. 12c, it is perhaps not obvious that the waves and currents oppose
each other near the current maximum since the observed mean wave
direction can change erratically and sometimes record westward prop-
agating waves. As the ADCP is an Eulerian measurement, these spikes
around the current maximum are a result of blocked waves which
are advected westward by the strong tidal current. Additional selected
cases comparing observations with model results in Moskstraumen are
given in Appendix.

From the twin experiment intercomparison, maximum 𝐻s modula-
ion in Moskstraumen occurs on the western side of Lofoten, when the
idal current is heading westward during a falling tide (see area 7 in
12
ig. 7e). A snapshot from 2019-01-24T05 UTC is shown in Fig. 13.
ere, eastward propagating swell opposes the tidal current. Using the
forementioned wave ray-tracing method, a 𝑇 = 12 s period wave train
as propagated through the domain. This wave period is representative
f the peak period in WAMcurr (not shown). We find the focusing of
ave ray paths to agree with 𝛥𝐻s in the current branch (right panel
ig. 13). Local wind sea is also present, but the swell part of the
pectrum is more strongly modulated by the tidal current (not shown).
rapped waves due to tidal currents were also reported by Ardhuin
t al. (2012) from their field and model study in the Fromveur passage.
n our case, however, the horizontal extent of the tidal current is not
ufficiently long for the swell to be reflected back to the center from
he edges of the current branch.

The largest 𝛥𝐻s west in Moskstraumen was about 90%. During
periods of relatively calm winds, with 𝐻s between 2–3 m, 𝛥𝐻s was
about 1.5 m (not shown), giving a relative difference of about 50%.
This implies that the current can modify the wave field to the same
extent as that of the wind field variations. We also found minimum
𝛥𝑇𝑚02 < −3 s in Moskstraumen, which is caused by the increase in wave
frequency due to the Doppler shift (Eq. (7)).

4. Discussion

In Moskstraumen, the observed temporal scales of wave field modu-
lations are resolved in WAM (Figs. 4, 6). The wave energy density
curr
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Fig. 13. Model snapshots (2019-01-24T05 UTC) during a falling tide in Moskstraumen (area 7 Fig. 3), when the tidal current is heading west. Panel (a) shows the current speed
and direction (red arrow) and the dominant swell propagation direction (white arrow). Panel (b) show 𝛥𝐻s with overlaid wave rays (blue) corresponding to eastward propagating
swell with 𝑇 = 12 s from a wave ray tracing solver.
Fig. 14. Maximum 𝛥𝐻s for the entire study period (see Fig. 7e) overlaid with the areas known to be exposed to dangerous waves (black solid lines from Fig. 3) together with
elected areas with strong temporal 𝐻s variability at different temporal modes (see Fig. 6).
pectrum and the associated 𝐻s are at times also correctly represented
y WAMcurr, contrary to WAMref (see Fig. 12). This is in agreement
ith Ardhuin et al. (2012), who also found their wave model capable
f representing the current-induced effects using the same wave dissi-
ation parameterization as in our study. Furthermore, and as shown
xplicitly in Appendix, the current forcing can impact the wave field
o a similar degree to that of wind field, and also provide a more
ealistic representation of 𝐻 during strong storms (𝑈 = 35 m s-1,
s 10

13
𝛥𝐻s ∼ 2 m, see Fig. 15d). We find that the largest wave height
modulations in tidal currents occur when waves oppose the current. For
wind sea, the increase in wave heights are due to wave blocking and
energy bunching due to the Doppler shift, whereas refraction is most
important for swell. This is also in agreement with previous work (e.g.
Baschek, 2005; Ardhuin et al., 2012; Masson, 1996; Romero et al.,
2017, 2020). However, deviations between observations and model
results suggest that some wave–current interactions are not properly
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Fig. 15. Comparing 𝐻s representation for selected segments in Moskstraumen. Columnwise, panels a-e show a zoomed view on 𝐻s time series for a particular period, with a 2D
𝛥𝐻s snapshot associated with the vertical gray line. Arrows filled with red and white represent the tidal current direction and mean wave propagation direction, respectively. The
approximate mean wind speed, ⟨𝑈10⟩, and maximum current speed, |𝐔|, for each of the snapshots are denoted in each time series panel. Red triangle denotes the location of the
ADCP.
resolved by the wave model, which is expected due to the limitations
of linear theory (Babanin et al., 2017). It is also a reminder of the
inaccuracy of comparing single model grid cells with observations.

As the tidal cycles are well resolved WAMcurr (Fig. 12f), we consider
it valid to extrapolate our analysis from Moskstraumen to other areas
exposed to tidal currents, despite the lack of observations. This is of
particular interest for dangerous wave areas (Fig. 3), and includes
area 3, area 4 (Fig. 10), and the west side of Moskstraumen (Fig. 13)
where we have no in situ measurements. For the latter, the model
inter-comparison reveals an increase in 𝐻s of up to 90% in the study
period.

On longer time scales, WAMcurr qualitatively resolves areas 5 and
6 in the mean (Fig. 7a), but also for single cases (Fig. 11). We find the
ambient current to act as a wave guide such that additional wave trains
gets trapped by the local bathymetry, ultimately leading to increasing
wave heights. The wave and current conditions correspond to what is
reported in the NPG (Den norske los, 2018).

We find the proposed method of mapping the spatio-temporal vari-
ability differences between two runs in a twin experiment to be useful
in identifying regions with intense wave–current interaction (Fig. 6).
The information thus provided complements that from the maps of
𝜎 and RMSE (see Figs. 7b,c) by clearly distinguishing the dominant
spectral regimes at work. When overlaying the most dominant areas in
Fig. 6 with the maximum 𝛥 𝐻s (Fig. 7e) together with the dangerous
waves areas (Fig. 3), we see that those that are exposed to strong tidal
currents stand out (Fig. 14). As all of these areas were characterized
independently in the NPG, i.e. the areas 2–8, we conclude that this
demonstrates the importance of including current forcing in high-
resolution wave models in areas with strong currents. Their use is
two-fold. First, the sort of twin-model runs shown here can be used
to identify areas where the sea state is influenced by strong currents,
and associated gradients. This can best be done by running twin-model
hindcasts over sufficiently long periods and then analyze the difference
14
fields of the two runs using the methodology presented here. In partic-
ular, mapping the average (Fig. 7) and maximum (Fig. 14) differences
in significant wave height, 𝛥𝐻s, and assessing the associated spectral
distribution through RGB composites (Fig. 6) are efficient ways to
identify such potentially dangerous regions. Secondly, the same method
can be employed for real-time forecasting, as is done operationally at
the Norwegian Meteorological Institute. By providing maps of the wave
height difference from such twin-model forecasts, it is immediately ev-
ident when and where situations with strong wave–current interaction
can be expected.

In area 8 in Vestfjorden, we do not find spiky values in 𝛥𝐻s indi-
cating large waves. However, we do find that WAMcurr reduces the
bias and NRMSE in 𝐻s against altimeter observations (P5 Table 2
and Figs. 5, 7, and 8). For the remainder of the domain, wave height
variations mostly occur on shorter horizontal scales than the Vestfjorden
basin (like P1-P4 in Fig. 5) such that the coarse resolution of Level-
3 altimeter observations (about 7 km) is insufficient to reveal the
differences. Utilizing Level-2 observations using novel filtering meth-
ods, such as Bohlinger et al. (2019) for characterizing wave height
variability will be the focus of future studies.

An area that stands out with strong wave field modulation, which
is not reported in the NPG, is located between area 6 and 7 in Fig. 3.
Our findings show that �̂�𝑡 < �̂�𝑒 (Fig. 14). However, �̂�(M1) is in the
northernmost part similar to that in Moskstraumen (see line 𝑖 Fig. 6).
Further south, the wave field modulation occur on frequencies below
M1, suggesting that refraction due to eddies and whirls dominate.
More field work experiments is needed to properly assess wave–current
interaction in this area.

A limitation in the present study is the use of surface currents and
not taking into account the vertical shear of the currents. Even though
this can be considered a second order effect, it is expected to have an
impact on the wave field (Quinn et al., 2017). On the other hand, tidal
currents are often barotropic (like Moskstraumen see Fig. 7 in OS21),
which justifies the use of surface currents in these areas.
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To summarize, five out of seven areas known for dangerous waves
re qualitatively resolved in WAMcurr in terms of increased wave

heights (i.e. 3–7 Fig. 14). For these areas, the dominating cause leading
to wave growth agrees with the reports in the NPG. The two remaining
areas, i.e. 2 and 8, WAMcurr does neither indicate situations with
articularly large waves in our study period, nor does it imply large,
ocal horizontal wave height gradients. Nevertheless, the large mean
elative 𝐻s increase in Vestfjorden together with the bias reduction

against altimeter observations show that the wave field representation
in this region is improved in WAMcurr.

Based on the results and the discussion above we argue that current
orcing should be included in wave forecasts in our study region.
n particular tidal currents as they enforce the largest wave field
ariability and makes a large impact on the wave heights. Spectral
ave models have for decades proven to yield good predictions of the

ea state, including under extreme storm events (Aarnes et al., 2012).
owever, with the advent of high-resolution operational ocean models
apable of faithfully resolving the tidal and baroclinic current field, the
odulation of the wave field by spatially varying currents should also

e taken into account.

. Conclusion

In a twin wave model study in Northern Norway we have inves-
igated the impact of current forcing in spectral wave models. This
s an area exposed to waves from the open ocean, and an ocean
irculation which is dominated by tides and energetic currents with
ssociated eddies. We find the wave model with current forcing to
ualitatively resolve several areas that are reported in the Norwegian
ilot Guide for their large, and sometimes dangerous, waves due to
ntense wave–current interaction. This is in contrast to the wave model
ithout current forcing. The dominating physical mechanism leading

o increased wave heights also correspond to the reports in the Pilot
uide. Further to this, our results indicate that some areas undergo

trong wave height modulations, which are not reported in the Pilot
uide.

We find the proposed diagnostic method for mapping temporal
ariability in twin model experiments to be convenient in analyzing
egions dominated by ocean dynamics on different time scales. It is
asy to implement and simple to adjust in terms of frequency ranges
f interest. In this work we focused mainly on the modulation of the
ignificant wave height.

Tidal currents induce the largest absolute wave height discrepancies
etween the two model runs. We find the magnitude and phase in wave
eight variability to be well represented in Moskstraumen, which is one
f the world’s strongest tidal currents in the open ocean. Here, we find
ave height deviations between the twin model runs up to 50% to

orroborate with observations. Furthermore, and in absence of direct
bservations, we find inter model 𝐻s differences up to 90% in tidal
urrents.

Maximum relative wave height discrepancies were found in areas
heltered from the open ocean and with less energetic currents, like
estfjorden. Here, we find a better correspondence between altimeter
bservations of 𝐻s and the wave model predictions with current forc-
ng. Refraction and advection of wave action reduces the bias and RMSE
y up to 16% and 18%, respectively, for specific periods. The spatial
xtent of Vestfjorden is also large enough to be sufficiently resolved by
onventional Level-3 altimeter observations.

Inclusion of current forcing is still uncommon at operational cen-
ers (Palmer and Saulter, 2016; Staneva et al., 2015; Kanarik et al.,
021; Rapizo et al., 2018). We would suggest to include current forcing
n the wave forecast models covering Northern Norway. Particularly
n areas with strong tidal currents, the current forcing enforce an

mproved representation of the wave field for the end users.
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Appendix. Additional selected cases in Moskstraumen

Five additional segments to Section 3.3.3 concerning the impact of
Moskstraumen on the wave field are presented in Fig. 15. All during
rising tide, i.e. with an eastward oriented current. In Fig. 15a, 𝐻s
increases as wind waves meet an opposing current. Prior to this model
snapshot, the 𝐻s observations are invalid due to the tilt of the ADCP,
here indicated by the missing line in the time series panel. Nevertheless,
as the current speed starts decreasing, there is a good agreement
between the observations and 𝐻s predicted by WAMcurr during max-
imum current speed. Otherwise, WAMref is actually closer. There are,
however, large horizontal gradients in 𝛥𝐻s as is evident from the two-
dimensional (2D) views (lower panels in Fig. 15). Thus, comparing
instead with neighboring grid points yielded slightly different results,
except near the peak (not shown). Similarly, the event in Fig. 15c is
also exposed to opposing wind waves and currents. The first and last
peak in 𝐻s are resolved by WAMcurr but not by WAMref.

For the event in Fig. 15b, both wave model runs predict a strong,
large-scale gradient in 𝐻s between the west (5 m) and east side (2 m)
of the Moskens Sound (not shown). There is also a shear in the ocean
current between the tidal current heading eastward, and a current
following the coast west off Lofotodden, ending in a clockwise rotating
eddy. The area sees frequent generation of eddies and dipoles due to the
tidal current (see Fig. 9 OS21 and Fig. 8 Børve et al., 2021). The positive
Doppler shift due to the wave-following tidal current stretches the
waves and increases the wave period, with an accompanied decrease
in wave amplitude in WAMcurr. Waves are also advected both by the
tidal current and the NCC, giving rise to a region where wave action
density accumulates. In addition, when escaping the tidal current, the
waves experience a negative Doppler shift and thus an increase energy,
as also reported by Romero et al. (2017).

The most extreme wave conditions in the study period occurred in
late February, with 𝐻s modeled to be around 9 m and 11 m by WAMcurr
and WAMref, respectively (Fig. 15d). The observations were just below
8.5 m. The tidal current, although weaker than in the other cases, was
oriented in the same overall direction as the waves, giving a strong
reduction in 𝐻s within the branch of the tidal current (negative 𝛥𝐻s
region in Fig. 15d). There is an increase in 𝐻s towards the coast, most
likely due to refraction since the current speed is weaker towards the
coast (Palmer and Saulter, 2016).

For the last event, the current exceeded 2 m s-1 and the wind speed
was below 10 m s-1 heading north-west (Fig. 15e). Between the two
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tidal cycles, both wave models over-predict 𝐻s, but only WAMcurr
resolved the wave height modulations. This example demonstrates that
the tidal current can impact the wave field to a similar degree to that
of the wind field, with variations in 𝐻s of the order of 50%. The
second peak in Fig. 15e covered the maximum relative change in our
measurement period, which was 55.6% (at 2019-02-21T22 UTC).
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