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Abstract 

Background: Today’s availability of medical imaging and computational resources set the scene for high-fidelity 
computational modelling of brain biomechanics. The brain and its environment feature a dynamic and complex inter-
play between the tissue, blood, cerebrospinal fluid (CSF) and interstitial fluid (ISF). Here, we design a computational 
platform for modelling and simulation of intracranial dynamics, and assess the models’ validity in terms of clinically 
relevant indicators of brain pulsatility. Focusing on the dynamic interaction between tissue motion and ISF/CSF flow, 
we treat the pulsatile cerebral blood flow as a prescribed input of the model.

Methods: We develop finite element models of cardiac-induced fully coupled pulsatile CSF flow and tissue motion in 
the human brain environment. The three-dimensional model geometry is derived from magnetic resonance images 
(MRI) and features a high level of detail including the brain tissue, the ventricular system, and the cranial subarachnoid 
space (SAS). We model the brain parenchyma at the organ-scale as an elastic medium permeated by an extracellular 
fluid network and describe flow of CSF in the SAS and ventricles as viscous fluid movement. Representing vascular 
expansion during the cardiac cycle, a prescribed pulsatile net blood flow distributed over the brain parenchyma acts 
as the driver of motion. Additionally, we investigate the effect of model variations on a set of clinically relevant quanti-
ties of interest.

Results: Our model predicts a complex interplay between the CSF-filled spaces and poroelastic parenchyma in terms 
of ICP, CSF flow, and parenchymal displacements. Variations in the ICP are dominated by their temporal amplitude, but 
with small spatial variations in both the CSF-filled spaces and the parenchyma. Induced by ICP differences, we find 
substantial ventricular and cranial-spinal CSF flow, some flow in the cranial SAS, and small pulsatile ISF velocities in the 
brain parenchyma. Moreover, the model predicts a funnel-shaped deformation of parenchymal tissue in dorsal direc-
tion at the beginning of the cardiac cycle.

Conclusions: Our model accurately depicts the complex interplay of ICP, CSF flow and brain tissue movement and 
is well-aligned with clinical observations. It offers a qualitative and quantitative platform for detailed investigation of 
coupled intracranial dynamics and interplay, both under physiological and pathophysiological conditions.

Keywords: Intracranial pulsatility, Cerebral blood flow, Intracranial pressure, Cerebrospinal fluid, Interstitial fluid, Finite 
element model, Poroelasticity
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Introduction
The pulsating brain environment features a unique and 
dynamic interplay between blood influx and efflux, cere-
brospinal fluid (CSF) flow in and between the cranial and 
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spinal compartment, intracranial pressures (ICPs), brain 
tissue movement and interstitial fluid (ISF) flow. Altera-
tions in the dynamics of ICP or CSF flow are associated 
with central nervous system disorders [62] such as hydro-
cephalus [34, 46], Alzheimer’s disease and multiple scle-
rosis  [49]. Moreover, better understanding of CSF flow 
characteristics could play an important role for targeted 
drug delivery [43]. Progress in magnetic resonance imag-
ing (MRI) has allowed for non-invasive measurements 
of CSF flow, blood flow, and brain tissue deformation [5, 
50]. Over the last decade, computational modelling of 
brain mechanics have emerged as a promising comple-
mentary tool to obtain high fidelity and high resolution 
models and predictions of intracranial dynamics [37].

Computational studies of intracranial pulsatility have 
mainly focused on either the brain parenchyma  [26, 27, 
60] or the flow of CSF through the ventricular system and 
the spinal and cerebral subarachnoid spaces (SAS)  [30, 
35, 55, 61]. These models have successfully been applied 
to improve understanding of CSF related disorders and 
to explain pulsatile pumping in perivascular spaces [32]. 
However, such decoupled approaches do not fully 
account for the close interactions between the brain tis-
sue and the surrounding CSF, and the potential exchange 
between CSF and ISF. In contrast, coupled fluid-structure 
interaction models allow for simultaneous computation 
of flow and pressure in the CSF-spaces as well as the solid 
displacement and stresses in the brain parenchyma. Lin-
ninger et al [36] proposed a model of CSF flow in the SAS 
and ventricles coupled with porous media flow through 
the brain parenchyma driven by an oscillatory inflow 
boundary condition at the choroid plexus. Sweetman 
et al [53] introduced a 3D model of CSF flow with fluid-
structure interaction driven by a moving lateral ventricle 
wall. Tully and Ventikos [56] investigated the coupling of 
poroelasticity and free fluid flow in the cerebral aqueduct 
using an idealized brain model. Gholampour [24] used 
a coupled model of CSF flow and brain viscoelasticity – 
again driven by a CSF source in the lateral ventricles to 
compare flow patterns in healthy and hydrocephalic sub-
jects. To the authors’ knowledge, only a few studies have 
investigated intracranial dynamics with poroelastic and 
fluid flow models involving both the parenchyma and 
cranial SAS (see e.g. [37] for a comprehensive review), 
and all prescribed pulsatile motion have had its origin at 
the ventricles or choroid plexus. However, if brain-wide 
expansion of blood vessels is the main driver of pulsa-
tility [5, 62], a local source or boundary condition may 
be inadequate to properly induce pulsatile intracranial 
motion observed in vivo [62].

Based on multi-modal MR imaging, Balédent [5] pro-
posed that cardiac cycle-induced intracranial pulsatil-
ity is driven by the following sequence of events. During 

systole, arterial blood flow into the brain exceeds the 
venous outflow, the brain expands, ICP increases, and 
CSF is displaced into the spinal canal. Subsequently, 
during diastole, venous outflow dominates the vascular 
dynamics, leading to a decrease of ICP and a reversal of 
CSF flow. A key question is whether and to what extent 
computational models can integrate this view of intrac-
ranial dynamics, driven by the cardiac-induced expan-
sion of blood vessels in the brain tissue [5], with clinical 
observations of ICP  [20], ICP differences  [21, 61], and 
CSF flow.

In this paper, we therefore propose a computational 
model of intracranial dynamics coupling the pulsatile 
motion of CSF, brain tissue and ISF during the cardiac 
cycle. We represent the brain parenchyma at the organ-
scale as an elastic medium permeated by an extracel-
lular network saturated by CSF/ISF. Flow of CSF in the 
SAS and ventricles is modelled as a viscous fluid under 
low Reynolds numbers i.e. via the Stokes equations. Pul-
satile cerebral blood flow was not explicitly computed in 
the model, but distributed over the brain parenchyma 
acting as a brain-wide source term to initiate motion of 
brain tissue and ISF. The scope of the present work is 
thus limited to the dynamical interaction between brain 
tissue, ISF and CSF. Specifically, the model predicts the 
brain displacement, intracranial pressures within the 
parenchyma, in the SAS, and in the ventricular system, 
and CSF and ISF flows. Several model variations (e.g. 
parameter regimes) were also tested to assess the sensi-
tivity to different parameters. Overall, our computational 
results agree well with clinical observations of ICP, stroke 
volumes, and brain displacements, and thus introduces a 
promising computational approach to study intracranial 
pulsatility in response to intraparenchymal blood flow.

Methods
Domains and boundaries
We represent the brain parenchyma as a three-dimen-
sional domain �p , and the surrounding CSF-filled spaces 
by �f  (Fig.  1a). These two domains share a common 
boundary � = �f ∩�p with normal vector n , pointing 
from �f  to �p on � and outwards on the boundary ∂� . 
Further, Ŵskull denotes the outer boundary of the CSF 
space where the rigid skull encloses the cranial cavity 
(Fig.  1a). The lower boundary of the domain (at the C3 
level) is split into two segments: the caudal continuation 
of the spinal cord is labeled ŴSC , while ŴSAS describes the 
boundary to the spinal SAS. Hence, our model is spa-
tially limited to the intracranial cavity and the uppermost 
part of the spine, and we do not compute CSF flow in the 
entire spinal canal. To obtain a computational mesh of 
both the parenchyma and the cranial CSF-filled spaces, 
we manually segmented the full head MRI scan data set 
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(1x1x1.3 mm resolution) provided by Slicer3D  [23, 31], 
and extracted the constituents of the ventricular sys-
tem, the cranial SAS including the main subarachnoid 
cisterns, and the brain parenchyma (Fig. 1d). Only some 
small features such as the lateral apertures, the tento-
rium cerebelli or smaller cisterns could not be resolved 
due to image resolution and computational limits. The 
surfaces of the segmented regions were meshed using the 
Surface Volume Meshing Toolkit (SVMTK) [59]. The vol-
umes and diameters of the relevant mesh substructures, 
as listed in Table 1, are within clinically reported ranges. 

The computational mesh consists of 4526016 mesh cells, 
796303 mesh vertices and a maximal (minimal) cell 
diameter of 6.7 mm ( 0.2mm).

Governing equations
The brain parenchyma We regard brain tissue as a linear 
poroelastic medium permeated by a single fluid network 
representing an extracellular CSF/ISF-space. The equa-
tions of linear poroelasticity express conservation of 
momentum for the solid elastic matrix and the mass con-
servation of a diffusive flow within the medium [10]. Due 

Fig. 1 a Sketch of the domains representing the brain parenchyma ( �p , pink) and the CSF-filled spaces ( �f  , blue). The interface of both domains 
is denoted by � . Additionally, the boundaries Ŵskull at the skull, ŴSC at the spinal cord and ŴSAS at the spinal SAS are highlighted; b Net blood inflow 
during the cardiac cycle with four different phases: (I) early systole - high net blood inflow; (II) end of net blood inflow phase; (III) brain equilibrium 
phase (arterial inflow and venous outflow almost match); (IV) high net outflow of blood (data extracted from Balédent [5]); c The MRI image used 
for the mesh generation and the segmented parts of the ventricular system: LV lateral ventricles, FM foramina of Monro, V3 third ventricle, AQ 
aqueduct of Sylvius, V4 fourth ventricle, MA median aperture, SAS probe point in the subarachnoid space; d sagittal view of the mesh, displaying the 
ventricular system, cranial SAS (both light blue) brain parenchyma (red)
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to its robustness in case of materials close to the incom-
pressible limit or with low storage capacity, we chose a 
three-field formulation, based on the displacement d , 
fluid (pore) pressure pp and the additional total pressure 
φ , which is defined as φ = αpp − � div d [33, 41]. With 
the infinitesimal strain tensor ǫ(d) = 1

2
(∇d + ∇d

T ) and 
a volume source term g, the equations read as follows: 

(1a)
−div[2µsǫ(d)− φI] = 0 in �p × (0,T ),

(1b)
φ − αpp + � div d = 0 in �p × (0,T ),

(1c)

(

c +
α2

�

)

∂tpp −
α

�
∂tφ − div

(

κ

µf
∇pp

)

= g in �p × (0,T ).

with the strain rate tensor ǫ(u) = 1
2

(

∇u +∇u
T
)

 , con-
stant CSF density ρf  , and constant CSF viscosity µf .

Net blood flow as a driver of pulsatility
We induce motion in the system via a vascular expansion 
through net flow of blood into the brain parenchyma, 
modelled by a prescribed pulsatile source term g in (1c). 
We define net blood flow as the difference between arte-
rial blood inflow and venous blood outflow over time. 
As Biot’s equations include only one fluid network, we 
treat the net blood flow as a source term in this single 
fluid compartment. This simplification can be justified 
by the similarity of the effect of an inflow of blood and/
or ISF: both lead to a volumetric expansion of the brain 
parenchyma and an increase of fluid pressure. With this 
approach the blood network is not explicitly computed, 
and we thus neglect material parameters such as blood 
viscosity and density.

We let the source term g vary in time, but be spatially 
uniform, and employ a net blood inflow time series 
measured in supine position from Balédent [5] (Fig. 1b). 
Net blood inflow results from subtracting venous outflow 
from arterial inflow at each corresponding time point 
over the cardiac cycle. The arterial inflow is the sum over 
the left and right internal carotid artery flow as well as the 
vertebral artery flow. The venous flow was computed as 
the sum over left and right internal jugular and epidural 
veins. To account for unmeasured small veins, the venous 
flow curve was adjusted to equalize total inflow and out-
flow over one cardiac cycle (see Balédent [5] for further 
details). The rapid inflow of arterial blood during early 
systole (phase I) increases the cranial blood volume, until 
venous outflow balances the arterial inflow, ending the 
net inflow of blood (phase II). Next, after a brief equilib-
rium (phase III), the venous outflow exceeds the arterial 
inflow (phase IV) and sets the cerebral blood circulation 
up for the next cycle. As both arterial and venous blood 

Table 1 Comparison of the generated computational head model and experimentally determined values in healthy subjects with 
respect to the dimensions of the brain’s substructures; C3 is the third cervical vetrebra level of the spine

Substructure dimension This study Literature value References

Lateral ventricles volume 24.01ml 9.82 ml (normal)
250.2 ml (hydrocephalic)

Linninger et al [36]

Third ventricle volume 3.60ml 2.48ml Linninger et al [36]

Fourth ventricle volume 2.69ml 3.31ml Linninger et al [36]

Subarachnoid space volume 292.08ml 179 ml (only cranial) Chazen et al [15]

Aqueduct diameter 2.88 mm 1.5 to 3.0 mm Haines and Mihailoff [28]

Spinal canal (C3) diameter 12 mm 9.4 to 17.2 mm Ulbrich et al [57]

Spinal coord (C3) diameter 7  mm 6.0 to 9.6 mm Ulbrich et al [57]

Brain parenchyma total volume 1369.54ml 1130 ml (women)
1260 ml (men)

Cosgrove et al [17]

Here, κ represents the permeability, c the specific storage 
coefficient, and α the Biot-Willis coefficient. The identity 
operator is I . The linear isotropic solid matrix is param-
eterized with the Lamé constants µs and � , while the fluid 
permeating the pores has viscosity µf .

CSF compartments We model the flow of CSF in the 
ventricular system and SAS by the time-dependent 
Stokes equations for the CSF velocity u and fluid pres-
sure pf  . The Stokes equations represent flow under low 
Reynolds numbers typically observed in the CSF com-
partments; Howden et  al [30] report an average Reyn-
olds number of Reav = 0.39 with a maximum value of 
Remax = 15 in the CSF-filled spaces of the cranium dur-
ing the cardiac cycle. Under these assumptions, the equa-
tions read as follows: 

(2a)
ρf ∂tu − div[2µf ǫ(u)− pf I] = 0 in �f × (0,T ),

(2b)
div u = 0 in �f × (0,T ),
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flow are prescribed, the model computes the response of 
CSF, ISF, and brain tissue for a given cerebral blood flow, 
and as such implements a one-way coupling between 
these compartments.

Transmission, boundary and initial conditions
In contrast to the one-way coupling of the system with 
blood flow, the model fully accounts for the dynamic 
interplay of CSF, ISF and brain tissue motion. This two-
way coupling is achieved via transmission (interface) 
conditions, which are imposed in addition to boundary 
and initial conditions.

Transmission Conditions
Based on first principles, we require the following 

equations to hold on the interface � between the porous 
parenchyma and the CSF-filled spaces: 

 Here, to complement the normal n , τi ( i = 1, 2 ) we define 
orthogonal tangent vectors to the interface, and γ > 0 is 
the slip rate coefficient, which is a dimensionless constant 
depending only on the structure of the porous medium. 
Here, (3a) enforces continuity of the normal flux on the 
interface, (3b) conserves momentum, while (3c) accounts 
for the balance of total normal stress. The last interface 
condition (3d) is the Beavers-Joseph-Saffman (BJS) con-
dition, which states that the jump in the tangential veloci-
ties across the interface is proportional to the shear stress 
on the free flow side of the interface [8, 39, 48].

Boundary Conditions
Assuming a rigid skull, we set no-slip conditions on the 

skull boundary Ŵskull:

For the spinal cord boundary ŴSC , we assume no dis-
placement and no flux:

(3a)u · n =
(

∂td −
κ

µf
∇pp

)

· n on � × (0,T ),

(3b)

(

2µf ǫ(u)− pf I
)

n = (2µSǫ(d)− φI)n on � × (0,T ),

(3c)−n ·
(

2µf ǫ(u)− pf I
)

n = pp on � × (0,T ),

(3d)

− n ·
(

2µf ǫ(u)− pf I
)

τi

=
γµf√

κ
(u − ∂td) · τi on � × (0,T ),

i = 1, 2.

u = 0 on Ŵskull × (0,T ).

d = 0 and
κ

µf
∇pp · n = 0 on ŴSC × (0,T ).

To represent the compliance of the spinal compartment, 
we assume an exponential relationship between ICP and 
additional volume [38, 54, 63]:

The pressure-volume index ( PVISC ) represents a clinical 
measure of the compliance of the spinal compartment, 
p0 is the initial pressure of the system and �Vout(t) is 
the total additional volume of CSF in the spinal compart-
ment. The latter equals the volume of CSF that has left 
the domain over the corresponding part of the boundary 
ŴSAS , and is calculated as follows:

This allows for the pulsatile motion of CSF in and out of 
the domain.

Initial Conditions Finally, we assume that the system is 
initially at rest with an initial pore pressure p0:

Material parameters
Material parameters were selected based on literature 
values and are summarized in Table 2.

Quantities of interest
Primary clinical quantities of interest are the ICP and 
CSF flow rates and volumes in the foramen magnum 
or across the aqueduct [62]. In our computational 
model, we identify the ICP as the (fluid) pressure pf  
in the CSF compartment(s) and as the total pressure φ 
in the parenchyma, which incorporates both the pore 
pressure and the stress exercised by the elastic matrix. 
We place virtual/computational pressure probe points 
inside the lateral ventricles, in the cranial SAS at the 
upper convexity of the skull, and inside the fourth ven-
tricle (Fig.  1c). Flow rates within the ventricular sys-
tem and into the spinal compartment are obtained by 
spatial integration of the computed CSF flow across 
boundaries between the different parts of the ven-
tricular system or across the spinal external boundary, 
respectively. Specifically, we define the following set of 
quantities of interest: 

i) the peak volumetric flow rate in the aqueduct,

(

2µf ǫ(u)− pf I
)

· n

= −n p0 · 10�Vout(t)/PVISC on ŴSAS × (0,T ).

�Vout(t) =
∫ t

0

∫

ŴSAS

u · n ds dt.

u = 0 on �f × {0},
d = 0, pp = p0 on �p × {0}.
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ii) the aqueduct stroke volume, corresponding to the 
net volume of fluid pulsating back and forth in the 
aqueduct over the cardiac cycle (maximum of the 
cumulative flow volume),

iii) the peak tissue displacement,
iv) the (peak) transmantle pressure gradient, computed 

as the (peak) pressure difference between the vir-
tual probe points in the cranial SAS and the lateral 
ventricles and divided by the distance between these 
points,

v) the temporal nadir-to-peak (i.e, diastolic to systolic) 
amplitude of pressure in the lateral ventricles,

vi) the spinal stroke volume, corresponding to the net 
volume of fluid pulsating back and forth into the spi-
nal compartment over the cardiac cycle.

Results are reported from the last of three cardiac cycles 
to limit the influence of the initial data.

Model variations
The effect of the model’s parameterization is of particu-
lar interest due to the uncertainty of the chosen param-
eters. Additionally, variations of material parameters 
offer insights into the relation of changing material char-
acteristics (possibly caused by diseases or ageing) and 
alterations in the pulsatile motion of the brain. Since 
an extensive exploration of the parameter space of the 
model is out of scope for this work, we restrict our analy-
sis to a collection of selected parameter deviations from 
the standard model (Table 3). For model A, we increase 
the pressure-volume index PVI = 10 ml, which corre-
sponds to a larger spinal compliance. Model B represents 
stiffer brain parenchyma (Young Modulus E = 3000 Pa) 
while in model C we increase the compressibility of the 
brain (Poisson ratio ν = 0.4 ). Finally, model D features 
a greater storage coefficient ( c = 10−5 Pa−1 ), which 
reduces the rise of pressure with additional fluid volume 

Table 2 Summary of material parameters, including references to values from previous studies. The Young’s modulus E and Poisson 
ratio ν are related to the elastic Lamé parameters as � = νE

(1−2ν)(1+ν)
 and µs = E

2(1+ν)

Parameter Symbol Value(s) Unit Reference Value used 
in this 
study

Young modulus E 1895± 592 (wm)
1389± 289 (gm)
5000

Pa Budday et al [12]
-
Smith and Humphrey [51]

1500

Poisson Ratio ν 0.479 - Smith and Humphrey [51] 0.479

Density (brain tissue) ρs 1081 kg/m3 Barber et al [7] 1081

Density (CSF) ρf 1007 kg/m3 Barber et al [7] 1007

Biot-Willis coefficient α 1.0 - Smith and Humphrey [51] 1.0

Permeability κ 10−17 − 4 · 10−15 m2 Holter et al [29] 10−16

Storage coefficient c 4.47 · 10−7

3 · 10−4 − 1.5 · 10−5
Pa−1 Chou et al [16]

Guo et al [27]
10−6

CSF/ISF viscosity µf 0.7 · 10−3 − 10−3 Pa · s Bloomfield et al [11] 0.8 · 10−3

Spinal pressure-volume index PVISC 2.94± 1.05
3.9± 2.5

ml Tain et al [54]
Wåhlin et al [63]

3

Initial ICP p0 5 -15 mmHg Rangel-Castillo et al [45] 4.5

Slip-rate coefficient γ 0.01− 5 - Ehrhardt [19] 1

Table 3 Overview of the selected models, their deviation from the standard parameterization and the corresponding interpretation

Model modified parameter value interpretation

Standard - -

A pressure-volume index PVI = 10ml greater spinal compliance

B Young Modulus E = 3000Pa stiffer brain parenchyma

C Poisson ratio ν = 0.4 greater compressibility of brain tissue

D storage coefficient c = 10−5 Pa−1 greater cranial compliance
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inside the poroelastic parenchyma and hence models 
larger intracranial compliance.

Numerical methods & software
The complete system was solved via a fully coupled strat-
egy with a an implicit Euler finite difference discretization 
in time and a finite element method in space, follow-
ing  [47]. We approximate the vector-valued unknowns, 
i.e.  the tissue displacement and fluid velocity, with con-
tinuous piecewise quadratic polynomials, while continu-
ous piecewise linear functions are employed for the pore 
pressure, total pressure, and fluid pressure. The model is 
implemented with the finite element software FEniCS [1] 
and its extension to multiphysics problems multiphenics 
[6]. The resulting linear system is factorized and solved 
in every time step with the direct solver MUMPS [3, 4], 
employing a hybrid approach of distributed and shared 
memory parallelism (via OpenMP and MPI).

We performed convergence tests against smooth man-
ufactured solutions to verify the accuracy of the discre-
tization and further verified the computations using 
mesh and time step convergence tests (Additional file 1:  
Figure S1 and Figure S2).

Results
The validation of results by comparison with measure-
ment data is crucial in mathematical modelling. For this 
reason, we first present the model output in terms of 
intracranial pressure, velocities and displacements in this 
section and continue with a detailed comparison of the 
results with clinical data and other modelling studies in 
the Discussion Section.

The cardiac-induced influx of blood to the brain 
parenchyma induces a complex interplay between the 

CSF-filled spaces and poroelastic parenchyma in terms 
of intracranial pressures and pressure gradients, CSF and 
ISF flow, and parenchymal displacements.

Intracranial pressure
At the beginning of the cardiac cycle, the ICP rapidly and 
rises nearly uniformly in space from its initial value of 4.5 
mmHg to reach a peak of 8.4 mmHg after approximately 
0.3 s (Fig. 2). Subsequently, it steadily decreases until the 
initial value is reached again and the next cycle begins. 
The nadir-to-peak pressure variation in time is close to 
4.0 mmHg, whereas the spatial differences are several 
orders of magnitude smaller. The transmantle pressure 
gradient between the lateral ventricles and upper convex-
ity of the SAS peaks at 0.18 mmHg/m (Fig. 2b). The max-
imal gradient between the lateral and the fourth ventricle 
is almost three times larger, reaching a peak value of 0.41 
mmHg/m. Within each cardiac cycle, the pressure gradi-
ent reverses multiple times.

The spatial ICP distribution differs between the four 
phases of the cardiac cycle (see Fig. 3 sagittal, coronal and 
transversal views). In phase I (early systole), we observe 
the largest spatial pressure variation of the four phases. 
While the ICP in the parenchyma, the ventricular sys-
tem, and the cranial SAS are nearly equal (Fig. 2a), ICP 
decreases in the dorsal direction from the craniospinal 
junction at the foramen magnum. This results in a pres-
sure drop of 0.21 mmHg from the cranium to the spinal 
compartment. Additionally, we observe a slightly lower 
pressure in the fourth ventricle compared to the third 
ventricle and surrounding tissue. In phase II (end of net 
blood inflow), spatial ICP differences amount to 0.03 
mmHg, less than 15% of that of phase I. The peak pres-
sure is now observed at the lowest point of the cervical 

Fig. 2 a Time evolution of the ICP at different locations: inside the lateral ventricles (LV), in the cranial SAS at the upper convexity of the skull (SAS), 
and inside the fourth ventricle (V4) (cf. Figure 1c). b Intracranial pressure gradient from the lateral ventricles to the upper convexity of the cranial 
SAS (black) and the fourth ventricle (red)
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Fig. 3 Sagittal, coronal, and transversal views of the ICP (fluid pressure in the CSF-filled spaces and total pressure in the parenchyma) during phases 
I–IV of the cardiac cycle. Note that the color scale changes between the different phases (rows)
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spine and in the fourth ventricle. The pressure differ-
ences in the ventricular system thus reverse: highest val-
ues occur in the fourth ventricle, decreasing towards the 
third ventricle and resulting in a small pressure gradient 
over the aqueduct. Next, phase III (brain equilibrium) is 
characterized by small spatial pressure differences of less 
than 0.02 mmHg. Inside the ventricular system, the pres-
sure difference over the aqueduct once again reverses, 
and the largest pressure is obtained in the third ventricle. 
Finally, in phase IV (high net blood outflow), the pressure 
increases from the craniocervical junction in the caudal 
direction. The lowest pressure occurs at the frontal part 
of the upper convexity of the skull and in the third ventri-
cle. The pressure difference across the aqueduct reverses 
yet again.

CSF flow patterns
The differences in pressure distributions induce charac-
teristically different CSF flow patterns across the cardiac 
phases (Fig. 4). In phase I, CSF rushes out of the cranium 
into the spinal canal reaching a peak velocity of 78.5 
mm/s at the craniocervical junction. Simultaneously, a 
slower, caudally-directed flow of CSF occurs within the 
cranial SAS at velocity magnitudes on the order of 10 
mm/s. CSF inside the ventricular system is displaced 
downwards through the fourth ventricle and the median 
aperture. During phase 2, CSF flows from the lateral ven-
tricles through the foramina of Monro into the third ven-
tricle. Flow in the aqueduct is nearly stagnant, while flow 
in the median aperture reverses and is directed into the 
fourth ventricle. Simultaneously, the caudal CSF flow in 
the upper convexity of the cranium and the outflow into 
the spinal compartment continue on a smaller scale. In 
phase 3, almost no flow occurs into the spinal compart-
ment. Inside the ventricular system, we again observe a 
reversal of flow directions: CSF moves in the median 
aperture in the dorsal direction and runs in the opposite 
direction at the level of the aqueduct and third ventricle. 
Finally, in phase 4, we observe the return of CSF from the 
spinal compartment into the cranium. CSF flows through 
the spinal canal, the cranial SAS, and the lower part of 
the ventricular system and thereby completes its cycle.

In addition to this global description of CSF flow, we 
consider the flow rates and volumes in the ventricular 
system and at the cervical level in more detail (Fig.  5). 
Here, we employ flow rates and volumes instead of veloc-
ities, since fluid velocities are more sensitive to numeri-
cal and measurement errors as well as geometrical 
variations. However, average velocities can be computed 
using the diameters listed in Table  1. The largest flow 
rate occurs into the spinal canal, where up to 6 ml/s leave 
the cranium into the spinal compartment (Fig. 5a). This 
CSF-spinal flow rate thus corresponds to approximately 

two-thirds of the amplitude of the net blood inflow. The 
resulting stroke volume is 0.8 ml and corresponds to the 
peak value of the spinal cumulative flow volume at 35% of 
the cardiac cycle (Fig. 5b). The ventricular flow rates are 
at least one order of magnitude lower than those of the 
spinal canal, reaching at most 0.22 ml/s at the transition 
from the fourth ventricle to the median aperture. In the 
aqueduct, we observe a peak flow rate of 0.07 ml/s and 
a stroke volume of 0.013 ml (Fig. 5c, d). Notably, within 
each cardiac cycle, the flow reverses its direction mul-
tiple times. In the lower parts of the ventricular system 
(median aperture, aqueduct), flow initially takes place in 
the dorsal direction and changes its direction three times. 
At the level of the foramina of Monro, we observe a short 
phase of flow into the lateral ventricles at the beginning 
of the cycle and again three reversals of direction. Thus, 
the time of the flow rate peaks in the upper regions of 
the ventricular system are delayed compared to the lower 
regions (Fig. 5c).

Interstitial flow velocities and volumes within the 
parenchymal tissue pulsate with the cardiac cycle but 
are generally small (peak velocity magnitude less than 
1.9 µm/s, and peak spatial average of 0.13 nm/s). The 
exchange between ISF and CSF is on the order of nanolit-
ers per second which is negligible compared to flow rates 
in the spinal canal (on the order of ml/s).

Brain parenchyma displacements
During early systole (phase I), a large dorsal deformation 
occurs, especially of the infratentorial part of the brain 
(Fig.  6). A peak displacement magnitude of 0.22 mm is 
found in the brain stem 12 % into the cardiac cycle. After 
35% of the cycle (in phase II), most of the infratentorial 
brain regions have return to their original configuration. 
In this phase, the displacement predominately occurs at 
the anterior and posterior ends, and we observe a rota-
tional movement of the brain around its center. While 
the posterior regions are deformed downwards, the fron-
tal region moves up and backwards. In the third phase, 
the overall pattern changes only slightly. Specifically, the 
anterior displacement decreases and the center of rota-
tion moves forward. In the final phase of the cardiac 
cycle, the displacement magnitude decreases substan-
tially and the remaining displacement is predominantly 
in the frontal superior parts in an upwards direction and 
in the central inferior region of the brain in the caudal 
direction. Throughout the cycle, we note some radial dis-
placements of the spinal cord.

Role of brain and spinal cord compliances
During the net inflow phase of blood, a total of 1.54 
mL of fluid was added to the intracranial volume by the 
source g. While 0.83 mL of fluid was displaced into the 
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Fig. 4 Sagittal, coronal, and tranverse views of the pressure (ICP) and fluid velocity u in the CSF-filled spaces of the cranium during different phases 
of the cardiac cycle. (Logarithmic scaling of the arrows representing the velocity)
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spinal canal, the remaining 0.69 mL was stored withing 
the brain parenchyma due to the storage capacity (c). 
Thus 54% of the added fluid was accounted for by com-
pliance along the spinal canal, while the remaining 46% 
was accounted for by intracranial compliance.

Model variations
The set of quantities of interest predicted by the differ-
ent computational models (models A–D) differ from the 
standard model (Fig. 7). For all quantities of interest, the 
outputs of the models range between 19 % and 166 % rel-
ative to the standard model.

Increased spinal compliance Increasing the spinal com-
pliance by increasing the spinal pressure-volume index 
(Model A), yields increased aqueduct stroke volumes 
and peak aqueduct flow rates (by 53%, 39% respectively) 
relative to the standard model. The spinal stroke vol-
umes increased by 54% (to 1.28 mL), and thus 83% of the 

total compliance was accounted for by the spinal canal. 
In addition, the peak displacement is increased by 66%, 
and the peak transmantle pressure gradient increases by 
61%. Conversely, the total pressure variation in the lateral 
ventricles is substantially reduced, by 63%. In addition, 
the ICP curve changes characteristics (Additional file 1: 
Figure S3). With increased spinal compliance, additional 
peaks (P1, P2, P3) are seen in the ICP signal.

Increased brain stiffness Increasing the brain stiff-
ness (Model B) reduces the peak brain displacement 
by 44% . The other clinical quantities of interest remain 
unchanged.

Increased brain compressibility Increasing the brain 
compressibility (Model C) yields only negligible changes 
in clinical quantities of interest. The largest difference 
relative to the standard model is observed for the peak 
transmantle pressure gradient, and only amounts to a 6% 
decrease.

Fig. 5 Volumetric flow rates and stroke volumes within the ventricular system and into the spinal compartment. LV -> FM denotes flow from 
the lateral ventricles into the foramina of Monro, AQ -> V4 from the aqueduct into the fourth ventricle, and V4 -> MA from the aqueduct into the 
median aperture (cf. Figure 1c)
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Fig. 6 Sagittal, coronal, and transverse views of the brain parenchymal displacement during different phases of the cardiac cycle. The glyph arrows 
representing the displacement are amplified by a factor of 200
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Increased storage coefficient Decreasing the brain 
parenchyma’s poroelastic storage coefficient (Model D) 
results in substantial decreases in the set of clinical quan-
tities of interest computed. The aqueduct stroke volume 
and peak aqueduct flow rates are reduced by by 75%, and 
78%, respectively. The spinal stroke volumes decreased by 
76% (to 0.20 mL), and thus only 13% of the total compli-
ance was accounted for by the spinal canal. The peak dis-
placement is decreased by 68%, and the peak transmantle 
pressure gradient by 64%. Similarly, the total pressure 
variation in the lateral ventricles is reduced by 81%.

Discussion
We have presented a three-dimensional computational 
model of fully coupled cardiac-induced pulsatile CSF 
flow and tissue motion in the human brain environment. 
Variations in the ICP were dominated by their temporal 
amplitude, but with small spatial variations in both the 
CSF-filled spaces and the parenchyma. The ICP varia-
tions induce substantial ventricular and cranial-spinal 
CSF flow, some flow in the cranial SAS, and small pul-
satile ISF velocities in the brain parenchyma. Investigat-
ing the displacement of parenchymal tissue, we found 

Fig. 7 Overview of clinical quantities of interest of a set of model variations from the standard parameterization. The blue horizontal bar represents 
the range of physiologically realistic values with the blue line indicating the mean value
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a funnel-shaped deformation in dorsal direction at the 
beginning of the cardiac cycle, followed by a rotational 
motion around an axis normal to the brain’s sagittal 
plane. Moderate variations in the brain and spinal cord 
compliances altered model outputs.

The temporal pressure variations are in good agree-
ment with previous clinical reports. Wagshul et  al [62] 
reported typical nadir-to-peak ICP amplitudes of 5 to 
10 mmHg for healthy subjects, which is only slightly 
higher than the 4 mmHg obtained here. Considering the 
morphology of the ICP waveform, notable differences 
between individuals seem to exist: while the general 
cardiac cycle pattern of increasing and decreasing pres-
sure persists across subjects, many clinical studies have 
reported several peaks in the ICP signal, often referred 
to as percussion wave (P1), tidal wave (P2) and dicrotic 
wave (P3) [58, 62]. Unnerbäck et  al [58] suggested that 
the percussion wave is caused by the rapid rise of blood 
inflow, while the following peaks may be related to sub-
sequent resonance phenomena. Carrera et al [13] related 
P1 to peak arterial inflow, while P2 and P3 were related 
to peak values in cerebral arterial blood volume. In our 
(standard) computational model, the peak in ICP sig-
nal is related to the change of sign in the net blood flow 
curve. However, additional peaks (P1, P2, P3) occur when 
the spinal compliance is increased. We note that our 
computed ICP curve lies well within the range of clini-
cally reported curves by Ziółkowski et al [64] and closely 
resembles the in-vitro modelling results by Benninghaus 
et  al [9]. A transmantle pressure gradient is hypoth-
esized to drive the development of hydrocephalus [20, 
52], though with recent findings also pointing at genetic 
factors  [18]. Stephensen et  al [52] reported no static 
transmantle pressure gradient, which agrees with the 
small pulsatile pressure gradients (peaking at 0.06− 0.30 
mmHg/m) predicted here. Taking the pulsatile nature of 
the ICP into account, Eide [20] measured higher ampli-
tudes in the lateral ventricles compared to the paren-
chymal tissue close to the skull. Similarly, Vinje et al [61] 
found pulsatile ICP gradients with average amplitudes 
of 1.46± 0.74 mmHg/m, which is roughly one order of 
magnitude higher than the pulsatile transmantle gradient 
obtained in this work. Complementary to these clinical 
findings in (suspected) hydrocephalic patients, Linninger 
et al [36] used computational fluid dynamics to compute 
maximal transmantle pressure differences of 10 Pa in 
healthy, and 30 Pa in hydrocephalus patients. In a sub-
sequent modeling paper Sweetman et al [53] predicted a 
maximal transmantle pressure difference in healthy indi-
viduals of 4 Pa. Assuming a distance of 6 cm between the 
lateral ventricles and the SAS, these pressure differences 
correspond to pressure gradients of approximately 0.5–
1.25 mmHg/m for healthy individuals and 3.75 mmHg/m 

for hydrocephalus patients. The computed transman-
tle pressure gradient is likely influenced by a number of 
model choices including the geometry representation, 
material parameters and importantly the assumed homo-
geneous net blood flow.

Consistent with the comparatively small spatial pres-
sure differences computed, we find flow rates and stroke 
volumes in the ventricular system at the lower range of 
previous reports. The peak aqueductal flow rate and the 
spinal stroke volume of our standard model reach 70% 
and 80% , respectively, of the values reported by Wagshul 
et al [62]. However, with a higher spinal compliance, the 
computed spinal stroke volume (1.25 ml) is within the 
clinical range. This finding represents a different distribu-
tion of compliance in the overall system: a higher spinal 
compliance allows more CSF to leave the cranium into 
the spinal compartment. In particular the contribution 
of the spinal canal to the overall cranio-spinal compli-
ance was 54% in the standard model, but ranged between 
13% and 83% (Model A and D). In line with our find-
ings, values found in the literature range from 35%  [63] 
to 69% [54] with large individual variability. Furthermore, 
our computed aqueduct stroke volume (13 µ l) is lower 
than measured values of 30 to 50 µ l [62]. Balédent [5] sug-
gested that the contribution of the ventricular system to 
the regulation of ICP is low compared to the effect of cer-
vical CSF outflow. This conforms with our results since 
the aqueductal flow peaks later than the cervical outflow 
and reaches only 16 % of its volume. The phase shift of 
ventricular CSF oscillations observed in the numerical 
results is in good agreement with clinical data. Balédent 
[5] found a significant phase shift between aqueductal 
and cervical CSF flow and Wagshul et al [62] reported a 
delay of 15% of the cardiac cycle in the cerebral aqueduct, 
which matches the 12% delay between peak aqueductal 
flow and peak blood inflow in our results. The peak spinal 
flow rate in our model reached 360 mL/min, while 150 
mL/min has been reported in healthy subjects [2]. How-
ever, blood flow in our experimental data was also higher 
than in the study by Alperin et al. [2], and in both cases 
the peak spinal flow rate of CSF reached 2/3 of the peak 
net blood flow. The time course characteristics of spinal 
CSF flow rate compares well with reported time series in 
the same study [2]. Note that we emphasize a compari-
son between computational and clinical flow rates and 
volumes rather than CSF velocities, as velocities are more 
sensitive to numerical and measurement errors as well as 
unresolved geometrical features.

Balédent [5] observed the reversal of cervical CSF 
flow at the brain equilibrium phase at approximately 
55% of the cardiac cycle. In contrast, in our numeri-
cal results, the flow reverses after 38% of the cycle, 
which corresponds to the begin of net blood outflow of 
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the cranium. Additionally, their outflow curves take a 
smooth single-peaked shape over the cardiac cycle, while 
our results indicate a close resemblance of the flow rate 
curve and the blood inflow curve. This discrepancy may 
be explained by a lack of sufficient compliance in the 
modeled cranial system, which leads to a direct trans-
fer of blood inflow to cervical CSF outflow morphology. 
Similarly, the multiple reversals of ventricular flow in 
our model do not match the clinically observed, almost 
sinusoidal waveforms [5]. These flow reversals are also 
expected to reduce the corresponding stroke volume. 
This behaviour might be explained by deviating elastic 
properties of the brain tissue, leading to multiple oscil-
lations of pressure and flow after the initial excitation of 
the system at peak blood inflow.

Our model predicts peak ISF velocity magnitudes in 
agreement with reported values for interstitial bulk flow 
on the order of micrometers per second [40]. However, 
the ISF flow computed is pulsatile in time (representing 
back-and-forth motion over the cardiac cycle rather than 
bulk flow), and its spatial average is more than two orders 
of magnitude smaller than its peak value.

The magnitude and direction of the displacement are 
in good agreement with clinical findings. Based on MRI 
techniques, Enzmann and Pelc [22], Greitz et al [25] and 
Poncelet et  al [44] reported the peak displacement of 
brain tissue to range from 0.1 to 0.5 mm. More recently, 
Pahlavian et al [42] found a peak mean displacement of 
the brain’s substructures of up to 0.187± 0.05 mm and 
Sloots et al [50] reported peak displacements of around 
0.2 mm; both fit well with the maximal value of 0.22 
mm observed in our study. Both these studies  [42, 50] 
found largest displacements at the brain stem, aligning 
well with observations from our model. Greitz et al [25] 
described a funnel-shaped movement in the dorsal direc-
tion and hypothesized that the relatively low pressure 
below the foramen magnum during early systole induces 
this motion, which aligns with our numerical results.

Although the model of intracranial pulsatility devel-
oped in this work is highly detailed in terms of geometry 
and biophysical mechanisms, several limitations remain. 
First, the complex interplay of arterial blood inflow, 
intracranial dynamics, and venous outflow is simplified 
into a spatially uniform fluid source in the parenchymal 
tissue. While the equivalence of the effect of additional 
fluid volume justifies this approximation, it may still be 
necessary to include heterogeneities in the source term 
to account for differences in blood perfusion in different 
regions. Differentiating between fluid networks (such as 
blood and CSF/ISF) with different viscosities and per-
meabilities may lead to further insights on the interac-
tion of fluids within the brain. Furthermore, even though 

the time series of net blood flow used in this study (from 
Balédent [5]) is representative for healthy adults, indi-
vidual differences in shape and amplitude of the cerebral 
blood inflow might have a substantial influence on flow 
and pressure patterns. Note that the effect of intracra-
nial dynamics on arterial and venous blood flow is inher-
ently captured in the measured blood inflow data, but not 
computed by the model in the sense of a two-way cou-
pling. We therefore consider incorporating the interac-
tion of the expanding vasculature with the surrounding 
parenchymal tissue as well as a spatially resolved repre-
sentation of the brain’s vasculature a promising direc-
tion of future research. As gravitational forces only add a 
static pressure gradient countered by hydrostatic forces, 
we expect its influence to be minor and do not account 
for it in the present study. We also neglect CSF or ISF 
production effects, here without loss of relevance, as any 
net flow of CSF from its sites of production to absorp-
tion is two orders of magnitude smaller than the cardiac 
induced pulsatile motion [61].

Additional limitations include the uncertainty associ-
ated with material parameters, and the assumption of 
spatial homogeneity in brain tissue, as white and gray 
matter and subregions likely possess different elastic 
properties  [12]. We expect the effect of moderate het-
erogeneity on the computational quantities of interest to 
be relatively small in light of our results with increased 
elastic stiffness (model B). Furthermore, the boundary 
conditions describing the transition to the spinal com-
partment are based on simplifying assumptions. Incor-
porating a flow resistance to the spinal outflow boundary 
condition and relaxing the no-displacement assump-
tion of the spinal cord are likely to affect the computa-
tional predictions, especially in the brain stem and spinal 
compartment, and also the pulsatile flow patterns in the 
aqueduct. Despite the high degree of spatial detail of 
our model, some features of the intracranial anatomy 
remain unresolved. As an example, we hypothesize that 
the tentorium cerebelli would stabilize the brain tissue 
and block CSF flow, potentially leading to higher pressure 
differences between the infratentorial and supratentorial 
regions of the brain.

Conclusion
In summary, we have presented a new computational 
model of intracranial fluid flow and tissue motion dur-
ing the cardiac cycle that offers high resolution and detail 
in both space and time, and is well-aligned with clinical 
observations. The model offers a qualitative and quantita-
tive platform for detailed investigation of coupled intrac-
ranial dynamics and interplay, both under physiological 
and pathophysiological conditions.
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