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Abstract in English

Jet quenching is the study of how the properties of a QCD jet change as it traverses
hot nuclear matter. This is relevant for heavy ion collisions at the LHC and RHIC, as
such collisions produce a droplet of quark-gluon plasma (QGP) that jets have to pass
through before reaching the detector. This thesis is about the theoretical treatment of
jet quenching.

One of the main effects the medium has on jets is energy loss through medium-induced
emissions. The jets will interact with the medium in such a way as to induce the partons
in the jet to emit even more partons. These emitted partons can go outside of the jet
cone, and will not be counted as part of the jet in an experiment. The energy of these
emitted partons is hence lost, and in general jets in heavy ion collisions have a lower
energy than in proton-proton collisions. The main contribution to jet energy loss is
medium-induced radiation, and the theoretical description of medium-induced emissions
is also the principal topic of my thesis.

In our first paper [1] we found a general method of calculating correlators of any number
of Wilson lines in a thermal medium. These Wilson lines are present in most theoretical
calculations of medium-induced emissions. Researchers usually rely on using approxi-
mations like the large-Nc limit to calculate Wilson line correlators. Although this ap-
proximation continues to be very useful, we showed how one can do these calculations
in general at Nc = 3. We also showed that the large-Nc approximation always leads to
a simplified system that allows for an analytic solution.

In the second paper [2] we derived a way of calculating the energy spectrum of medium-
induced emissions at all energies and medium lengths. This is usually calculated by using
one of two approximations, called the opacity expansion and the harmonic oscillator
approximation. However, these two approaches work in different parts of the phase
space, and none of them can be used to calculate the full energy spectrum. We showed
that by introducing a third expansion, coined the resummed opacity expansion, one can
through a union of these three approaches cover the full phase space of medium-induced
emissions.
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Finally, in our third paper [3] we calculated the medium-induced emission spectrum
as a function of energy and transverse momentum. This is usually calculated in the
large-Nc limit, or in the eikonal limit, as we did in [1]. In [3] we relaxed both of these
approximations and, extending the methods derived in [1] to also describe transverse
motion, we simulated the full spectrum numerically at finite-Nc. We then compared
this result to the various approximations that usually are employed to quantify the error
introduced by using these approximations.

We found that going from the solution at finite Nc to large-Nc is associated with only a
small error. The large-Nc solution is made up of two terms, called the factorizable and
non-factorizable pieces. The non-factorizable part is complicated and is often dropped
in calculations, as the main contribution to the spectrum comes from the factorizable
term. We found, through our numerical simulation, that the non-factorizable term is
indeed insignificant at a small splitting fraction z, but its contribution can be sizable for
more balanced splittings z ∼ 0.5. Finally, we found that the eikonal approximation does
not work particularly well in the cases studied in the paper.



Abstract in Norwegian

Jet quenching er studiet av hvordan egenskapene til en QCD-jet endrer seg når den
passerer gjennom varmt nukleært materiale. Dette er relevant for kollisjoner av tunge
ioner ved LHC og RHIC, da slike kollisjoner produserer en dråpe av kvark-gluon plasma
(QGP) som jetene må passere gjennom før de når detektorene. Denne avhandlingen
omhandler den teoretiske behandlingen av jet quenching.

En av de viktigste effektene mediumet har på jetene, er energitap gjennom medium-
indusert stråling. Jetene vil samhandle med mediumet på en måte som induserer par-
tiklene i jeten til å utsråle enda flere partikler. Disse utstrålte partiklene kan gå utenfor
jetkjeglen og vil ikke bli telt som en del av jeten i et eksperiment. Energien til disse
utstrålte partiklene går dermed tapt, og generelt har jetene i kollisjoner mellom tunge
ioner lavere energi enn i kollisjoner mellom protoner. Hovedbidraget til jetenes energi-
tap skyldes medium-indusert stråling, og den teoretiske beskrivelsen av medium-indusert
stråling er også hovedtemaet i min avhandling.

I vår første artikkel [1] fant vi en generell metode for å beregne korrelatorer av et hvilket
som helst antall Wilson-linjer i et termisk medium. Disse Wilson-linjene er til stede i
enhver teoretisk beregning av medium-induserte utslipp. Forskere pleier vanligvis å bruke
approksimasjoner som høy-Nc-approksimasjonen for å beregne korrelatorer av Wilson-
linjer. Selv om denne tilnærmingen fremdeles er veldig nyttig, viste vi hvordan man kan
gjøre disse beregningene generelt ved Nc = 3. Vi viste også at høy-Nc-approksimasjonen
alltid leder til et forenklet system som tillater en analytisk løsning.

I den andre artikkelen [2] utledet vi en måte å beregne energispektret til medium-indusert
stråling ved alle energier og mediumlengder. Dette beregnes vanligvis ved å bruke en
av to tilnærminger, kalt opasitetsutvidelsen og harmonisk oscillator-tilnærmingen. Disse
to tilnærmingene fungerer bra i forskjellige deler av faseområdet, og ingen av dem kan
brukes til å beregne det fulle energispekteret. Vi viste at ved å introdusere en tredje
utvidelse, kalt den resummerte opasitetsutvidelsen, kan man gjennom en forening av
disse tre tilnærmingene dekke hele faseområdet til medium-indusert stråling.
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Til slutt, i vår tredje artikkel [3], beregnet vi spekteret for medium-indusert stråling
som en funksjon av energi og tverrgående bevegelsesmengde. Dette beregnes vanligvis
i høy-Nc-approksimasjonen eller i eikonal-approksimasjonen, slik vi gjorde i [1]. I [3]
brukte vi ingen av disse approksimasjonene og utvidet metodene som ble utviklet i [1] til
også å beskrive tverrgående bevegelse, og simulerte deretter det fulle spekteret numerisk
ved endelig Nc. Vi sammenlignet deretter dette resultatet med de ulike tilnærmingene
som vanligvis brukes for å kvantifisere feilen som innføres ved å bruke disse approksi-
masjonene.

Vi fant ut at å gå fra løsningen ved endelig Nc til høy-Nc er forbundet med liten feil.
Høy-Nc-løsningen består av to ledd, kalt de faktoriserbare og ikke-faktoriserbare ledd.
Det ikke-faktoriserbare leddet er komplisert og blir ofte droppet i beregninger, siden
hovedbidraget til spekteret kommer fra det faktoriserbare leddet. Vi fant gjennom vår
numeriske simulering at det ikke-faktoriserbare leddet er ubetydelig ved små splittings-
fraksjoner z, men bidraget kan være betydelig for mer balanserte splittinger hvor z ∼ 0.5.
Til slutt fant vi at eikonal-approksimasjonen ikke fungerer spesielt bra i tilfellene som
ble studert i artikkelen.
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Chapter 1

Introduction

The goal of theoretical physics is to be able to describe all the physical phenomena in
nature using the language of mathematics. This quest has been extremely successful,
and now only a few mysterious phenomena elude us completely. The field of theoretical
physics is roughly divided into two parts: those who try to solve the few remaining
mysteries, and those who try to refine our current knowledge and make measurable
predictions. The first part has led to exciting theories like string theory, that hope to
one day produce a framework that encapsulates even more physics than the one we
currently use. However, these theories have not as far had any success in providing
predictions that can be measured in experiments. I work on the second part, called
phenomenology. Our goal is to use the already well-tested theories to better describe the
ever-growing amount of experimental data. Even though the underlying theories have
been known for a long time, using them to their full power still poses a great and exciting
challenge.

The data that we want to describe comes from particle accelerator experiments. The
biggest one is the Large Hadron Collider (LHC) at CERN, but there are also other ones
like the Relativistic Heavy Ion Collider (RHIC) in Brookhaven. At the LHC they collide
protons together at extremely high energies. The energy is high enough to produce
exotic particles that will not be produced in any other process on earth. These can then
be measured at great precision, leading to the discovery of new physics, like the Higgs
boson in 2012.

However, not only protons are collided. Another part of the experiment at the LHC is
to produce collisions of so-called heavy ions, like gold or lead nuclei. These contain an
abundance of protons and neutrons bound together by the strong nuclear force. Colliding
so many particles at the same time gives rise to collective effects that cannot be studied
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when colliding singular protons. In my PhD, I have worked on describing different
phenomena that happen in heavy ion collisions.

The protons and neutrons that make up the heavy ions are made up of fundamental
particles called quarks and gluons. When colliding heavy ions all of these quarks and
gluons break free from nucleons and create a fluid called the quark-gluon plasma (QGP).
This is an exotic phase of matter that was dominant in the very early universe, but after
some time passed and the universe cooled down it is no longer produced from natural
processes. A huge part of the motivation for doing heavy ion collisions is to map out
the properties of the QGP. This is both an experimental effort and a theoretical one. It
turns out that it is extremely hard to directly calculate the properties of the QGP with
the theoretical tools currently available.

When you want to learn the properties of some liquid a common method is to design a
probe that you can put inside of the liquid and measure different characteristics of it.
However, it is impossible to create an external probe that can be put into a heavy ion
collision to measure the properties of the QGP. The whole process takes place on a very
short time scale and has an extremely small spatial extent. You therefore have to rely
on so-called internal probes, which are produced in the collision itself. In heavy ion col-
lisions the internal probes have to travel through the QGP to reach the detector. This
passage changes the properties of the probe, and there can therefore be a measurable dif-
ference between the same probe in proton-proton collisions and heavy ion collisions. This
provides valuable information about the QGP. There are several such internal probes.
In my thesis I have focused on a specific subset, called jets.

In a subset of collision events very energetic particles are produced. These will start
radiating more particles, and in the end you measure a spray of particles close together.
This is a jet. Jets are produced both in proton-proton collisions and in heavy ion
collisions. In proton-proton collisions the jets go unhindered to the detector. However,
the QGP created in the heavy ion collisions will interact with the jet as it goes through
it. The jet then loses energy and changes its momentum transverse to the direction of
travel. This is called jet quenching and is the topic of my thesis. Jet quenching poses a
great challenge, both on the experimental and the theory side, and is an active field of
research.

The thesis is structured as follows: First, in Sec. 1.1 I will present a short review of
the Standard Model of particle physics, which is the current framework we use to make
calculations. I will in Sec. 1.2 put special emphasis on the part of the Standard Model
that is relevant for jets, namely quantum chromodynamics (QCD). After the theoretical
introduction, I will in chapter 2 write about heavy ion collisions in general. Then finally



1.1 The Standard Model and quantum field theory 3

in chapter 3 I will arrive at the main topic of the thesis, jet quenching. Here I will
present the theory of jet quenching and note where my papers have contributed to the
advancement of the field.

1.1 The Standard Model and quantum field theory

Most of the fundamental particles and interactions in the universe can be described
through a framework called the Standard Model of particle physics. This includes all
the fundamental forces except for gravity, as well as all the particles that make up visible
matter. We know that the Standard Model is not complete, as it does not include gravity,
dark matter, or dark energy. Nevertheless, it is an exceptionally successful theory and
is able to describe natural phenomena with remarkable precision.

The Standard Model is an example of a quantum field theory (QFT). Quantum field
theory is a way to combine quantum mechanics and special relativity, which were the
two pinnacles of theoretical physics in the early 20th century. I will in the following
present a short introduction to the parts of QFT most relevant to my thesis. This will
in no way constitute a comprehensive review of QFT, and for those interested in more
details I would recommend reading one of the many textbooks on the subject [4, 5].

In a QFT every particle and interaction correspond to a quantized field. The properties
of the particles, and how they interact with each other are formulated in a Lagrangian
density L.

The possible terms in the Lagrangian are given by the symmetries of the theory. The
particles in the Standard Model are symmetric under global space-time transformations
and local gauge transformations.

1.1.1 Symmetries and groups

A symmetry simply means that the theory is invariant under some transformation. The
natural way to describe these transformations is in the context of group theory. All
the groups we will consider are Lie groups, which are groups whose elements form a
differentiable manifold. In our context it is more useful to think of the elements of a Lie
group as matrices. A group transformation is then given by ϕ → Mϕ, where ϕ is some
field, and M is some matrix contained in the group. This is a symmetry group for the
theory if the Lagrangian is invariant under this transformation.
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A Lie group is closely related to its Lie algebra, which describes infinitesimal transforma-
tions. The matrix can in general be written as an exponential M = eiα for some matrix
α. For an infinitesimal transformation we then have M ≃ 1 + iα, where α is a member
of the Lie algebra. One can show that if α1 and α2 are members of the Lie algebra then
the commutator i[α1, α2] is also a member.

It is in general useful to define a basis of the algebra. The group generators ta constitute
a basis for the algebra if all the members of the algebra can be written as α = αata,
where αa is some number. Using that i[α1, α2] is a member of the algebra leads to the
following relation between the generators

[ta, tb] = ifabctc , (1.1)

where fabc are some real coefficients called the structure constants.

It is possible to find several different sets of matrices ta that satisfy the algebra (1.1). Each
such set constitutes a different representation of the algebra. The original set of matrices
ta that we used to define the group is called the fundamental representation. Another
representation is provided by the structure constants themselves: (T a)bc = −ifabc. This
is called the adjoint representation. These two representations are of special importance
in QFT. We will for example see that in quantum chromodynamics, which has gauge
group SU(3), the quarks transform in the fundamental representation, while the gluons
transform in the adjoint representation.

Let us now summarize the symmetry groups in the Standard Model.

Another way to say that the Standard Model follows the rules of special relativity is
to say that it is symmetric under the Lorentz group. The Lorentz group encompasses
rotations and boosts. In fact, the Standard Model is invariant under transformations of
the bigger Poincaré group, which contains the Lorentz group but also includes space-time
translations.

Demanding that your theory is invariant under the Poincaré group severely limits the
kind of fields your theory can include. In fact, one can show that the unitary irreducible
representations of the Poincaré group are classified by two numbers: the mass m and
the spin J , where the spin is a non-negative half-integer.

Invariance under the Poincaré group is a so-called global symmetry. Local symmetries are
also important. The difference is that for local symmetries the transformation is position-
dependent: ϕ → M(x)ϕ. Local symmetries necessitate the introduction of a gauge field
Aµ to make the theory invariant under group transformations. Local symmetries are
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therefore often known as gauge symmetries. The gauge field is invariant under transfor-
mations corresponding to some arbitrary function Aµ → Aµ +

1
g
∂µα

a(x)− fabcαb(x)Ac
µ.

The fact that this function α(x) can be chosen as we wish is called gauge freedom. In
many cases one can choose a specific form of the function α(x) to simplify calculations,
which is called gauge fixing.

The gauge symmetry group of the Standard Model is SU(3) × SU(2) × U(1). The
SU(2) × U(1) part is responsible for electromagnetic force and the weak interaction.
It is spontaneously broken SU(2) × U(1) → U(1) through the Higgs mechanism, which
is responsible for giving mass to all the particles in the Standard Model.

The SU(3) part of the Standard Model is called quantum chromodynamics (QCD), which
is the theory of quarks and gluons. In our research we mainly work with QCD, so we
study this theory in more detail in the next section.

1.2 Quantum Chromodynamics

In this section, we will go into more detail about quantum chromodynamics, as this is
the main theory used in this thesis. QCD has gauge group SU(3) and consists of vector
fields (spin 1) called gluons, and spinors (spin 1/2) called quarks. The conserved charge
in SU(3) is called color. There are Nc different colors in a SU(Nc) gauge theory, so in
the case of QCD Nc = 3.

There are two important representations of SU(3): the fundamental representation and
the adjoint representation. In this thesis, we will adopt the convention to use T a

F ≡ ta

for fundamental generators and T a
A ≡ T a for adjoint generators.

The fundamental representation is the smallest non-trivial representation, and it consists
of Nc ×Nc Hermitian matrices with determinant 1. In QCD where Nc = 3 it is common
to define taij = 1

2
λaij, where λa are the eight Gell-Mann matrices. The index a signifies

the number of generators, which is N2
c − 1 = 8, while the indices i, j are color indices

that run to Nc = 3. In QCD the quarks transform under the fundamental representation
ψi → ψi + iαa(x)taijψj for an infinitesimal α(x).

The other important representation is the adjoint representation, where the generators
are made up of the structure constants (T a)bc = −ifabc. In SU(3) these are 8×8 matrices.
The adjoint representation is important for physics because that is the representation
under which the gluons transform: Aµ → Aµ +

1
g
∂µα

a(x)− fabcαb(x)Ac
µ.

It is useful to calculate the index T (R) and quadratic Casimir CR of a representation R,



6 Introduction

which are given by

tr[T a
RT

b
R] = T (R)δab

T a
RT

a
R = CR1 , (1.2)

where 1 is the identity matrix. For the fundamental representation we have T (F ) = 1
2

and CF = Nc2−1
2Nc

= 4
3
, while for the adjoint representation we have T (A) = CA = Nc = 3.

The QCD Lagrangian is1

LQCD = ψ̄i(i /Dij −mδij)ψj −
1

4
Ga

µνG
µν
a . (1.3)

We have used the covariant derivative Dµ = ∂µ − igAa
µt

a, and the slash notation /D =

γµDµ. The gluon field strength tensor is Ga
µν = ∂µA

a
ν − ∂νA

a
µ + gfabcAb

µA
c
ν .

1.2.1 QCD Feynman rules

Most observables in QCD are calculated by using the QCD Feynman rules. In some
cases it is impossible to use the Feynman rules to do calculations, in which case one can
use a numerical technique called lattice QCD. We will discuss this point more in later
sections.

The Feynman diagrams consist of the gluon and quark propagators, as well as the interac-
tion vertices. The quarks can interact with gluons, and the gluons can also self-interact.
The Feynman rules can be derived from the Lagrangian.

The Lagrangian has some gauge freedom, and the best way to fix the gauge is dependent
on the problem on hand. The choice of gauge will, among other things, change the form
of the gluon propagator. In many QCD calculations it is useful to choose a covariant
gauge, where the gluon propagator is

iΠµνab
covariant = i

−gµν + (1− ξ)p
µpν

p2

p2 + iϵ
δab . (1.4)

The parameter ξ represents some additional gauge freedom and is usually chosen to be
0 (Lorenz gauge) or 1 (Feynman gauge). However, when choosing a covariant gauge
you introduce some unphysical degrees of freedom, which can be canceled by adding

1This is simplified somewhat from how it appears in the Standard Model, for the sake of clarity.
One should sum over the six flavors. We have also neglected the Faddeev-Popov ghosts, as they do not
appear in the lightcone gauge that we will use. In addition, the mass term actually comes from the
Higgs mechanism.
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new fields in the Lagrangian called Faddeev-Popov ghosts. These ghost fields are also
unphysical, but will, in a covariant gauge, appear as virtual particles in intermediate
stages of calculations.

In cases where the system you want to calculate is asymmetric in space, it can be more
suitable to choose an axial gauge. Axial gauges explicitly violate Lorentz invariance,
meaning they are somewhat less general than the covariant gauges, but they can be
very convenient in specific cases. Axial gauges are for example useful in collider physics,
where the beam introduces a natural direction, breaking spatial symmetry. In this thesis
we study jets from heavy ion collisions, which also start with an energetic quark or gluon
traveling on the light cone in a specific direction. So for our purposes it is beneficial to
choose an axial gauge.

Another good thing about axial gauges is that there is no longer a need for the Faddeev-
Popov ghost fields, as these come from insisting on a Lorentz covariant gauge choice.

More explicitly we choose the lightcone gauge, where the gluon propagator is given by

=
i

p2 + iϵ

[
−gµν + nµpν + nνpµ

n · p

]
δab , (1.5)

where n is a light-like vector.

The quark propagator is given by

=
iδij

/p−m+ iϵ
. (1.6)

The QCD interactions are given by the following vertices:

= igγµT a
ij (1.7)
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= gfabc[gµν(k − p)ρ + gνρ(p− q)ρ + gρµ(q − k)ν ] (1.8)

(1.9)

These diagrams make up the starting point for computing QCD processes.

Most calculations in QFT rely on an approach called perturbation theory. To calculate
a process where a → b, where a is some initial collection of particles and b is some
final state, we have to sum up all of the possible ways this can happen. There is an
infinite number of such combinations, so it is not possible to calculate all of them. One
can order the diagrams in complexity, so that the diagrams with the fewest interaction
vertices come first, and then the number of vertices increases. Each interaction vertex
comes with the coupling constant g, so if g < 1 the least complex diagrams will give
the biggest contributions, and the more complex diagrams will give small corrections to
this. One can then calculate the first few diagrams, and stop when the desired level
of precision is reached. This is called perturbation theory, and crucially only works for
weak coupling g < 1.

1.2.2 Confinement and asymptotic freedom

When doing calculations you will notice that when trying to calculate diagrams contain-
ing loops the result will diverge. This problem is solved through the process of renor-
malization, which results in the ”bare” coupling g being replaced with the renormalized
coupling gR(µ). This is no longer a constant, but changes (runs) with the energy scale µ.
The manner of running is encapsulated in a differential equation called the β-function,
given as µ d

dµ
gR = β(gR). The form of β(gR) is defined through loop calculations.

Actually, when people mention the QCD coupling constant they usually rather refer to
αs ≡ g2/4π, as this appears more frequently in QCD calculations. At 1-loop order the
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solution to the β-function is

αs(µ) =
2π

7

1

ln µ
ΛQCD

. (1.10)

From this, it is clear that the coupling αs is small at high energies µ≫ ΛQCD, but grows
large at low energies as µ ∼ ΛQCD ≃ 200 MeV. The parameter ΛQCD is the so-called
Landau pole of QCD, where the coupling blows up.

At low energies the interaction is strong, and quarks bind together in colorless objects
called hadrons, which are what can be observed in nature. The hadrons are grouped into
mesons, which consist of a quark and an antiquark, and baryons, which consist of three
quarks. The inability to observe quarks by themselves at low energies is a phenomenon
called confinement. Confinement of Yang-Mills theory is an open mathematical problem,
although lattice calculations shed light on various aspects of its appearance, not to
mention that the overwhelming experimental evidence supporting it.

Since perturbation theory cannot be used the only reliable method of calculation at low
energies is through lattice QCD, which is based on solving QCD on a discretized grid.
This has some applications, but also some important limitations. We will discuss this
more in later sections. Lattice QCD is extremely computationally expensive and requires
very powerful computers to perform calculations.

In the high energy regime the coupling αs is small, which means that one can use
perturbative QCD (pQCD) to calculate observables. It is interesting to note that for
very high energies µ → ∞ the coupling αs → 0. This phenomenon is referred to as
asymptotic freedom, as the quarks and gluons stop interaction at extremely high energy
scales.

In heavy ion collisions nuclei are collided at very high energy. The nuclei consist of a
collection of quarks and gluons, which we will collectively refer to as partons, a term
coined by Feynman. As the partons in the nuclei gain energy the interaction between
them becomes weak, and they will break out from their confinement and form a plasma
of interacting quarks and gluons. This state of matter is called the quark-gluon plasma
(QGP). The QGP has been an area for a lot of both theoretical and experimental efforts,
which we will discuss in more detail in the next section.
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Chapter 2

Heavy ion physics

2.1 Heavy ion collisions

The current data we have from heavy ion collisions is from RHIC in Brookhaven and
the LHC in CERN. In these experiments heavy nuclei like Pb or Au are accelerated and
made to collide at ultra-relativistic energies.

2.1.1 Motivation for colliding heavy ions

In heavy ion collisions you collide nuclei containing many protons and neutrons. Such
collisions will have many binary collisions of nucleons happening at the same time, as
opposed to only one in a proton-proton collision. Hence it provides an opportunity to
study collective effects introduced by having many collisions happening in a small area.
The effects of these collective phenomena are then compared to benchmark measurements
that are not expected to exhibit collectivity, for example proton-proton collisions.

One of these collective phenomena that are produced in heavy ion collisions is the quark-
gluon plasma, which is produced when nuclear matter is heated to very high tempera-
tures. The finite temperature properties of QCD were largely unknown, and it is therefore
a very interesting field to study. The heavy ion experiments at RHIC were largely done
in the hope to see some signatures of the QGP, which they succeeded at [6, 7]. The LHC
then started colliding heavy ions at higher energies, and also produces an abundance of
interesting experimental results [8–12].

The QGP is only one part of the larger QCD phase diagram, seen in Fig. 2.1. At low
temperatures T and baryon chemical potential µB the quarks and gluons are confined
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Figure 2.1: The QCD phase diagram. Figure from [13].

into hadrons. As the temperature increases there is a continuous crossover to the QGP
phase at temperature Tc ∼ 155 MeV [14].

The baryon chemical potential µB is in general small in heavy ion collisions, and it
decreases with increasing collision energy. This is because the total baryon number in
the collision is always two times the number of nucleons in each nucleus, while the total
number of produced particles increases as the collision energy increases. Hence, the
∼ 400 baryons are highly diluted in the final state, which contains thousands of hadrons.

Colliding heavy ions is the primary way of producing QGP, and thus our most important
approach to studying this particular phase of QCD. In the following sections, we will
describe the different aspects of heavy ion collisions in more detail.

2.1.2 Features of a heavy ion collision

There are several parameters that are used to describe a collision event. The center-of-
mass energy per pair of colliding nucleons is referred to as

√
sNN , and can go up to 5

TeV the LHC.

An abundance of particles is produced in each collision event, and they will fly out to hit
the detector. The position of where the particle hits the detector can be described by the
polar angle θ and the azimuthal angle ϕ compared to the beam direction. However, it is



2.1 Heavy ion collisions 13

usually more common to use the rapidity y or pseudorapidity η instead of θ. Defining
the first component of momentum p1 so its direction is along the beam direction, the
rapidity is given as y = 1

2
ln E+p1

E−p1
, where the energy is E = p0. The pseudorapidity is

given by η = − log tan(θ/2), so that η = 0 in the direction perpendicular to the beam
θ = π/2. Lastly, it is common to define pT as the particle’s momentum perpendicular to
the beam direction pT =

√
p22 + p23.

The nuclei collide at a speed very close to the speed of light, and their length in the
direction of travel is therefore Lorentz contracted. Their shape is therefore more like
very thin discs, with a diameter of around 14 fm perpendicular to the direction of travel,
and a thickness of around 14/γ fm in the direction of travel. For the RHIC and LHC
energies the relativistic Lorentz factor γ is around 100 and 2500, respectively [15].

As the nuclei collide they create an area of high density and temperature. This results in
a large yield of particles in the final state. At the LHC around 15000 charged particles
are created for central collisions [16]. This abundance of particles is clearly produced by
an initial state of very high density, simply from conservation of energy, as the detected
particles typically have a few hundred MeV of energy each.

It is interesting to study the measured momentum of the produced particles. From the
momentum spectrum it is clear that most of the produced particles are soft, meaning
they have low energy. Hard particles, over around 5 GeV, are also produced but are
comparatively rare. At high energy the spectrum falls steeply as a power of pT , see
Fig 2.2. These rare hard particles are of special interest as their high energy makes
perturbation theory viable as a tool to calculate their journey through the QGP.

There are several methods of modeling the initial dense state that is reached right after
the collision takes place. A relatively simple and well-known approach is called the
Glauber model, see for example [18]. In the Glauber model, the energy density in the
region of the collision is proportional to the thickness of the two colliding nuclei. Another
more sophisticated model for the initial state is called the color-glass condensate (CGC),
see e.g. [19]. The CGC is based on the physics of gluon saturation in the colliding nuclei.
One can translate this model of the colliding nuclei into an energy density in the collision
region after the collision has occurred.

Using one of the models for the initial state one can estimate the energy density in the
collision region. Doing this one will find that it more than overshoots the critical energy
density of QCD found by lattice QCD simulations ϵc ≃ 1 GeV/fm3, where there is a
crossover from hadronic matter to quark-gluon plasma [20]. This makes us confident
that quark-gluon plasma has indeed been produced in the collision event.
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Figure 2.2: Charged particle multiplicity as a function of pT for central and peripheral
Pb-Pb collisions at sNN = 2.76 TeV. Figure from the ALICE Collaboration [17].

Of course, not all of the nuclei will hit each other head-on. If the two nuclei hit each
other off-center then not all of the nucleons will collide, and the rest are called spectators.
The nucleons that are involved in the collisions are referred to as participants, and one
participant can be involved in several binary collisions. In an idealized setting this is
described by the impact parameter b, which is the transverse distance between the centers
of the two nuclei in a collision.

The impact parameter cannot be measured directly, so in experiments the events are
rather grouped into different centrality classes. The centrality of a collision can be
inferred event-by-event by statistical data. More central collisions generally produce a
higher yield of particles. For example, the 10% of collisions with the highest particle
multiplicities will be put in the 0% − 10% centrality class and referred to as central
collisions. Collisions with a large impact parameter are called peripheral collisions. An
illustration of a peripheral collision can be seen in Fig. 2.3. In some experiments it is
also possible to directly detect the beam remnants, which also gives a good indication of
the centrality.

Since it is not possible to measure the number of spectators, participants, and binary
collisions in an event these numbers must be inferred from some model, like the Glauber
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model. The beam remnants can also be useful in this regard. The measured yield of
charged particles is approximately proportional to the number of participants. Colorless
probes such as photons and weak bosons are unaffected by the QGP and provide a good
test for these models. This makes us confident of our starting point when studying
colored probes.

2.1.3 Evolution after the collision

The collision results in a system with very high density and temperature, which means
that the quarks and gluons no longer are confined in hadrons. In the current experiments
the energy is not high enough to create truly free quarks and gluons. Rather they are
in a state where they still interact strongly with each other, and form a collective fluid.
This is, as already mentioned, referred to as the quark-gluon plasma. In the phase
diagram Fig. 2.1 this corresponds to moving vertically towards higher temperatures,
while keeping the baryon chemical potential µB relatively low.

For a weakly coupled plasma one can use perturbative hard thermal loop calculations to
compute the properties of the plasma. However, at strong coupling this cannot be used.
Lattice QCD is the only method we currently know of that can be used to compute
the thermodynamical properties of a strongly coupled QGP. However, lattice QCD can
only be used to compute static properties, when the system is at global equilibrium. In
addition, if one wants to go to non-zero baryon chemical potential µB then lattice QCD
runs into the so-called sign problem, where the probability interpretation breaks down.
Going beyond zero µB is an important ongoing problem, that lies outside the scope of
this thesis, see e.g. [21] for a review.

The current theory best suited to describing the evolution of the QGP is through rel-
ativistic hydrodynamics. As this thesis is about hard probes of the QGP we will not
review the mathematics of hydrodynamics. For a review see for example [22].

In collisions that are not completely central the collision area will exhibit an almond
shape, see Fig. 2.3 for a visual representation. This spatial anisotropy of the initial
shape of the drop of QGP leads to differing pressure gradients in different directions.
The pressure is greatest at the center of the collision and zero on its border. This
implies that the pressure gradient will be biggest in the direction where the extent of the
almond is the shortest. The QGP will expand hydrodynamically faster in the directions
with bigger gradients, leading to a subsequent momentum anisotropy in the measured
particles. This can be seen in Fig. 2.4. The azimuthal momentum anisotropy can be
quantified by measuring the angular distribution of the final state hadrons.



16 Heavy ion physics

Figure 2.3: A visual representation of two colliding nuclei in a peripheral collision. The
almond-shaped collision area is in the middle. The pressure gradients are noted by
arrows.

The fact that the QGP can be described as a fluid is not a given. If this was not the
case then the above argument would not be valid, and the azimuthal dependence of
the measured hadrons would be different. It is the fact that we indeed see evidence of
anisotropy in collision data that makes us confident that the QGP can be modeled using
hydrodynamics.

The experimental data suggest that the ratio of the shear viscosity η over the entropy
density s is small, close to the theoretical bound of 1/4π [24]. This means that QGP is
almost an ideal fluid. This sets it clearly apart from most other fluids in nature, which
typically have an η/s > 1. An η/s ∼ 1/4π is an indicator of strong coupling, as we know
from calculations using the AdS/CFT correspondence [25]. All in all this fact indicates
that the QGP produced at RHIC and LHC energies is a strongly coupled fluid with very
low viscosity.

As the QGP expands, its pressure and temperature drop. When the QGP has cooled
sufficiently the hydrodynamical picture is no longer valid, and we reach an energy density
where hadrons are formed. This is called the chemical freeze-out. After this happens the
relative abundances of the different hadron species are fixed for the rest of the evolution.
However, the hadrons are still interacting with each other. The chemical freeze-out
provides interesting insight into this stage of the event. One can fit the abundances of
the different hadron species with a thermal distribution to extract the temperature T
and chemical potential µB at the time of freeze-out. The extracted temperature at RHIC
energies is close to the critical temperature at ∼ 155 MeV [26].
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Figure 2.4: Normalized charged particle multiplicity as a function of the azimuthal angle
ϕ for central and peripheral collisions. Figure from the STAR Collaboration [23].

Immediately after their formation the hadrons will interact. After the system has cooled
down further the kinetic freeze-out occurs, meaning that the hadrons stop interacting
and stream freely to the detector.

In rare cases, the collision will involve a hard interaction between two partons. This
creates a particle of high virtuality that will move through the QGP. If the created
particle is colored it will interact with the medium through QCD interactions. This
provides an opportunity to study the QGP, because the parton’s evolution through the
medium is different than the corresponding process in the vacuum. The good thing about
these hard probes is that because of their hardness, the interaction with the medium will
be of higher energy, which means that the coupling will be weaker. This means that one
can use perturbative techniques to perform calculations and to learn about a phase of
matter that is non-perturbative in nature.

2.2 Experimental signatures of the QGP

Heavy ion collisions are the primary experiments to study the quark-gluon plasma. There
are several types of experimental signatures that can be used to study the QGP. These
can roughly be divided into

• correlation of low-pT hadrons

• heavy quarks

• hard probes



18 Heavy ion physics

In this section, we will review these signatures. In our research we focus on the hard
probes of the QCD, so that will be our focus in later sections.

Correlation of low-pT hadrons An important observable is the flow, which is a
measure of how the QGP behaves like a fluid. It is related to the pressure anisotropy
described in the previous section. We want to quantify the azimuthal dependence of the
charged particle multiplicity. This is shown in Fig. 2.4. The shape of the azimuthal
distribution seen in the plot suggests an expansion in cosines

dN

dp2dy
=

1

2πpT

dN

dpTdy
[1 + 2v1 cos(ϕ−Ψ1) + 2v2 cos(2(ϕ−Ψ2)) + . . . ] . (2.1)

The second flow coefficient v2 is referred to as elliptic flow, and it is an important
observable describing the asymmetry of the collision. Experimentally, one finds sizable
v2 in heavy ion collisions [27].

he v2 is smaller for central collisions than for peripheral collisions. This can be explained
by the fact that a completely head-on collision creates a circular collision area, with no
asymmetry. When the impact parameter is bigger the collision area will be less circular
and have more of an asymmetric almond shape. This leads to differing pressure gradients
in different directions, see Fig. 2.3. The pressure gradients make the fluid expand rapidly
outwards towards the detector, but in an unequal manner in different directions. The
degree of this asymmetry is what is described by the v2.

It is worth noting that the multiplicity of different particle species is dominated by low-pT
particles, as energetic particles are relatively rare. This can be seen in Fig. 2.2.

Heavy quarks Another signature of the presence of a thermal medium is the sup-
pression of heavy quark bound states. The potential between a cc̄ pair is screened in
the medium, which will prevent the pair from finally forming a hadron. In contrast,
the abundance of hadrons with strange quarks is higher in heavy ion collisions than in
p-p collisions. This is because the QGP has high enough temperature to create strange
quarks. This effect is called strangeness enhancement.

We will not go into details about heavy quarks as a probe of the QGP, see e.g. [28] for
a review.

Hard probes An important class of observables is referred to as hard probes. In a
subset of collisions, a hard process happens in the initial interaction, creating a hard
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parton. This will fragment and leads to a spray of hadrons, called a jet. These jets are
created both in p-p collisions and heavy ion collisions, and one can therefore compare
the two to extract the modification of jets due to the presence of the thermal medium.
These jet modification because of the thermal medium is referred to as jet quenching.
The most important jet quenching effect is energy loss, which simply means that jets
lose energy as they traverse the medium. We will cover jets and jet quenching in more
detail in the next section.

One of the most commonly used observables in heavy ion collisions is the nuclear mod-
ification factor RAA, which characterizes how many jets of a certain momentum are
produced in a heavy ion (AA) collision, compared to in proton-proton collisions. It is
given by the formula

RAA(pT , η) =
dNAA→X/dpTdη

⟨Ncoll⟩dNpp→X/dpTdη
. (2.2)

The nuclear modification factor RAA is a very useful observable, and its use is not limited
to jets. One can also measure the RAA of charged hadrons or heavy quarks states.

In the RAA the p-p spectrum must be multiplied by the average number of binary col-
lisions of nucleons happening in the specific AA collision. This can be estimated by for
example using the Glauber model. Then an RAA of 1 would imply that a heavy ion col-
lision is more or less equivalent to many separate p-p collisions, meaning there would
be no collective phenomena. If the RAA deviates from 1 it means that either the initial
state or the final state evolution is different than in p-p collisions. RAA is measured at
RHIC and the LHC, and the results show RAA < 1 for charged hadrons, which means
that these particles are suppressed. The measurements also show a strong centrality de-
pendence of the RAA, where the RAA is less than 1 for central collisions, and closer to 1

for peripheral collisions [17]. This is readily interpreted as a sign that the partons lose
energy as they go through and interact with the QGP.

On the other hand, the RpA, which one can measure from proton-ion collisions, is con-
sistent with a modification factor of 1, or slightly greater than 1 [29]. This implies that
initial state effects, given by how much the nuclear PDFs differ from proton PDFs, are
not very important for the measurement. It also suggests that there is not a sizable
amount of QGP, and hence energy loss, in small systems. Additionally, the RAA of col-
orless probes such as photons, Z’s and W’s is consistent with 1 [30]. This is expected,
as colorless particles do not interact with the colored QGP, and is a good check of the
interpretation of RAA.

When a hard parton is created its momentum must, from conservation laws, be balanced
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by an equal amount of momentum going in the opposite direction. A so-called dijet
event is when there are two jets going back-to-back, in their center-of-mass frame. If the
jets are created in a manner where they have to go through different lengths of QGP
the amount of quenching will be different for each jet. This is called dijet asymmetry,
and one expects the effect to be greater in central collisions than peripheral ones, since
the amount of QGP created is greater in more central collisions. This effect is indeed
observed in experiments [31].

Another class of jet observables is jet substructure. There are several ways to quantify
the internal structure of a jet, and the difference in the substructure between vacuum
and medium jets can provide information about the QGP and the quenching process. We
will not go into details about this, see e.g. [32, 33] for reviews on this class of observables.

The main topic of this thesis is the theoretical treatment of jet quenching, with special
emphasis on medium-induced radiation, which is the dominant process governing jet
energy loss. We do not directly calculate any of the observables mentioned in this
section. Rather, we have made contributions to the theoretical foundations that underpin
jet quenching. These results must be integrated into a program like a Monte-Carlo
simulation that takes into account all of the different effects that play a role between the
collision and the measurement.



Chapter 3

Jet quenching

A jet is a collimated spray of hadrons. In a fraction of all collision events a highly
energetic parton (quark or gluon) will be produced. This will start radiating and create
a collection of partons close together. These partons will subsequently hadronize and
show up in the detector as a jet.

Formally a jet is inherently linked with a jet-finding algorithm that describes how the
final state particles are grouped together in a jet. Different jet definitions and algorithms
exist in the literature. For a detailed discussion on jet definitions see [34].

Jets appear both in vacuum (p-p collisions) and in the medium (heavy ion collisions).
The jets are created through the same processes in vacuum and in the medium, but the
medium jets are modified by the passage through the QGP. In the vacuum the theory
of jets is well understood, and vacuum jets hence provide a baseline for comparison to
the more complex medium jets.

The modification of jets due to medium effects is, as already mentioned, known as jet
quenching. Jet quenching is a broad term that not only refers to energy loss and the
suppression of jet spectra, but to a range of jet observables, like jet substructure.

Vacuum jets

The theory of jets in p-p collisions has been studied for a long time and is under good
theoretical control. See for example [35, 36] for more details.

The theory is based on a picture where the hard and soft processes are factorized. In
the factorized picture the production of a final state X from the collision of two protons
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can be written as

σh1h2→X (p1, p2) = fh1
i

(
x1, Q

2
)
⊗ fh2

j

(
x2, Q

2
)
⊗ σij→k

(
x1p1, x2p2, Q

2
)
⊗Dk→X

(
z,Q2

)
.

(3.1)
The final state X can be a number of different objects, but here we will let it be a jet. The
above equation describes how two partons i and j, one from each proton, interact and
create a parton k that subsequently fragments and hadronizes. The process is factorized
into three parts: the initial conditions of the protons that lead to the hard scattering,
the hard scattering itself, and the evolution of the produced parton to the final observed
jet X.

The initial conditions are described by the parton distribution functions (PDF) f(x,Q2),
which give the probability of finding a parton of momentum x and virtuality Q2 in an
incoming proton. The PDFs are process-independent and non-perturbative objects that
must be inferred from experiments. Their evolution in Q2 is governed by the Dokshitzer-
Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [37–39].

The hard scattering that produces a hard parton k from the initial partons i and j is
described by the cross section σij→k. Since the scattering is hard this is a perturbative
object, and it can be calculated to order of αs using pQCD.

Finally, the fragmentation function Dk→X describes how the parton k evolves and ends up
in a jet. Actually, this step involves two processes: partonic branching and hadronization.
The partonic branching describes how a single parton of the scale Q2 undergoes multiple
splittings, and we end up with a collection of many partons at some lower scale Q2

0. This
branching process is essential to understand to be able to calculate how jets are formed.

In vacuum the probability for one parton to branch into two contains both a soft and
collinear divergence:

dP =
αs

2π

dk2

k2
Pba(z)dz . (3.2)

Here the Pba(z) is the process-dependent Altarelli-Parisi splitting function. This means
that most of the emitted partons will be soft, and be emitted with a small angle θ

compared to the parent partons. The collinear divergence is when k2 → 0, where k = |k|
is the transverse momentum. The soft divergence is when z → 0, where z is the splitting
fraction, and the splitting function goes as Pba(z) ∼ 1/z.

The evolution of the system from a high energy scale Q2 to a lower one Q2
0 is described

by the DGLAP equation

∂D(x,Q)

∂ ln(Q2/Q2
0)

=

∫ 1

0

dz

z

αs(k)

2π
Pba(z)D(x/z,Q) . (3.3)
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The DGLAP equation can be used to resum successive branchings. They are ideal for
use in Monte-Carlo generators, where the DGLAP equation is used to produce parton
showers.

One feature that is not captured by this picture is that of color coherence [40]. After a
splitting there will take some finite time before the two partons are resolved, meaning
that they are indistinguishable from a single colored object. This leads to the concept
of angular ordering, where each successive branching has a smaller angle than the one
before it θn+1 < θn. The DGLAP equation can be modified to include this effect.

When the partons reach a certain energy threshold Q0 ∼ ΛQCD they hadronize. The
resulting hadrons are then measured in the detector. Hadronization is a non-perturbative
process, and can therefore not be calculated from pQCD. It must hence be inferred from
data. Fortunately, it seems like a simple model of hadronization is enough to capture
the most important effects [41].

Medium jets

Jets that are produced in the medium have to go through the quark-gluon plasma before
they can escape to the detectors. The interaction with the medium changes the properties
of the jet, which is called jet quenching. Because of this jets are an important probe of
the QGP. However, the theory of jets in the thermal medium is more complicated than
in vacuum.

A jet consists of several partons. As a parton goes through the medium it will change
its direction and lose some of its energy. The former effect is referred to as transverse
momentum broadening, and means that the parton changes its momentum transverse to
its original direction. It leads to a general broadening of the jet. The interaction with the
medium also leads to the jet losing energy. The most important effect is inelastic energy
loss. There the partons in the jet are knocked off-shell by collisions with the medium,
leading to additional emissions that might go out of the jet cone. This emission will not
be included in the jet, and the energy is lost.

The factorized picture still holds in heavy-ion collisions. The hard scattering happens
over a very short time, meaning that it will not be modified significantly by the formation
of the medium [42].

The PDFs will certainly be different in heavy ion collisions compared to pp collisions.
The so-called nuclear parton distribution functions (nPDF) differ from the proton PDFs
in several ways [43], and must be used to obtain correct results.
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The fragmentation function is definitively modified in the presence of a thermal medium.
The partons will go through and interact with the medium before they can hadronize
and reach the detector.

To calculate observables that can be directly compared to experiments one has to take
into account all of the different parts of a heavy ion collision, from the initial configuration
of the nuclei to the eventual hadronization of the particles created in the collision. This
is too complicated and has too many parts to be possible to calculate analytically. For-
tunately, all of this can be implemented in Monte Carlo simulations that aim to describe
every step of the process, see e.g. [44, 45]. The theoretical studies we have conducted as
part of my thesis can be used to improve the parts of these Monte Carlo generators re-
lating to parton splitting in the medium, leading to a somewhat more accurate estimate
of physical observables.

3.1 Basics of jet quenching theory

In this section, we will introduce the theory of jet quenching. I certainly do not mean for
this to be an extensive review of jet quenching. There have been written many reviews
on jet quenching, see e.g. [28, 32, 46, 47] for reviews focusing more on experiments and
[42, 48–50] for theoretical reviews.

Since jets are composed of partons we need to derive rules for how highly energetic
partons propagate and interact when they are in the QGP. We assume that the following
hierarchy of energy scales holds:

E ≫ |k| ≫ T,ΛQCD . (3.4)

By this, we mean that the energy of the hard parton E is much bigger than the transverse
momentum scales k. We will assume that the interaction between the partons and the
medium is weakly coupled, which means that the energy scales of the partons are greater
than those of the strongly coupled thermal medium (T , ΛQCD). These assumptions are
necessary to perform pQCD calculations. We will not discuss the possibility of strong
coupling between the parton and the medium, or how to describe a strongly coupled
medium through a gravity dual. For a review on how to model strong coupling through
the AdS/CFT correspondence see [50].

Now we will show how to do calculations of jet quenching. First, we will introduce the
theory, and then we will discuss two different facets of jet quenching: transverse momen-
tum broadening and energy loss. Transverse momentum broadening is a fundamental
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calculation in jet quenching, and it is tightly linked with the jet quenching parameter q̂.
Jet energy loss comes from medium-induced emissions that go outside of the jet cone.
My papers are largely about improving the calculation of medium-induced emissions, so
we will present this in some detail in Sec. 3.2.

3.1.1 The medium interaction

We will consider highly energetic partons (light quarks or gluons) that travel close to
the light cone. In this regime the energy is much higher than their mass, so the mass
can safely be neglected.

In this regime it is convenient to work with light-cone coordinates, defined by

x+ =
1

2
(x0 + x3)

x− = x0 − x3 (3.5)

The transverse coordinates are given by x = (x1, x2). We define the light-cone time as
t ≡ x+. The inner product in the light-cone coordinates is

x · y = x+y− + x−y+ − x · y . (3.6)

In momentum space the +-component can be identified as the energy of the parton
E ≡ p+, while the p−-component is negligible. The transverse coordinates are related to
the transverse momentum through the Fourier transform1

|p) =
∫
x

eip·x |x) . (3.7)

The medium can be modeled as a classical colored gauge field Aµ,a. In this context the
word classical means that only tree-level diagrams involving the medium are considered.
This approximation is valid since we assume weakly coupled interactions between the
propagating parton and the medium.

One main assumption is to treat the subsequent scatterings on the medium field as
independent. This assumption is valid when the mean free path is much larger than the
range of the potential, λ ≫ µ−1 [51]. In that case the only relevant correlator is the
two-point correlator ⟨AA⟩. This also suppresses the contribution from the four-gluon
interaction (1.9), so we will only consider three-gluon interactions (1.8).

1We will use the convention
∫
x
=

∫
d2x and

∫
p
=

∫
d2p
(2π)2 .
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The medium field is sourced by a collection of independent color charges ρa spread
out with a number density n(t). The configuration of these color charges will follow a
distribution centered around a net color charge of zero, so ⟨ρa⟩ = 0. Since the color
charges are assumed to be independent the correlation between two color charges is local
in color and spacetime

⟨ρa(t, r)ρb(t′, r′)⟩ = n(t)δabδ(t− t′)δ(r − r′) . (3.8)

This can for example be derived by assuming a Gaussian distribution for the color
charges, as in the McLerran-Venugopalan (MV) model [52–54].

The gauge field A is related to the current J µ ≃ ρataδµ− created by the color charges
through the classical Yang-Mills equations [Dµ, F

µν ] = J ν [55]. In solving this it is
convenient to use the light-cone gauge, where A+,a = 0. After solving the Yang-Mills
equations you find that the transverse components of the gauge field can be set to zero
Ai,a = 0 [56]. This means that the remaining relevant component of the external field is
the minus component, so we define Aa ≡ A−,a. The field’s relation to the color charges
ρ is also given through solving the Yang-Mills equations, and is

Aa(t, r) =

∫
q

e−iq·r

q2
ρa(t, q) . (3.9)

Combining this with Eq. (3.8) we find the correlator of two medium fields

⟨Aa(t, r)Ab(t′, r′)⟩ = δabn(t)δ(t− t′)γ(r − r′) , (3.10)

where
γ(r) = g2

∫
q

e−iq·r

q4
. (3.11)

In reality, the potential will be Debye screened in the infrared because of the presence
of the thermal medium. This screening depends on the microscopic properties of the
medium and can be implemented through several different models. In general, we write

γ(r) =

∫
q

e−iq·r d
2σel

d2q
. (3.12)

In many cases it is useful to define the difference

σ(r) = g2[γ(0)− γ(r)] . (3.13)

We will mainly use the Gyulassy-Wang (GW) potential [57], which assumes static scat-
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tering centers. It is given by
d2σel
d2q

=
g2

(q2 + µ2)2
, (3.14)

where µ is the GW screening mass.

Another model can be found from hard thermal loops (HTL) calculations in a thermal
medium with temperature T [58]. This HTL model differs from the GW model in how
the IR screening is implemented

d2σel
d2q

=
m2

DT

n(t)

1

q2(q2 +m2
D)

, (3.15)

where mD is the Debye mass.

At this point we can start to describe a parton traversing the thermal medium. It is
possible to derive in-medium Feynman rules, which can be used to calculate different
processes happening in the medium. As the parton traverses the medium it gets small
”kicks” from the background field, causing it to change its transverse direction. The fact
that only the transverse momentum changes can be seen from (3.10), as there is a delta
function in time (conjugate with energy).

3.1.2 The medium propagator

We will now derive the medium propagator, which describes a parton’s propagation
through and interaction with a thermal medium. This has been derived before, see e.g.
[42] for a different derivation.

As the parton goes through the medium it can get any number of kicks from the scattering
centers. The propagator therefore has to include an arbitrary number of such medium
interactions. The medium interactions are separated in time. They will also, as we have
already mentioned, only change the transverse momentum p of the partons, while the
energy p+ stays constant. We therefore want a propagator that is a function of time
and transverse momentum/position, and sums up an arbitrary number of interactions.
Symbolically, we will represent a parton propagating from time t0 to t, with transverse
momentum going from p0 to p as (p|G(t, t0)|p0). We will now show how this can be
derived.

We will do the derivation for a scalar particle, as it makes the calculations simpler and
more clear. The derivation for a quark or a gluon is very similar. Each case involves
some different factors that relate to the spin of the parton, but since a scalar particle has
spin 0 it is trivial. In the medium Feynman rules these spin factors are stripped from
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the propagators and put into the vertices. The remaining propagator is the same in all
three cases, and deriving it for a scalar particle is just the least complicated way. We
will derive the internal propagator. The derivation for the external propagator is again
very similar.

The QCD Feynman rules for a scalar in the fundamental representation are

= δijG0(p) =
iδij

p2 + iϵ
, (3.16)

= V µ,a
ij (p+ p0) = ig(pµ + pµ0)T

a
ij . (3.17)

We use the high energy approximation, where the mass is zero.

We will denote the scalar medium propagator (p|Gscal|p0). We will first derive this as a
function of four-momenta, and then change to the coordinates we want.

The propagator should sum up an arbitrary number of scatterings. The first possibility
is there are no scatterings. In that case the medium propagator just reduces to the
vacuum one

(p|Gij
scal,0|p0) = (2π)4δ(p− p0)δ

ijG0(p) . (3.18)

The next term will then contain one medium interaction, namely

(p|Gij
scal,1|p0) = G0(p)V

µ,a
ij (p+ p0)A

µ,a(p− p0)G0(p0) . (3.19)

The one after that will have two interactions etc. The sum of all of these interactions
can be neatly written in terms of a Dyson-Schwinger expansion

(p|Gij
scal|p0) = (2π)4δ(p− p0)δ

ijG0(p)

+

∫
d4p1
(2π)4

G0(p)V
µ,a
ij (p+ p1)A

µ,a(p− p1)(p1|Gkj
scal|p0) . (3.20)

This is a recursive relation for the propagator, as the term we are after is present at
both sides of the equation. One can check by iterating this equation a few times that it
contains the cases of zero and one medium interactions, which we already have calculated.
In fact, it sums up an arbitrary number of medium interactions, in accordance with the
Feynman rules. See Fig. 3.1 for a visual representation.
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Figure 3.1: A visual representation of the Dyson-Schwinger expansion of the propagator.

Now let us calculate the product of the vertex and the external field A. As we have
already shown only the −-component of the field is relevant, so we get

V µ,a
ik (p+ p1)A

µ,a(p− p1) = V +,a
ik (p+ p1)A

−,a(p− p1)

= ig(p+ + p+1 )A
a(p− p1)T

a
ik

= 2p+igAik(p− p1) . (3.21)

In the last line we have used the fact that the medium interaction does not change the +-
component of the momentum, and defined A ≡ AaT a. The Dyson-Schwinger expansion
then becomes

(p|Gij
scal|p0) = (2π)4δ(p− p0)δ

ijG0(p)

+ 2p+
∫

d4p1
(2π)4

G0(p) igAik(p− p1) (p1|Gkj
scal|p0) . (3.22)

The quark and gluon cases can be derived in a similar way, but with some spin-dependent
factors in front.

We want a process-independent propagator that covers all cases. In most calculations
it is convenient to write the propagator as a function of time and either transverse
momentum or transverse position, instead of the full 4-vector. The +-component of
the momentum is conserved in each interaction, so we would like our propagator to be
independent of this. Hence, we define the medium propagator as

2πδ(p+ − p+0 )
1

2p+
(p|G(t, t0)|p0) =

∫
dp−dp−0
(2π)2

e−ip−t+ip−0 t0(p|Gscal|p0) . (3.23)

The Dyson-Schwinger expansion for the new propagator is then

(p|G(t, t0)|p0) = (2π)2δ(p− p0)G0(p, t− t0)

+

∫ t

t0

ds

∫
q

G0(p, t− s) igA(q, s) (p− q|G(s, t0)|p0) . (3.24)
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Here we have suppressed the color indices to make it more general. In cases where we
want to make the representation explicit, we will write GR and TR, where the represen-
tation R can be fundamental or adjoint. One can check that the free propagator in the
mixed representation is

(p|G0(t, t0)|p0) = (2π)2δ(p− p0)G0(p, t− t0)

= (2π)2δ(p− p0) e
−i p

2

2E
(t−t0) . (3.25)

Here we have equated the energy with the +-component of the momentum as E ≡ p+.

It is often convenient to write this expansion in position space, which is reached through
a Fourier transform

(x|G(t, t0)|x0) = G0(x− x0, t− t0)

+

∫ t

t0

ds

∫
y

G0(x− y, t− s) igA(y, s) (y|G(s, t0)|x0) . (3.26)

The free propagator in position space is

(x|G0(t, t0)|x0) =
E

2πi(t− t0)
e
iE
2

(x−x0)
2

(t−t0) . (3.27)

In position space it is possible to rewrite the Dyson-Schwinger expansion as a Schrödinger
equation [

i
∂

∂t
+
∂2x
2E

+ gA(x, t)

]
(x|G(t, t0)|x0) = iδ(t− t0)δ(x− x0) . (3.28)

The propagator can also be written in the path integral form

(x|GR(t, t0)|x0) =

∫ x

x0

Dre
iE
2

∫ t
t0

ds ṙ2(s)
VR(t, t0; r(t)) , (3.29)

where VR is a Wilson line in the representation R

VR (t, t0; r(t)) = Pe
ig

∫ t
t0

dsAa(s,r(s))Ta
R . (3.30)

The path integral form is the most commonly used, as the propagator is written out in
one compact expression. The form of the propagator can be interpreted in the following
way: As the parton traverses the medium it can be kicked around many times, changing
its path. The sum over all the possible paths leads to a path integral. In addition,
the parton can change its color with every medium interaction. This color rotation is
encapsulated in a Wilson line.
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In App. A we explicitly show that the three ways to write the propagator, Eqs. (3.26),
(3.28) and (3.29) are equivalent.

We could go on to calculate the full Feynman rules in the medium, with external and
internal propagators for both quarks and gluons, and all the relevant vertices. However,
this is beyond the scope of our thesis. The medium propagator will be used frequently
in the subsequent chapters, which is why this was derived in detail. We refer to [59, 60]
for the full medium Feynman rules.

The eikonal approximation If the energy of the parton traversing the medium is
very high the changes in the transverse direction as it interacts with the medium will
be negligible. This is called the eikonal approximation. Then the path integral in Eq.
(3.29) becomes trivial, and the eikonal propagator is

(x|Geik
R (t, t0)|x0) = (x|G0(t, t0)|x0)VR(t, t0;xcl(t)) , (3.31)

and similarly in momentum space. Here the Wilson line is on the classical path between
the two points.

xcl(s) =
x− x0
t− t0

(s− t0) + x0 . (3.32)

Wilson lines In this thesis we will use VF ≡ V for fundamental Wilson lines and
VA ≡ U for adjoint Wilson lines. The adjoin Wilson lines are related to the fundamental
ones through the identity

Uab = 2 tr
[
taV tbV †] = U †ba . (3.33)

From this discussion it is clear that phenomenological calculations will contain two Wil-
son lines for each parton existing in a process at a specific time, one in the amplitude
and one in the complex conjugate amplitude. In addition each adjoint (gluon) Wilson
line can be written in terms of two fundamental Wilson lines through Eq. (3.33). The
maximum number of fundamental Wilson lines at any one time in a process is therefore

n = 2(nq + 2ng) , (3.34)

where nq and ng are the numbers of quarks and gluons, respectively. An important part
of doing calculations in the medium is therefore calculating Wilson line correlators, on
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the form

〈
|M|2

〉
∼ ⟨tr[V †V . . . V †V ] . . . tr[V †V . . . V †V ]⟩ . (3.35)

In [1] we found a general method of calculating all Wilson line correlators on this form.
We showed that they are given as solutions to differential equations. In addition, we
showed in detail how the calculations simplify in the large-Nc limit.

3.1.3 Transverse momentum broadening

Transverse momentum broadening describes how the transverse momentum of a single
parton changes as it traverses the medium. It is described by the distribution P(k),
which gives the probability for a parton to pick up the transverse momentum k after
traveling a distance L in the medium. The mean transverse momentum picked up per
unit length is called the jet quenching parameter q̂, and is defined through

q̂ ≡ ⟨k2⟩
L

=
1

L

∫
k

k2 P(k) . (3.36)

The way to calculate the distribution P(k) is simply to calculate the process of a single
parton propagating from an initial time t0 to the end of the medium L. It therefore
only involves the medium propagator, in the amplitude and in the complex conjugate
amplitude. We therefore define

(p1;p1|S2(L− t0)|p0; p̄0) = (2π)2δ(p0 − p̄0)P(p1 − p0|L, t0) , (3.37)

where the two-point function is

(p1;p1|S2(L− t0)|p0; p̄0) =
1

Nc

tr⟨(p1|GF (L, t0)|p0)(p̄0|G†
F (L, t0)|p1)⟩ . (3.38)

Here we have chosen to study a quark. For gluons the only difference would be a factor
1/(N2

c − 1) in front and using gluon propagators. The propagators are usually written
in position space, see Eq. (3.29), so after Fourier transforming we get

(p1;p1|S2(L− t0)|p0; p̄0) =

∫
x1x0x̄1x̄0

e−ip1·(x1−x̄1)+ip0·x0−ip̄0·x̄0(x1; x̄1|S2(L− t0)|x0; x̄0) ,

(3.39)
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where in position space we have

(x1; x̄1|S2(L− t0)|x0; x̄0) =
1

Nc

tr⟨(x1|GF (L, t0)|x0)(x̄0|G†
F (L, t0)|x̄1)⟩

=

∫ x1

x0

Dr

∫ x̄1

x̄0

Dr̄e
iE
2

∫ L
t0

ds(ṙ2− ˙̄r2) 1

Nc

tr⟨V (r)V †(r̄)⟩ . (3.40)

The Wilson line correlator acts as the potential term of the path integral. In [1] we found
a general method of calculating all Wilson line correlators through differential equations.
This case of only two Wilson lines is trivial, but we will show the calculation using our
method for illustrative purposes. Using the main result in [1] the differential equation
for this is

d

dt
⟨V (r)V †(r̄)⟩ = −1

2
n(t)

(
Nc −

1

Nc

)
σ(r − r̄)⟨V (r)V †(r̄)⟩ . (3.41)

This is separable, and the solution is simply

1

Nc

⟨V (r)V †(r̄)⟩ = e
−CF

∫ L
t0

ds n(s)σ(r−r̄)
. (3.42)

Inserting this into the equation for the two-point function gives

(x1; x̄1|S2(L− t0)|x0; x̄0) =

∫ x1

x0

Dr

∫ x̄1

x̄0

Dr̄ e
i
∫ L
t0

ds[E2 (ṙ2− ˙̄r2)+iCFn(s)σ(r−r̄)] . (3.43)

Noticing that the potential only depends on the difference r− r̄ one can change coordi-
nates to u = r− r̄ and v = 1/2(r+ r̄). The potential is now independent of the variable
v, and the path integral over v can be done immediately. This has the effect of forcing
u to be on the classical path ucl(t) = u1−u0

∆t
(t − t0) + u0, where ∆t = L − t0. Going

back to momentum space we now have, after changing coordinates and doing the path
integrals

(p1;p1|S2(L− t0)|p0; p̄0) =

(
E

2π∆t

)2 ∫
u1u0v1v0

eiv0·(p0−p̄0)−iu1·p1+
1
2
iu0·(p0+p̄0)

× e
i E
∆t

(u1−u0)·(v1−v0)−CF

∫ L
t0

ds n(s)σ(ucl) . (3.44)

The integrals over v1, v0 and u1 can be done immediately, leading to Dirac deltas setting
u1 → u0 and p̄0 → p0. After extracting the overall momentum-conserving delta function
you get the broadening distribution

P(p1 − p0|L, t0) =
∫
u

e−iu·(p1−p0)e
−CF

∫ L
t0

ds n(s)σ(u)
, (3.45)
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and equivalently in position space

P(u|L, t0) = e
−CF

∫ L
t0

ds n(s)σ(u)
. (3.46)

The calculation for gluons is very similar, and the general case is given by changing the
color factor from CF to the general CR.

To continue we need a model for the potential σ(u). For now, let us assume that the
potential can be approximated as a harmonic oscillator with some arbitrary constant A

CRn(t)σ(r) = Ar2 . (3.47)

Then we calculate the mean broadening per unit length q̂R for a parton of representation
R, given by

q̂R =
1

L

∫
k

k2 P(k)

=
1

L

∫
k

∫
u

k2e−iu·k−LAu2

= 4A . (3.48)

In Sec. 3.3 we will see that a harmonic oscillator with constant q̂R/4 is indeed a valid
approximation of the potential.

3.2 Medium-induced radiation

A parton traversing a quark-gluon plasma can lose energy in two different ways: colli-
sional energy loss and radiative energy loss. In collisional energy loss, the parton scatters
elastically on the medium and loses energy in the process. However, in radiative energy
loss, the parton scatters inelastically on the medium, meaning that the scattering in-
duces the parton to emit a gluon. For high-energy partons the energy loss is dominated
by radiative processes, and hence this is what we will focus on in this section [49].

To start out we will keep the notation as general as possible, and consider a parton a with
energy E splitting into two partons b and c with energies zE and (1− z)E, respectively.
This discussion is mainly taken from [3], see also [59, 61, 62]. The inclusive cross section
for this process is given by

dσ

dΩqdΩk

= 2E 2πδ(E − k+ − q+)

∫
dΩp0P2(k, q;p0)

dσ0
dΩp0

, (3.49)
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Figure 3.2: A parton splitting into two daughter partons at time t1 in the amplitude and
t2 in the complex conjugate amplitude. Figure from [3].

where the phase space element is dΩp = dEd2p/(2E(2π)3). The generalized splitting
function P2(k, q;p0) is given by

P2(k, q;p0) =
g2

z(1− z)E2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

∫
p̄0p1k1p̄1k2q2p̄2k̄2

× (k1 − zp1) · (k̄2 − zp̄2)(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)

× (k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)(p1; p̄1|S(2)(t1 − t0)|p0; p̄0) . (3.50)

This might look complicated, but it is a convolution of three different objects with
clear physical interpretations. The two-point, three-point and four-point functions are
correlators of two, three and four propagators

(p1; p̄1|S(2)(t1, t0)|p0; p̄0) ∼
〈
(p1|Ga(t1, t0)|p0)(p̄0|G†

a(t0, t1)|p̄1)
〉

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) ∼
〈
(k2|Gb|k1)(q2|Gc|p1 − k1)(p̄1|G†

a|p̄2)
〉

(k, q;k, q|S(4)(L, t2)|k2, q2; k̄2, p̄2 − k̄2) ∼
〈
(k|Gb|k2)(q|Gc|q2)(p̄2 − k̄2|G†

c |q)(k̄2|G†
b |k)

〉
,

(3.51)

Here we have neglected some process-dependent color factors, again see [3] for more
details.

The two-point function S(2) describes the broadening of the parent parton before the
splitting. The splitting itself is encoded in the three-point function S(3). Lastly, the
four-point function S(4) describes the evolution and broadening of the two-parton system
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after the splitting has happened. In general one can calculate S(2) and S(3) analytically.
However, the four-point function S(4) poses a challenge.

We have already shown that the 2-point function is given by Eqs. (3.37) and (3.45).

In [3] we showed that one can use conservation of energy to simplify the three-point and
four-point functions to

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1−k1; p̄1) = (2π)2δ(p1−p̄1)S
(3)(k2−zp̄2,k1−zp1,p1−p̄2|t2, t1) ,

(3.52)
and

(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2) =

≡ (2π)2δ2(q2 + k2 − p̄2)S
(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) .

(3.53)

Then you end up with

P2(p,P ;p0) =
g2

z(1− z)E2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

×
∫
p1l1l2p̄2 l̄2

l1 · l̄2 S(4)(p, l2, l̄2, p̄2 − P |t∞, t2)

× S(3)(l2, l1,p1 − p̄2|t2, t1)P(p1 − p0|t1, t0) . (3.54)

Here we have changed momentum variables to l1 = k1−zp1, l2 = k2−zp̄2, l̄2 = k̄2−zp̄2,
p = (1− z)k− zq and P = q+k. Usually, we are not interested in the total momentum
P , in which case this can be integrated out. This simplifies the expression to

P2(p) =

∫
P

P2(p,P ;p0) =
g2

z(1− z)E2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

×
∫
l1l2 l̄2

l1 · l̄2 Q(p, l2, l̄2|t∞, t2)K(l2, l1|t2, t1) . (3.55)

Here we have introduced the splitting kernel K(l2, l1|t2, t1) ≡
∫
p̄2
S(3)(l2, l1,p1− p̄2|t2, t1)

and the quadrupole Q(p, l2, l̄2|t, t2) ≡
∫
P
S(4)(p, l2, l̄2, p̄2 − P |t, t2), and used that∫

p1
P(p1 − p0|t1, t0) = 1 .

It is convenient to write the differential cross section defined in (3.49) using these variables

dσ

dΩqdΩk

= (2π)64z(1− z)E
dσ

dzdEd2pd2P
(3.56)

After integrating out P the splitting function P2 does not depend on the initial transverse



3.2 Medium-induced radiation 37

momentum p0 anymore, so the right-hand side of (3.49) can be simplified. The emission
spectrum dI

dzd2p
is then given in terms of the splitting function as

(2π)2
dI

dzd2p
=

1

4πz(1− z)
P2(p)

=
αs

ω2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

∫
l1l2 l̄2

l1 · l̄2 Q(p, l2, l̄2|t∞, t2)K(l2, l1|t2, t1) ,

(3.57)

where we have defined ω ≡ z(1− z)E and

dI

dzd2p
=

dσ

dzdEd2p

/
dσ0
dE

(3.58)

The main result in [3] was solving (3.57) numerically. It was done in position space,
where it is

(2π)2
dI

dzd2p
=
αs

ω2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

×
∫
u2uū

e−i(u−ū)·p(∂u1 · ∂ū2)Q(u, ū,u2, ū2|t∞, t2)K(u2,u1|t2, t1)
∣∣
u1=ū2=0

.

(3.59)

In position space the quadrupole and splitting kernel are given as path integrals

Q(uf, ūf,u2, ū2|tf , t2) =
∫ uf

u2

Du

∫ ūf

ū2

Dū ei
ω
2

∫ tf
t2

ds (u̇2− ˙̄u2)C(4)(u, ū) , (3.60)

K(u2,u1|t2, t1) =
∫ u2

u1

Du ei
ω
2

∫ t2
t1

ds u̇2C(3)(u) . (3.61)

The potential terms C(n) are correlators of Wilson lines

C(3) ∼
〈
VbVcV

†
a

〉
C(4) ∼

〈
VbVcV

†
c V

†
b

〉
. (3.62)

Again, these include some process-dependent color factors that we have omitted. The
three-point correlator has an analytic solution

C(3)(u|t2, t1) = e−
∫ t2
t1

ds vba(u) , (3.63)



38 Jet quenching

where the potential vba(u) for a splitting process a→ bc is given by

vba(r, t) = n(t)

[
Ccba

2
σ(r, t) +

Cacb

2
σ(zr, t) +

Cbac

2
σ((1− z)r, t)

]
. (3.64)

The color factors are Ccba ≡ Cc + Cb − Ca and they can be CF for quarks and CA for
gluons.

In [3] we showed that if we define the object

F (u, ū|t) =
∫ t

0

dt2

∫ t2

0

dt1

∫
u2

× (∂u1 · ∂ū2)Q(u, ū,u2, ū2|t, t2)K(u2,u1|t2, t1)
∣∣
u1=ū2=0

, (3.65)

then this can be solved through a Schrödinger equation[
iδij

∂

∂t
+ δij

∂2u − ∂2ū
2ω

− iMij(u, ū)

]
Fj(u, ū|t)

= −i1i ∂ūδ
2(ū) · ∂u1

∫ L

0

dt1K(u,u1|L, t1)
∣∣
u1=0

, (3.66)

where the sum goes over all the possible color states of the quadrupole, and 1i =

[1, 1, . . . , 1]. The matrix potential M relates all the different color states and can be
calculated using the method derived in [1].

The splitting kernel K is given by Eqs. (3.61) and (3.63), and can be calculated directly
for a potential vba. This is certainly not trivial for a realistic potential. We will study
this calculation in detail in Sec. 3.3.

Compared to the splitting kernel the quadrupole is a much more complicated object to
calculate analytically. We will therefore spend the rest of this section showing how the
quadrupole can be simplified, using the large-Nc limit as help.

3.2.1 The quadrupole at large-Nc

The quadrupole describes the evolution and broadening of the two-parton system after
the splitting has happened. When the two-parton system is created the two partons are
connected in color. The two partons will then interact with the medium, and we expect
that after some time has passed they will have lost their color connection completely
through the medium interactions. This is referred to as color decoherence [63]. After the
two partons have decohered they will broaden independently, so one would expect that
after a long time, the quadrupole will become a product of two broadening functions Q →
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PP . However, the situation is more complicated just after the splitting has occurred.

In this section, we will see that the quadrupole can indeed be written as a sum of two
terms, where the first describes the independent broadening and the second describes
the decoherence process. The two terms are usually called the factorizable and non-
factorizable pieces Q = Qfac + Qnon−fac [59]. We will do this using the large-Nc limit,
where the calculations simplify and you can get analytical results.

Going back to (3.50) and taking the Fourier transform of the four-point function you get

(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2) =∫
x2y2ȳ2x̄2xyȳx̄

eik2·x2−ik̄2·x̄2+iq2·y2−i(p̄2−k̄2)·ȳ2−ik·(x−x̄)−iq·(y−ȳ)

× (x,y; x̄, ȳ|S(4)(t∞, t2)|x2,y2; x̄2, ȳ2) . (3.67)

In position space the four-point function is given as a path integral

(x,y; x̄, ȳ|S(4)(t∞, t2)|x2,y2; x̄2, ȳ2)

=

∫ x

x2

Dr1

∫ y

y2

Dr2

∫ ȳ

ȳ2

Dr̄2

∫ x̄

x̄2

Dr̄1 e
iE
2

∫∞
t2

ds [z(ṙ2
1− ˙̄r2

1)+(1−z)(ṙ2
2− ˙̄r2

2)]C(4)(r1, r2, r̄2, r̄1) .

(3.68)

We will now be more specific, and consider three processes: a photon splitting into a
quark-antiquark pair, a quark emitting a gluon, and a gluon emitting a gluon. In terms
of fundamental Wilson lines the correlators C(4) for these processes are

γ → qq̄ : C4
qγ =

1

Nc

⟨tr[V1V †
2 V2̄V

†
1̄
]⟩

q → qg : C(4)
gq =

1

N2
c − 1

⟨tr[V †
1̄
V1V

†
2 V2̄] tr[V

†
2̄
V2]−

1

Nc

tr[V †
1̄
V1]⟩

g → gg : C4
gg =

1

Nc(N2
c − 1)

⟨tr[V †
1 V1̄] tr[V

†
2 V2̄V

†
1̄
V1] tr[V

†
2̄
V2]− tr[V †

1 V1̄V
†
2 V2̄V

†
1̄
V1V

†
2̄
V2]⟩ .

(3.69)

The main result of [1] was finding a general method of calculating such Wilson line
correlators at finite Nc, and showing how they simplify in the large-Nc limit. After using



40 Jet quenching

the large-Nc approximation this becomes

γ → qq̄ : C4
qγ =

1

Nc

⟨tr[V1V †
2 V2̄V

†
1̄
]⟩

q → qg : C(4)
gq ≃ 1

N2
c

⟨tr[V1V †
2 V2̄V

†
1̄
]⟩⟨tr[V †

2̄
V2]⟩

g → gg : C4
gg ≃

1

N3
c

⟨tr[V †
1 V1̄]⟩⟨tr[V1V †

2 V2̄V
†
1̄
]⟩⟨tr[V †

2̄
V2]⟩ . (3.70)

Notice how they all contain the same quadrupole 1/Nc⟨tr[V1V †
2 V2̄V

†
1̄
]⟩. The two latter

ones also contain dipoles, given in (3.42). In the large-Nc the dipoles are

PF (r1 − r2|t∞, t2) =
1

Nc

⟨tr[V1V †
2 ]⟩

≃ e
−Nc

2

∫∞
t2

ds n(s)σ(r1−r2) . (3.71)

We have added the subscript F to indicate that these are fundamental Wilson lines. In
the large-Nc limit the quadrupole can be written as the sum of two terms[1, 59], namely

1

Nc

⟨tr[V1V †
2 V2̄V

†
1̄
]⟩ ≃ PF (r1 − r1̄|t∞, t2)PF (r2 − r2̄|t∞, t2)

+

∫ ∞

t2

dsPF (r1 − r1̄|t∞, s)PF (r2 − r2̄|t∞, s)T (s)PF (r1 − r2|s, t2)PF (r1̄ − r2̄|s, t2) ,

(3.72)

where we have used the transition term T (s) = −Ncn(s)/2[σ12 + σ1̄2̄ − σ12̄ − σ1̄2]. These
two terms constitute the so-called factorizable and non-factorizable pieces.

The factorizable piece

Using the fact that in the large-Nc we have PA(r1 − r1̄|t∞, t2) = (PF (r1 − r1̄|t∞, t2))2,
one can plug this into (3.70) and see that for all three processes the factorizable part
becomes

C(4)
ba,fac = Pb(r1 − r1̄|t∞, t2)Pc(r2 − r2̄|t∞, t2) . (3.73)

Inserting this into (3.68) the four-point function separates into a product of a pair of
two-point functions

(x,y; x̄, ȳ|S(4)
fac (t∞, t2)|x2,y2; x̄2, ȳ2) = (x; x̄|S2(t∞ − t2)|x2; x̄2)

× (y; ȳ|S2(t∞ − t2)|y2; ȳ2) , (3.74)

where the two-point functions are given in terms of path integrals (3.43). These we have
already solved, see (3.43). The results from that section can then be used here, and we
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get, in momentum space

(k, q;k, q|S(4)
fac (t∞, t2)|k2, q2; k̄2, p̄2 − k̄2) = (2π)4δ(k̄2 − k2)δ(q2 − (p̄2 − k̄2))

× P(k − k2|t∞, t2)P(q − (p̄2 − k̄2)|t∞, t2) .
(3.75)

Inserting the simplified four-point function into (3.50), and following the same steps we
end up with a simplified version of (3.54)

P2,fac(p,P ;p0) =
g2

z(1− z)E2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

×
∫
p1l1l2p̄2

l1 · l2 P(z(P − p̄2) + p− l2|t∞, t2)P((1− z)(P − p̄2)− (p− l2)|t∞, t2)

× S(3)(l2, l1,p1 − p̄2|t2, t1)P(p1 − p0|t1, t0) . (3.76)

If we are not interested in the total transverse momentum P and integrate it out we get
the emission spectrum

(2π)2
dIfac
dzd2p

=
αs

ω2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

×
∫
l1l2

l1 · l2
∫
u

e−i(p−l2)·u P(zu|t∞, t2)P((1− z)u|t∞, t2)K(l2, l1|t2, t1) .

(3.77)

It is clear that keeping only the factorizable piece of the four-point function is equivalent
to saying that the two partons decohere immediately after the splitting, and broaden
independently. Comparing this to (3.57) we see that in general the factorizable part of
the four-point function is

Qfac(p, l2, l̄2|t∞, t2) = (2π)2δ(l2 − l̄2)

∫
u

e−i(p−l2)·u P(zu|t∞, t2)P((1− z)u|t∞, t2)

≡ (2π)2δ(l2 − l̄2)Peff(p− l2|t∞, t2) . (3.78)

In the last step we have defined the effective broadening function of the two-parton
system Peff .

Let us consider the case of a gluon emitting a soft gluon, so z ≪ 1. Then ω = z(1−z)E ≃
zE and the gluon splitting function becomes Pg→gg(z) ≃ 2Nc/z. The 2 is a symmetry
factor that comes from the fact that both z → 0 and z → 1 must be counted as a soft
gluon emission.
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In the soft limit the two broadening factors in (3.77) reduce to one broadening function∫
u

e−i(p−l2)·uP(zu|t∞, t2)P((1− z)u|t∞, t2) ≃
∫
u

e−i(p−l2)·uP(u|t∞, t2)

= P(p− l2|t∞, t2) . (3.79)

The emission spectrum in the soft limit is then

(2π)2ω
dI

dωd2p
=

2πᾱ

ω2
Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

∫
l1l2

l1 · l2 P(p− l2|t∞, t2)K(l2, l1|t2, t1) .

(3.80)

We see that in this limit the only remaining contribution from the 4-point function is a
broadening factor after the splitting has happened. As we shall see the non-factorizable
term is negligible in the soft limit, and it does not contribute to (3.80).

The non-factorizable piece

In most calculations it is common to drop the non-factorizable term and keep only the
factorizable one. This cannot be done on the basis of the large-Nc limit, as both terms
are of the same order of Nc. However, it was argued in [59] that the non-factorizable piece
can be neglected as long as the formation time is much smaller than the length of the
medium tf/L ≪ 1, where tf =

√
2ω/q̂. A large part of our work in [3] was calculating

both terms numerically, and figuring out whether it is safe to drop the non-factorizable
piece. Here we found that the relation governing the size of the non-factorizable term
seems to be more complicated than previously thought, and that the non-factorizable
piece can be important even when the medium is big.

We will now show the calculation of the non-factorizable piece. Comparing Eqs. (3.70)
and (3.72) we see that the non-factorizable part of the four-point correlator is

C(4)
ba,non−fac =

∫ ∞

t2

dt3 Pb(r1 − r1̄|t∞, t3)Pc(r2 − r2̄|t∞, t3)T (t3)e−CF

∫ t3
t2

ds n(s)σeff(s) . (3.81)

The transition function is really a function of all the positions

T (r1, r2, r1̄, r2̄|t3) = −Nc

2
n(t3)[σ(r1−r2)+σ(r1̄−r2̄)−σ(r1−r2̄)−σ(r1̄−r2)] . (3.82)

The effective potential σeff(s) is different for all three processes, and also depends on all
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the positions

γ → qq̄ : σeff(r1, r2, r1̄, r2̄|t3) = σ(r1 − r2) + σ(r1̄ − r2̄)

q → qg : σeff(r1, r2, r1̄, r2̄|t3) = σ(r1 − r2) + σ(r1̄ − r2̄) + σ(r2 − r2̄)

g → gg : σeff(r1, r2, r1̄, r2̄|t3) = σ(r1 − r2) + σ(r1̄ − r2̄) + σ(r2 − r2̄) + σ(r1 − r1̄) .

(3.83)

This can be inserted into (3.68) to get

(x,y; x̄, ȳ|S(4)
non−fac(t∞, t2)|x2,y2; x̄2, ȳ2) =

∫ ∞

t2

dt3

∫
x3y3x̄3ȳ3

× (x; x̄|S2(t∞ − t3)|x3; x̄3)(y; ȳ|S2(t∞ − t3)|y3; ȳ3)

× T (t3)

∫ x3

x2

Dr1

∫ y3

y2

Dr2

∫ ȳ3

ȳ2

Dr̄2

∫ x̄3

x̄2

Dr̄1 e
i
∫ t3
t2

ds [ zE2 (ṙ2
1− ˙̄r2

1)+
(1−z)E

2
(ṙ2

2− ˙̄r2
2)+iCFn(s)σeff(s)] .

(3.84)

Here we have introduced the intermediate positions x3 etc. at time t3, which divide up
the path integrals.

We actually want this in momentum space, given in (3.67). The derivation is quite
complicated, and we refer to App. B for details.

In the end, the non-factorizable quadrupole becomes

Qnon−fac(p, l2, l̄2|t∞, t2) =
∫ ∞

t2

dt3

∫
u3ū3

e−ip·(u3−ū3)

× P(z(u3 − ū3)|t∞, t3)P((1− z)(u3 − ū3)|t∞, t3)

× T (u3, ū3|t3)
∫
u2ū2

eiu2·l2−iū2 ·̄l2
∫ u3

u2

Du

∫ ū3

ū2

Dū ei
∫ t3
t2

ds [ω2 (u̇2− ˙̄u2)+iCFn(s)σeff(s)] . (3.85)

In these coordinates the transition function is

T (u3, ū3|t3) = −Nc

2
n(t3)[σ(u3)+σ(ū3)−σ((1−z)u3+zū3)−σ(zu3+(1−z)ū3)] . (3.86)

From this, it is clear that in the soft limit z → 0 we have T (t3) → 0, and the non-
factorizable term becomes insignificant. This proves that the soft emission spectrum
(3.80) is accurate in the soft and large-Nc limits.
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Likewise, the effective potential in these coordinates is

γ → qq̄ : σeff(u, ū|t3) = σ(u) + σ(ū)

q → qg : σeff(u, ū|t3) = σ(u) + σ(ū) + σ(z(ū− u))

g → gg : σeff(u, ū|t3) = σ(u) + σ(ū) + σ(z(ū− u)) + σ((1− z)(u− ū)) . (3.87)

In the photon case the path integrals over u and ū decouple and can be done. For the
two other cases there is an interaction term between u and ū, making the path integrals
more difficult.

The two remaining path integrals in (3.85) should be interpreted as an initial quadrupole
that the system starts out in, before it transitions at the intermediate time t3.

Qinitial(u3, ū3,u2, ū2|t3, t2) =
∫ u3

u2

Du

∫ ū3

ū2

Dū ei
∫ t3
t2

ds [ω2 (u̇2− ˙̄u2)+iCFn(s)σeff(s)] . (3.88)

After Fourier transforming, this is∫
u2ū2

eiu2·l2−iū2 ·̄l2Qinitial(u3, ū3,u2, ū2|t3, t2) =
∫
l3 l̄3

eiu3·l3−iū3 ·̄l3Qinitial(l3, l̄3, l2, l̄2|t3, t2) .
(3.89)

Inserting this into (3.85) you get

Qnon−fac(p, l2, l̄2|t∞, t2) =
∫ ∞

t2

dt3

∫
u3ū3

∫
l3 l̄3

e−i(p−l3)·u3+i(p−l̄3)·ū3

× P(z(u3 − ū3)|t∞, t3)P((1− z)(u3 − ū3)|t∞, t3)
× T (u3, ū3|t3)Qinitial(l3, l̄3, l2, l̄2|t3, t2) . (3.90)

The quadrupole Qnon−fac can be inserted into the emission spectrum (3.57) to get the
contribution from the non-factorizable part of the large-Nc solution.

The system starts out at time t2 in a system defined by the initial quadrupole. Then at
time t3 it switches configuration, described by the transition function T (t3). We see that
after t3 the system has decohered and reached the same structure as the factorizable
piece, where the partons broaden independently.

This simplifies even further if we assume that the transition function T is only a function
of the difference between the two coordinates, namely T (u3− ū3|t3). This is the case for
example in the harmonic oscillator approximation, so it is a relevant assumption. Then
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we can change coordinates to u = u3 − ū3 and v = 1/2(u3 + ū3), and get

Qnon−fac(p, l2, l̄2|t∞, t2) =
∫ ∞

t2

dt3

∫
uv

∫
l3 l̄3

e−i(p− 1
2
[l3+l̄3])·u+i(l3−l̄3)·v

× P(zu|t∞, t3)P((1− z)u|t∞, t3)T (u|t3)Qinitial(l3, l̄3, l2, l̄2|t3, t2)

=

∫ ∞

t2

dt3

∫
l3 l̄3

(2π)2δ(l3 − l̄3)

∫
u

e−i(p−l3)·u

× P(zu|t∞, t3)P((1− z)u|t∞, t3)T (u|t3)Qinitial(l3, l̄3, l2, l̄2|t3, t2) . (3.91)

By comparing the first part of the last line to the factorizable quadrupole (3.78) we see
that Qnon−fac ∼ Qfac T Qinitial. After doing the last momentum integral you end up with
only two remaining integrals

Qnon−fac(p, l2, l̄2|t∞, t2) =
∫ ∞

t2

dt3

∫
l3

∫
u

e−i(p−l3)·u

× P(zu|t∞, t3)P((1− z)u|t∞, t3)T (u|t3)Qinitial(l3, l3, l2, l̄2|t3, t2) . (3.92)

This is still not in most cases simple to calculate, as the initial quadrupole generally has
a somewhat complex form.

The energy spectrum

If we are not interested in the transverse momentum at all one can integrate out p from
(3.57), leading to the energy spectrum

dI

dz
=
αs

ω2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

∫
p

∫
l1l2 l̄2

l1 · l̄2 Q(p, l2, l̄2|t∞, t2)K(l2, l1|t2, t1) .

(3.93)

One can check that
∫
p
Q(p, l2, l̄2|t∞, t2) = (2π)2δ(l2 − l̄2). This is true both at finite Nc

and in the large-Nc limit. We will now use our results to show this at large-Nc.

In the large-Nc limit we have seen that the quadrupole can be written as a sum of a
factorizable and non-factorizable piece. We also derived the explicit expressions for these,
in Eqs. (3.78) and (3.90). We will now see how these simplify after integrating out the
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transverse momentum, starting with the factorizable part∫
p

Qfac(p, l2, l̄2|t∞, t2) = (2π)2δ(l2 − l̄2)

∫
u

∫
p

e−i(p−l2)·u P(zu|t∞, t2)P((1− z)u|t∞, t2)

= (2π)2δ(l2 − l̄2)

∫
u

δ(u)P(zu|t∞, t2)P((1− z)u|t∞, t2)

= (2π)2δ(l2 − l̄2) , (3.94)

where we have used that P(0) = 1.

Now let us look at the non-factorizable term∫
p

Qnon−fac(p, l2, l̄2|t∞, t2) =
∫ ∞

t2

dt3

∫
u3ū3

∫
l3 l̄3p

e−i(p−l3)·u3+i(p−l̄3)·ū3

× P(z(u3 − ū3)|t∞, t3)P((1− z)(u3 − ū3)|t∞, t3)
× T (u3, ū3|t3)Qinitial(l3, l̄3, l2, l̄2|t3, t2)

=

∫ ∞

t2

dt3

∫
u3

∫
l3 l̄3

ei(l3−l̄3)·u3T (u3,u3|t3)Qinitial(l3, l̄3, l2, l̄2|t3, t2)

= 0 . (3.95)

In the first step we have used that the integral over p makes a delta function setting
u3 = ū3. The reason we get 0 in the end is because T (u3,u3) = 0, which follows from
the definition (3.86).

Hence, the non-factorizable part of the four-point function does not contribute to the
energy spectrum. Only the factorizable part is left, and the sole contribution is a delta
function. This is because the quadrupole actually describes the momentum broadening
of the system after the splitting has happened. When integrating out all of the transverse
momenta this becomes trivial.

To show this at finite Nc one can go back to the definition of the four-point function
(3.51) and integrate out the final momenta q and k.

Inserting these integrated quadrupoles into (3.93) we get the energy spectrum in the
large-Nc limit

dI

dz
=
αs

ω2
Pa→bc(z)Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

∫
l1l2

l1 · l2 K(l2, l1|t2, t1) . (3.96)
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3.3 Calculating the splitting kernel

The energy spectrum is often written in the soft limit z → 0, where ω ≃ zE. In
momentum space and position space this is

ω
dI

dω
=

2πᾱ

ω2
Re

∫ ∞

0

dt1

∫ ∞

t1

dt2

∫
l1l2

l1 · l2 K(l2, l1|t2, t1)

=
2πᾱ

ω2
Re

∫ ∞

0

dt1

∫ ∞

t1

dt2 ∂x · ∂y K(x,y|t2, t1)|x,y=0 . (3.97)

The main result in [2] was calculating the medium-induced energy spectrum for all
energies ω and medium lengths L. The tricky part is the splitting kernel K. Here we
will show how this can be calculated analytically. The same splitting kernel also shows
up in the more general formulas (3.57) and (3.80), so it is a vital object to calculate in
jet quenching.

The splitting kernel is given as a path integral, see Eq. (3.61) and (3.63)

K(x,y|t2, t1) =
∫ x

y

Du ei
∫ t2
t1

ds [ω2 u̇2+iv(u)] . (3.98)

The potential v is given in a general form in (3.64), but for a soft gluon emission it
becomes

v(r, t) = Ncn(t)σ(r) , (3.99)

where σ(r) is defined in (3.13). The path integral for the splitting kernel can also be
written as a Schrödinger equation and in terms of a Dyson-Schwinger expansion[

i∂t +
∂2x
2ω

+ iv(x, t)

]
K(x,y|t, t1) = iδ(t− t1)δ(x− y) , (3.100)

K(x,y|t2, t1) = K0(x,y|t2, t1)

−
∫ t2

t1

ds

∫
z

K0(x, z|t2, s)v(z, s)K(z,y|s, t1) . (3.101)

The Schrödinger equation is useful for solving the kernel numerically. For numerical
solutions of the splitting kernel see [64–66]. The Dyson-Schwinger expansion lends itself
better to reaching analytic solutions through the use of various approximations. This is
what we explored in [2], and we will now summarize how this is done. The reason for using
approximate analytical solutions is twofold: analytic results give deeper physical insights
and analytic formulas are much faster to calculate on a computer than performing a full
numerical simulation.
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In the Dyson-Schwinger form the splitting kernel is expanded around the vacuum solution
which is given by setting v = 0 in the path integral

K0(x,y|t2, t1) =
∫ x

y

Du ei
ω
2

∫ t2
t1

ds u̇2

=
ω

2πi (t2 − t1)
e
iω
2

(x−y)2

(t2−t1) . (3.102)

Going back to (3.14) and (3.15) we see that the potential is usually given in momentum
space. The Fourier transform of the previous expression is

K(p,p0|t2, t1) = (2π)2δ(p− p0)K0(p|t2 − t1)

−
∫ t2

t1

ds

∫
q

K0(p|t2 − s)v(q, s)K(p− q,p0|s, t1) , (3.103)

with the vacuum solution given by

K0(p, t) = e−ip
2t

2ω . (3.104)

Defining V (q, t) = Ncn(t)g
2 d2σel

d2q
we see from Eqs. (3.13) and (3.99) that the potential v

can be written as
v(r, t) =

∫
q

V (q, t)
(
1− eiq·r

)
. (3.105)

The momentum space version of the potential is then simply given as

v(q, t) = (2π)2δ(q)Σ(t)− V (q, t) , (3.106)

where we have defined Σ(t) =
∫
q
V (q, t). It is customary to define the mean free path

in the medium λ as λ = 1/Σ.

Opacity expansion Eq. (3.103) is usually referred to as the opacity expansion (OE)
[67–70]. The idea is to expand the kernel around the vacuum solution, and keep as many
terms as necessary to reach sufficient accuracy when calculating the emission spectrum.
In the opacity expansion you expand in the number of scatterings with the medium. The
n’th order of the opacity expansion comes with a factor χn, where χ = L/λ is called
the opacity of the medium. We therefore expect it to work well when χ < 1, meaning
at early times or for a dilute medium. Comparing to the numerical solution of the full
kernel shows that the opacity expansion at first order does indeed provide an accurate
approximation of the spectrum at early times.

However, as shown in [2] the opacity expansion does not converge for all values of ω and
L. It converges at early times L/λ < 1 or when the energy is high ω > χω̄c. Here we
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have used the characteristic energy scale of the OE, which is ω̄c =
1
2
µ2L. The reason it

doesn’t work at late times is that you then have to take into account many scatterings
with the medium, which the opacity expansion is not suited for. Our approach in [2]
was therefore to try different expansions and see if they together can describe K in the
full phase space. We found that using a total of three expansion schemes did the trick.
Those are the opacity expansion, the resummed opacity expansion, and the improved
opacity expansion.

Resummed opacity expansion The resummed opacity expansion (ROE) is made by
separating the two terms in (3.106). The first term is resummed, and the expansion is
then only over the second term. The first term of the ROE was found in [71], however,
the full expansion was defined first in [2]. The resummed opacity expansion can be
defined as

K(p,p0|t2, t1) = (2π)2δ(p− p0)∆(t2, t1)K0(p|t2 − t1)∫ t2

t1

ds∆(t2, s)

∫
q

K0(p|t2 − s)V (q, s)K(p− q,p0|s, t1) , (3.107)

where we have defined the Sudakov form factor ∆(t2, t1) = e−
∫ t2
t1

dsΣ(s) . The resummed
opacity expansion works really well for low energies, ω < ωBH, where we have defined
the energy scale ωBH = 1

2
µ2λ. Surprisingly, when you are below this energy scale the

ROE also works at late times, where the ordinary opacity expansion cannot be used.
One would think that at late times L≫ λ many scatterings must be taken into account,
which the ROE is not suited for. The reason it still works is that the typical time it takes
an emission to form, called the formation time tf =

√
2ω/q̂ (also referred to as branching

time by some authors), is very small at low ω. So during the very short formation time
the parton does not have time to scatter many times on the medium. This is the reason
why the ROE can be used at small energies, even at late times.

However, these two expansions are still not sufficient to cover the entire phase space of
(ω, L). A third expansion is needed, which is called the improved opacity expansion.

Improved opacity expansion The improved opacity expansion (IOE) was developed
in [72–76], and comes from a clever manipulation of the splitting potential. For both the
GW and HTL models (Eqs. (3.14) and (3.15)), at small r, the potential is approximately
equal to

v(r, t) ≃ 1

4
q̂0(t)r

2 ln
1

µ2
∗r

2
, (3.108)
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where q̂0(t) = 4πα2
sNcn(t). The parameter µ∗ is defined differently in the GW and HTL

models. In the GW model µ2
∗ =

1
4
µ2e−1+2γE , while for the HTL it is µ2

∗ =
1
4
m2

De
−2+2γE .

In this approximation the two models therefore match if µ2 = m2
D/e.

The potential can be separated into two parts by introducing the energy scale Q2

v(r, t) ≃ 1

4
q̂0(t)r

2 ln
Q2

µ2
∗
+

1

4
q̂0(t)r

2 ln
1

Q2r2

=
1

4
q̂(t)r2 +

1

4
q̂0(t)r

2 ln
1

Q2r2

≡ vHO(r, t) + δv(r, t) . (3.109)

Here we have defined q̂ ≡ q̂0(t) ln
Q2

µ2
∗
. The first term defines the harmonic oscillator

(HO), or BDMPS-Z approach [51, 77]. The harmonic oscillator potential has the great
advantage that it allows for an analytic solution of the splitting kernel

KHO(x,y|t2, t1) =
∫ x

y

Dr ei
∫ t2
t1

ds
[

ω
2
ṙ2+ivHO(r,s)

]
=

ωΩ

2πi sin(Ω∆t)
e

iωΩ
2 sin(Ω∆t) [cos(Ω∆t) (x2+y2)−2x·y] , (3.110)

where ∆t ≡ t2 − t1 and Ω = 1−i
2

√
q̂/ω is the characteristic oscillator frequency. Since

this is a full analytic solution of the path integral it describes a splitting caused by an
arbitrary number of medium interactions. For this reason, it is very useful when the
opacity L/λ is big, as multiple scatterings must then be accounted for. However, the
harmonic oscillator potential resums many soft scatterings, and can hence only induce
soft emissions, up to the energy scale ωc =

1
2
q̂L2.

Fortunately, harder emissions can be described by utilizing the second part of the po-
tential δv. The expansion in δv is called the improved opacity expansion. It is given
by

K(x,y|t2, t1) = KHO(x,y|t2, t1)

−
∫ t2

t1

ds

∫
z

KHO(x, z|t2, s)δv(z, s)K(z,y|s, t1) . (3.111)

The expansion is now around the harmonic oscillator kernel rather than the vacuum one.

Summary of the expansions We have now presented three different expansions of
the splitting kernel that together can be used to calculate the emission spectrum (3.97)
for all energies ω and medium lengths L. These are the opacity expansion (3.103), the
resummed opacity expansion (3.107), and the improved opacity expansion (3.111). The
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expansions come with three characteristic energy scales, ω̄c, ωBH and ωc.

Figure 3.3: The regions of validity for the opacity expansion, the resummed opacity
expansion, and the improved opacity expansion. Figure from [2].

In Fig. 3.3 we have shown the regions of validity for all three expansions. As one can
see the IOE works well for most of the phase space, while only the ROE works for very
low ω.
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Figure 3.4: The scattering processes that lead to induced emissions. Figure from [2].

The physical processes that dominate the emission spectrum are shown in Fig 3.4. It
is clear that at early times t < λ the spectrum is dominated by few scatterings. This
is well approximated by the opacity expansion, which indeed is an expansion in the
number of scatterings with the medium. At later times the number of scatterings with
the medium increases drastically, and the opacity expansion is no longer accurate. The
harmonic oscillator approximation resums many soft scatterings, and can therefore be
used at later times. At very low energies ω < ωBH the formation time tf is so short that
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the parton does not have time to scatter many times before an emission is induced. This
low-energy region is therefore not suitable for the harmonic oscillator solution, but is
well described by the resummed opacity expansion.

Using these three expansions of the splitting kernel K, (3.103), (3.107) and (3.111) one
can calculate a good approximation of the emission spectrum (3.97) in all regions of the
phase space. Looking at the regions of validity in Fig. 3.3 one can deduce that the
emission spectrum is well approximated by the formula

dIFull

dω
=

dIROE

dω
, ω < min(ωBH, ω̄c(t)) ,

dIIOE

dω
, otherwise .

(3.112)

The full derivations and the resulting formulas are shown in [2].

3.4 Multiple emissions

So far we have in Secs. 3.2 and 3.3 only considered a single medium-induced emission.
However, the partons will typically split several times as they traverse the medium.
This is a huge theoretical challenge, as these subsequent emissions can interfere with
each other, which would necessitate the calculation of n-point functions even more com-
plicated than the quadrupole. Fortunately, when considering soft gluon emissions these
interference effects can safely be neglected [62, 78]. For soft emissions the formation time
is short, and one can show that it is generally shorter than the time between two succes-
sive splittings. For more discussion about the effects of interference between subsequent
emissions see e.g. [79–81].

Assuming that subsequent emissions are independent of each other is ideal for a Monte
Carlo approach, where one can generate successive splittings and make a parton shower.
It is also possible to derive analytical approaches to multiple emissions. These do not
offer the same degree of accuracy as Monte Carlo simulations, but can still be useful in
order to gain increased insight into the problem. Here we will present one such analytical
approach, which we discussed in [2]. In this case, we ignore the dependence on transverse
momentum and focus on the energy of the partons. We will also consider a fully gluonic
cascade, although the generalization to also include quarks is straightforward.

Consider a parton going through the medium with initial energy E. It can undergo
several independent splittings, and after some time t you end up with a collection of
partons, where each of them will have a lower energy xE. The distribution of the energy
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Figure 3.5: A numerical solution of the evolution equation (3.114) for the energy distri-
bution D(x, t) as a function of x for three different times. We have also included several
approximate solutions. Figure from [2].

fraction x after a time t has passed can be defined as

D(x, t) ≡ x
dN

dx
. (3.113)

One can show that this is governed by an evolution equation [62] given by

∂

∂t
D(x, t) =

∫ 1

x

dzR
(
z,
x

z
E, t

)
D

(x
z
, t
)
−
∫ 1

0

dz zR (z, xE, t)D(x, t) . (3.114)

Here the function R is called the splitting rate, and is related to the emission spectrum
that we derived in Sec. 3.3

R(z, E, t) = 2
dIgg
dzdt

∣∣∣∣
E

. (3.115)

The evolution equation (3.114) has an analytic solution for the harmonic oscillator so-
lution of the emission spectrum [82, 83], which is given by

D0(x, τ) =
τ√

x(1− x)3/2
e−π τ2

1−x , (3.116)

with the re-scaled time variable τ defined as τ = ᾱt
√
q̂0/E.

However, as we argued in Sec. 3.3 the harmonic oscillator solution is only valid at late
times and relatively low energies ω < ωc. A more accurate splitting rate can be derived
from the full spectrum, given in Eq. (3.112). In [2] we solved the evolution equation
(3.114) numerically with the improved splitting rate. The result of the simulation is
shown on [2].

In Fig. 3.5 we show different solutions of the energy distribution D(x, t) at three different
times. The full lines represent the numerical solution with the full splitting rate from
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(3.112). The colors indicate which physical scattering process that leads to induced
emissions for different splitting fractions x, and correspond to the colors in Fig. 3.4. As
one can see, the distribution peaks at x = 1 at early times, as the initial parton has not
yet had time to lose much of its energy. At later times the peak at x = 1 disappears,
and the energy becomes distributed to low-energy modes at lower x.

There are also two other numerical solutions present in Fig. 3.5, referred to as HO and
HO+NHO. The first is the harmonic oscillator solution, while the second includes the
first correction to the HO solution through the IOE (3.111). The difference between
HO+NHO and the full solution is that the full solution also includes the ROE at low
energy fraction x. We see that the HO solution fails at early times, but becomes more
accurate at late times. The HO+NHO solution is a good approximation at early and
late times, except for at low x, where the ROE must be used to get an accurate result.

It is interesting to compare the full numerical solution to the analytical harmonic oscil-
lator solution, given by (3.116). The difference between D0 and HO in the plot is that
in D0 only the low-energy limit of the HO solution is used. The analytic solution is rep-
resented by the thin dotted line in Fig. 3.5. As is evident on the figure, D0 does not
work well at early times. This makes sense, as HO emissions are induced by many soft
scatterings, which there has not been time for at early times. However, at late times we
see that the energy distribution is dominated by HO emissions. The approximate dis-
tribution D0 then provides a good approximation to the full result, except at very low
energies, where the ROE spectrum must be used.



Chapter 4

Conclusion and outlook

In this thesis, we have reviewed the physics of jet quenching and showed how the papers
we have written contribute to the field of research. In chapter 1 we introduced the theory
we use to do all our calculations, namely the Standard Model of particle physics and
more specifically QCD. In chapter 2 we wrote about heavy ion collisions in a broad sense,
and their different experimental and theoretical aspects. Finally, in chapter 3 we arrived
at the main topic for the thesis, which is the theory of jet quenching.

My work as a PhD student has been focused on improving the theoretical calculation
of medium-induced emissions. These emissions constitute the main contribution to jet
energy loss, which can be measured in experiments and hence is important to get under
theoretical control. My three papers, [1], [2] and [3] all tackle different aspects of this
calculation.

In [1] we derived a method for calculating correlators of Wilson lines in the medium at
finite Nc. These Wilson lines are part of the medium propagator (3.29), and correlators
of Wilson lines must hence be calculated in almost any calculation of partons going
through the medium. The primary method of calculating these correlators is to invoke
the large-Nc limit, which greatly simplifies the calculation. The method developed in
[1] is therefore useful for controlling whether the large-Nc limit is a valid tool, and how
big the error you get by using it is. We found that the large-Nc does work well, but we
found errors up to around 15 % for g → gg splitting. The error seemed to increase with
the color complexity of the system, as the error in g → gg was bigger than the error in
q → qg, which again was greater than the error in γ → qq̄.

In [3] we performed a similar study as in [1], but made it more precise. We calculated
the medium-induced emission spectrum as a function of z and transverse momentum
p, see (3.57). In [1] we calculated the same, but used the eikonal approximation for all
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the partons, meaning that we approximated their path through the medium as straight
lines. In [3] we relaxed this approximation and provided the first calculation of a medium-
induced emission without using either the soft, large-Nc, or eikonal approximations. We
accomplished this by numerically simulating a system of Schrödinger equations that
govern the time evolution of the system.

As in [1] we also found in [3] that the large-Nc approximation generally works well. The
large-Nc approximation leads to a sum of two terms, called the factorizable and non-
factorizable pieces, see (3.72). Usually, only the factorizable piece is kept in calculations.
In [3] we checked whether it is valid to drop the non-factorizable term. We found that
going from the large-Nc approximation to only the factorizable term involves a bigger
error than going from the full solution at finite Nc to the large-Nc approximation. Drop-
ping the non-factorizable piece is valid at small z, but for z ∼ 0.5 there is a significant
error involved. Interestingly, we also found that the fully eikonal approximation, as we
used in [1], did not work particularly well for the cases we studied.

Finally, in [2] we calculated the emission spectrum as a function of energy, given in Eq.
(3.97). The challenging part is calculating the splitting kernel, given in Eq. (3.98),
for the full phase space of (ω, L). We found that three different ways of expanding
the kernel are sufficient to calculate the emission spectrum with high accuracy. The
expansions are called the opacity expansion, the resummed opacity expansion, and the
improved opacity expansion. They are useful at different energies and times, given in
Fig. 3.3. The three expansions capture three different physical processes, shown in Fig.
3.4. At early times rare scatterings dominate, given by the opacity expansion (3.103).
At late times the emissions are induced by multiple coherent soft scatterings, given
by the harmonic oscillator approximation (3.110) or equivalently the improved opacity
expansion (3.111). At very low energies the formation time is too short for multiple
emissions, and this effect is captured by the resummed opacity expansion (3.107).

In [2] we also studied the energy distribution after multiple consecutive emissions, armed
with our analytical results for the full splitting kernel. This is in a simplified model gov-
erned by an evolution equation (3.114). We found that the harmonic oscillator solution
provides the most important effect at late times. However, at early times emissions
induced by rare hard scatterings determine the energy distribution.

Finally, I would like to provide an outlook on how the work presented in this thesis can
contribute to future research.

The result in [1] is very general, and can be used to compute Wilson line correlators of
any size. This could be used to study for example two-gluon emissions [79], which could
provide valuable insight into the interference between subsequent emissions.
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The developments we made in [2] can be used to provide more precise splitting kernels to
Monte Carlo simulations. An obvious extension is to calculate the transverse momentum
dependent emission spectrum, instead of just the energy spectrum. This would make
the result even more useful and could provide further insight into the splitting process.

Lastly, there are several interesting ways to extend the result from [3]. The most obvi-
ous one is perhaps to numerically calculate the emission spectrum for more complicated
processes, like q → qg or g → gg. This amounts to solving systems of differential equa-
tions of higher dimensions, which is more resource-expensive, but can be implemented.
It is also straightforward to use a more general potential, rather than using the harmonic
oscillator approximation. It is interesting that what we really study by calculating the
spectrum at finite Nc is the impact of quantum effects on the splitting process. It would
also be interesting to see what effect this could have on multiple splittings.
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Appendix A

Different forms of the medium
propagator

Here we will show that the three following ways to write the medium propagator are
equivalent:

Dyson-Schwinger form:

(x|G(t, t0)|x0) = G0(x− x0, t− t0)

+

∫ t

t0

ds

∫
y

G0(x− y, t− s) igA(y, s) (y|G(s, t0)|x0) , (A.1)

Schrödinger equation form:[
i
∂

∂t
+
∂2x
2E

+ gA(x, t)

]
(x|G(t, t0)|x0) = 0 , (A.2)

Path integral form:

(x|GR(t, t0)|x0) =

∫ x

x0

Dre
iE
2

∫ t
t0

ds ṙ2(s)
VR(t, t0; r(t)) . (A.3)

We will start with the path integral form and derive the Schrödinger equation from this.
Start by discretizing the path integral with N time intervals with length ϵ. Let the whole
path integral go to from (t0,x0) to (t+ ϵ,x), and we divide it into two parts: one from
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t0 to t and one from t to t+ ϵ. Then we have

(x|G(t+ ϵ, t0)|x0) =

∫ x

x0

Dr exp

[
i
E

2

∫ t+ϵ

t0

ds ṙ2(s)

]
V (t+ ϵ, t0)

=
1

A

∫
drN−1 exp

[
i
E

2

∫ t+ϵ

t

ds ṙ2
N(s)

]
V (t+ ϵ, t)

×
∫ rN−1

x0

Dr exp

[
i
E

2

∫ t

t0

ds ṙ2(s)

]
V (t, t0)

=
1

A

∫
drN−1 exp

[
i
E

2
ϵ

(
rN − rN−1

ϵ

)2

+ igϵA(rN , sN)

]
(rN−1|G(t, t0)|x0) . (A.4)

Here A is a normalization factor. Using that rN = x we see that the integral over
rN−1 is dominated by terms where x− rN−1 is small. We define a new variable through
rN−1 = x+ η so that the integration becomes

(x|G(t+ ϵ, t0)|x0) =
1

A

∫
dη exp

[
i
E

2ϵ
η2 + igϵA(x, t)

]
(x+ η|G(t, t0)|x0) . (A.5)

Now we expand in ϵ and η. As will be clear below all the contributions linear in η

disappear, so we need to expand to second order

(x|G(t, t0)|x0) + ϵ
∂

∂t
(x|G(t, t0)|x0)

=
1

A

∫
dη1dη2 exp

[
i
E

2ϵ
(η21 + η22)

]
(1 + igϵA(x, t))

×
(
1 + η1

∂

∂x1
+ η2

∂

∂x2
+

1

2

(
η21

∂2

∂x21
+ 2η1η2

∂2

∂x1∂x2
+ η22

∂2

∂x22

))
(x|G(t, t0)|x0) . (A.6)

Now we use the Gaussian integral formulas∫
dx eiax

2

=

√
π√

−ia∫
dx x eiax

2

= 0∫
dx x2eiax

2

=

√
π

2(−ia3/2) , (A.7)

and it is clear that all terms linear in η vanish. After doing the integrals we end up with

(x|G(t, t0)|x0) + ϵ
∂

∂t
(x|G(t, t0)|x0)

=
1

A
(1 + igϵA(x, t))

(
2iπϵ

E
− πϵ2

E2

(
∂2

∂x21
+

∂2

∂x22

))
(x|G(t, t0)|x0) . (A.8)

The first two terms on the left and right sides have to match, meaning that the normal-
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ization factor is
A =

2iπϵ

E
. (A.9)

Plugging this into the equation above we get

(x|G(t, t0)|x0) + ϵ
∂

∂t
(x|G(t, t0)|x0)

= (x|G(t, t0)|x0) + ϵ

(
igA(x, t) +

i

2E

(
∂2

∂x21
+

∂2

∂x22

))
(x|G(t, t0)|x0) +O(ϵ2) . (A.10)

Gathering all the terms linear in ϵ and defining ∂2x ≡ ∂2

∂x2
1
+ ∂2

∂x2
2

we get the Schrödinger
equation (3.28).

Now we only need to show that the Dyson-Schwinger expansion is a solution to the
Schrödinger equation. To do this it is more convenient to write it on an equivalent form

(x|G(t, t0)|x0) = G0(x− x0, t− t0)

+

∫ t

t0

ds

∫
y

(x|G(t, s)|y) igA(y, s)G0(y − x0, s− t0) . (A.11)

One can check that this is an equivalent expansion by simply iterating a few terms.
Hitting this with the Schrödinger equation gives[

i
∂

∂t
+
∂2x
2E

+ gA(x, t)

]
(x|G(t, t0)|x0) = gA(x, t)G0(x− x0, t− t0)

+ i

∫
y

δ(x− y)igA(y, s)G0(y − x0, s− t0)

+

∫ t

t0

ds

∫
y

[
i
∂

∂t
+
∂2x
2E

+ gA(x, t)

]
(x|G(t, s)|y) igA(y, s)G0(y − x0, s− t0)

= gA(x, t)G0(x− x0, t− t0)− gA(x, t)G0(x− x0, t− t0) = 0 . (A.12)

This proves that all three ways of writing the propagator are equivalent.
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Appendix B

The non-factorizable part of the
large-Nc limit

Here we will go through the derivation of the non-factorizable quadrupole Eq. (3.85),
starting with Eq. (3.84). Using that∫

xx̄

e−ik·(x−x̄)(x; x̄|S2(t∞ − t3)|x3; x̄3) =

∫
k3

e−ik3·(x3−x̄3)P(k − k3|t∞, t3) , (B.1)

the non-factorizable four-point function can be written as

(k, q;k, q|S(4)
non−fac(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2) =∫ ∞

t2

dt3

∫
k3q3

P(k − k3|t∞, t3)P(q − q3|t∞, t3)

× T (t3)

∫
x3y3x̄3ȳ3x2y2x̄2ȳ2

eik2·x2−ik̄2·x̄2+iq2·y2−i(p̄2−k̄2)·ȳ2−ik3·(x3−x̄3)−iq3·(y3−ȳ3)

×
∫ x3

x2

Dr1

∫ y3

y2

Dr2

∫ ȳ3

ȳ2

Dr̄2

∫ x̄3

x̄2

Dr̄1 e
i
∫ t3
t2

ds [ zE2 (ṙ2
1− ˙̄r2

1)+
(1−z)E

2
(ṙ2

2− ˙̄r2
2)+iCFn(s)σeff(s)] .

(B.2)

The remaining path integral can be simplified, using a similar method to the one em-
ployed in [3]. Start by changing coordinates

u = r1 − r2

ū = r̄1 − r̄2

v = z(r1 − r̄1) + (1− z)(r2 − r̄2)

z =
1

2
[z(r1 + r̄1) + (1− z)(r2 + r̄2)] . (B.3)
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These coordinates are ideal because they eliminate the dependence on z in both T and
σeff . Then the path integral over z can be done, which has the effect of forcing v to
be on the classical path. The integrals over z3 and z2 can then be done, leading to a
momentum conserving delta function and a delta function δ(v3−v2). We refer to [3] for
more detailed steps. The result is

(k, q;k, q|S(4)
non−fac(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2) = (2π)2δ(q2 + k2 − p̄2)

×
∫ ∞

t2

dt3

∫
k3q3

P(k − k3|t∞, t3)P(q − q3|t∞, t3)

× T (t3)

∫
u2u3ū2ū3v

eiv·(p̄2−q3−k3)+iu2·(k2−zp̄2)−iū2·(k̄2−zp̄2)−i(u3−ū3)·((1−z)k3−zq3)

×
∫ u3

u2

Du

∫ ū3

ū2

Dū ei
∫ t3
t2

ds [ω2 (u̇2− ˙̄u2)+iCFn(s)σeff(s)] . (B.4)

We now introduce the same momentum variables as in the factorizable case, namely
p = (1 − z)k − zq, P = q + k, p3 = (1 − z)k3 − zq3 and P3 = q3 + k3 and integrate
over the total transverse momentum P . Only the two broadening factors between t and
t∞ depend on P , and the integral over these is∫

P

P(z(P − P3) + p− p3|t∞, t3)P((1− z)(P − P3)− (p− p3)|t∞, t3)

=

∫
w

e−i(p−p3)·wP(zw|t∞, t3)P((1− z)w|t∞, t3) (B.5)

The four-point function is then∫
P

(k, q;k, q|S(4)
non−fac(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2) = (2π)2δ(q2 + k2 − p̄2)

×
∫ ∞

t2

dt3

∫
p3P3

∫
w

e−i(p−p3)·wP(zw|t∞, t3)P((1− z)w|t∞, t3)

× T (t3)

∫
u2u3ū2ū3v

eiv·(p̄2−P3)+iu2·(k2−zp̄2)−iū2·(k̄2−zp̄2)−i(u3−ū3)·p3

×
∫ u3

u2

Du

∫ ū3

ū2

Dū ei
∫ t3
t2

ds [ω2 (u̇2− ˙̄u2)+iCFn(s)σeff(s)] . (B.6)

Now P3 and p3 are only present in complex phases and can be integrated over.∫
p3P3

eiv·(p̄2−P3)e−i(p−p3)·we−i(u3−ū3)·p3 = δ(v)δ(w − (u3 − ū3)) . (B.7)

After doing this you end up in Eq. (3.85).
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usually dealt with in the literature by invoking the large-Nc limit, but exact calculations
have been lacking in many cases. In our work, we show how correlators of multiple Wilson
lines appear, and develop a method to calculate them numerically to all orders in Nc.
Initially, we focus on the trace of four Wilson lines, which we develop a differential equation
for. We will then generalize this calculation to a product of an arbitrary number of Wilson
lines, and show how to do the exact calculation numerically, and even analytically in the
large-Nc limit. Color sub-leading corrections, that are suppressed with a factor N−2

c relative
to the leading scaling, are calculated explicitly for the four-point correlator and we discuss
how to extend this method to the general case. These results are relevant for high-pT jet
processes and initial stage physics at the LHC.

Keywords: Heavy Ion Phenomenology, Jets

ArXiv ePrint: 2107.02542

Open Access, c© The Authors.
Article funded by SCOAP3. https://doi.org/10.1007/JHEP11(2021)125



J
H
E
P
1
1
(
2
0
2
1
)
1
2
5

Contents

1 Introduction 1

2 Basic elements and notation 4

3 Emission spectra 7
3.1 Derivation of the splitting functions 9
3.2 Numerical results 12

4 Calculating Wilson line correlators 15
4.1 Four Wilson lines 16
4.2 General method for Wilson line correlators 20
4.3 Wilson line correlators in the large-Nc limit 23

5 Conclusion and outlook 26

A Calculation of spectrums 27
A.1 Pair production 27
A.2 Quark-gluon splitting 27
A.3 Gluon-gluon splitting 28

B Six and eight Wilson lines 30
B.1 Six lines 30

B.1.1 Quark-gluon splitting in the large-Nc 31
B.2 Eight Wilson lines 32

C Derivation of differential equation 32

1 Introduction

One of the primary reasons for colliding heavy ions with ultra-relativistic energies is to
probe QCD matter in an extremely hot and dense phase, called the quark-gluon plasma
(QGP). There are multiple ways to probe and learn about the properties of QGP, utilizing
the properties of bulk particle production and rare probes. In one example of the latter
category, the heavy-ion collision involves a hard partonic sub-collision that produces hard
partons that propagate through the medium and escape to the detectors as jets. The study
of how the properties of these jets change as they go through the medium, colloquially
referred to as “jet quenching,” is a versatile tool to study hot QCD matter [1–3].

Experiments at RHIC [4, 5] and the LHC [6–10] colliders have found strong suppression
of high-pT particles in heavy-ion collisions compared to proton-proton collisions, which is
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interpreted as a clear sign of the energy loss of jets that suffer final-state interactions with
the surrounding QGP. On the theoretical side, this is interpreted in terms of radiative
energy loss, where particles in the jet lose energy through medium-induced emission of
gluons that end up outside of the reconstructed jet cone, and elastic drag. For large media,
as typically encountered in central to semi-central lead-lead collisions, it is the former
process that dominates the total lost energy.

The energy loss process for single partons is well understood since many years, see,
e.g., [11–17]. However, a jet is a more complicated composite object consisting of several
hard partons. A hard parton propagating through the medium will typically undergo
several splittings, resulting in a multi-parton state that will interact differently with the
medium compared to how the individual partons would. Such splittings can occur as long
as the scale of the splittings, for instance the generated relative transverse momentum
in the splitting, is bigger than what the medium can supply through multiple scattering.
In particular, the modifications of effects of color coherence play an important role in
determining which emissions will be resolved by the medium and contribute toward the
total energy loss [18–21]. Instead of focusing on single partons, we will study a hard parton
splitting into two, and their subsequent propagation through the medium. This is certainly
a better approximation of a real jet than a single parton, and has the additional advantage
that one can build up jets from several partons by consecutive 1→ 2 splittings.

Previous studies of such processes focused mostly on a hard photon splitting into a
quark-antiquark pair [18, 22] and invoked the large-Nc approximation to obtain analytical
formulas. In this work, we consider three generic QCD splitting processes that involve up
to eight correlated Wilson lines in the fundamental representation, in the case of gluon
splitting into two daughter gluons. Our specific improvement concerns a more precise way
to calculate correlators of Wilson lines that often appear in these calculations, and it can, in
principle, be extended for an arbitrary number of propagating particles through the medium.

To give a general flavor of how our procedure works, recall that a matrix element
generally involves several propagators that resum multiple scattering through Wilson lines
V , which extend along the trajectories in the medium. Ignoring some factors irrelevant for
the present discussion, the matrix element squared will take the following simplified form

〈
|M|2

〉
∼ 〈tr[V †V . . . V †V ] . . . tr[V †V . . . V †V ]〉 , (1.1)

where the angular brackets denote an average over medium configurations. For a generic
1 → 2 process, the amplitude squared can be reduced to a product of two-, three- and
four-point correlators [23, 24]. To calculate these processes it is imperative to know the form
of the Wilson line correlator appearing on the right hand side of (1.1), which we will denote
by the letter CK for correlator, where the superscript K refers to the number of traces.
If you assume that the number of colors Nc is large the calculation of these correlators
usually simplifies sufficiently to be possible to calculate. Namely, the leading Nc scaling
emerges from simplifying the medium averages to 〈tr[V †V . . . V †V ]〉 . . . 〈tr[V †V . . . V †V ]〉,
which scales like NK

c . However, since Nc = 3 is not a very large number it is sensible to ask
whether this approximation is sound or not. As we will see, the terms that are discarded by
performing the large-Nc approximation will be smaller than the other terms by a factor
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∼ 1/N2
c ' 10% for typical situations. However, evaluating the correlators at large times,

could lead to big discrepancies between the finite and large-Nc calculations.
In this paper we will develop a method for calculating correlators of an arbitrary number

of Wilson lines at finite Nc, which casts their evolution and mixing in terms of a coupled
evolution equation in time (referring to their trajectories through the medium). This reduces
the complexity of the formulation compared to previous calculations of multi-Wilson line
correlators, see [25, 26] for a technique based on diagonalization of the evolution matrix
and [24, 27] for an iterative procedure. The derivation of the evolution matrix culminates
in eq. (4.26). This allows us to evaluate these correlators at an arbitrary time, and can be
addressed using numerical techniques. We also consider in detail the large-Nc approximation,
which leads to a striking simplification of the dynamics since all higher-order correlators can
be calculated using two-point correlators (dipoles) and their convolutions. Furthermore, we
have computed the sub-leading correction in color. Considering again the generic correlator
CK from eq. (1.1) above, the generic expansion in Nc takes the following form,

CK = NK
c Ĉ

K
leading Nc +NK−2

c ĈKsub-leading Nc +O(NK−4
c ) , (1.2)

where the two first terms can be found analytically (the hat over the correlators imply that
we have explicitly extracted their leading Nc behavior). It turns out that, in many cases,
CKsub-leading Nc is essential to recover the correct long-time behavior of the correlators.

We will explore how big the error is by comparing the exact results to the large-Nc

approximation in realistic settings in high-energy jet splittings. We mainly consider hard
emissions early in the medium, i.e. at scales much larger than those provided by the medium,
and therefore we neglect any broadening of the particles. The daughters are traversing the
medium at a fixed angle, or “tilt”, given by the kinematics of the hard splitting (we fix our
coordinate system so that the parent particle has zero angle). For splittings where at least
one of the daughters becomes very soft or is being emitted at a large angle, one should also
allow for additional transverse momentum broadening, as done in [23, 24], albeit only in
the large-Nc approximation. We have left this additional complication for future work.

Our calculation is also very pertinent for improving our understanding of color dynamics
in the medium, for instance in the context of multi-gluon emissions with overlapping
formation times [28] and to understand hadronization after exiting the QGP [29]. In the
process of evaluation of the multi-Wilson line correlators, the only assumption made is the
exact form of the medium average, see eq. (2.5), which is also employed in other contexts
than for a thermal medium, see, e.g., [30] for calculating such correlators on the lattice.
Therefore, although we have derived our method of calculating Wilson line correlators in
the context of jet quenching, it is a general result that can be applied in more branches of
QCD. One concrete example refer to initial state physics, where multi-particle production
is considered an important channel to verify saturation effects in the nuclei [25, 31, 32].
Furthermore, sub-leading corrections in color have also been considered in the context of
high-energy QCD evolution at next-to-leading order [33]. Finally, the generic color structure
of high-energy QCD events is actively studied [27, 34]. It is also interesting to note that
sub-leading color corrections have been considered in the context of improving parton
showers in the vacuum, see, e.g., [35, 36].
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Let us briefly outline the structure of the paper. Section 2 introduces the notation and
formalism we will make use of throughout the paper. In section 3 we will consider three
examples of splitting processes that lead to Wilson line correlators: a photon producing
a quark-antiquark pair, a quark emitting a gluon and a gluon splitting into two gluons.
Those processes will provide the motivation for the rest of the calculation in the paper.
In section 4.1, we will go into detail about calculating the simplest of the Wilson lines
structures from section 3, which is a trace of four lines. Here, we also develop a method
to compute the color sub-leading corrections, corresponding to the second term on the
right hand side in eq. (1.2). Thereafter, in section 4 we will generalize the method used in
section 4.1 to correlators of an arbitrary number of Wilson lines, and show how one can
always make a system of differential equations to describe these structures. This section
contains the main theoretical results of the paper. The formulas developed in section 4 are
used to calculate the more complicated Wilson line structures appearing in section 3. We
will show how the calculations simplify in the large-Nc approximation, and use numerical
evaluation to compare the approximate results to the exact ones.

2 Basic elements and notation

We will assume that the partons propagating through the medium are highly energetic and
travelling on the light-cone almost strictly in the positive z direction. In light-cone (LC)
coordinates it will have momentum (p+, p−,p), where p+ = (p0 + p3)/2 is identified with
the LC energy E ≡ p+, p− = p0 − p3 is negligible and p is the transverse momentum. The
parton interacts with the medium, which is modelled by a classical background gauge field
Aµ,a(t, r). The interaction of the parton with the classical field leads to transverse momentum
broadening and energy loss. The interactions can be resummed using a framework developed
by Baier-Dokshitzer-Mueller-Peigné-Schiff [11–14] and Zakharov [15, 16], and is known as
the BDMPS-Z formalism. For small media, where interactions are rare, this is equivalent
with considering only one interaction, known as the Gyulassy-Levai-Vitev (GLV) [37]
approximation.

It is possible to construct Feynman rules from the BDMPS-Z approach, with special
in-medium propagators and vertices [18]. In this formulation a highly energetic parton
travelling through the medium can be described by the propagator

(x|GR(t, t0)|x0) = Θ(t− t0)
∫ x

x0
Dr exp

[
i
E

2

∫ t

t0
ds ṙ2(s)

]
VR(t, t0; r(t)) . (2.1)

In this expression VR is a Wilson line in the representation R, which is given by

VR (t, t0; r(t)) = P exp
[
ig

∫ t

t0
dsAa(s, r(s))T aR

]
, (2.2)

where the symbol P enforces path ordering. A quark transforms in the fundamental
representation, so the group generator is T aF ≡ taij . Similarly, a gluon transforms in the
adjoint representation, and its group generator is T aA ≡ (T a)bc = −ifabc. The final results
in this paper will mainly concern fundamental lines, which we will denote by V ≡ VF .
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Similarly, we will write the adjoint lines as U ≡ VA. Focusing on fundamental lines is
sufficient, since one can always transform adjoint Wilson lines to fundamental ones through
the identity

Uab = 2 tr
[
taV tbV †

]
= U †ba . (2.3)

In the absence of interactions, i.e. when the Wilson line is evaluated at g = 0, we simply get

(x|G0(t, t0)|x0) ≡ G0(x− x0, t− t0) = Θ(t− t0) E

2πi(t− t0)ei
E
2

(x−x0)2
(t−t0) , (2.4)

which is a representation of the retarded part of the Feynman propagator (E > 0).
As mentioned in the introduction, the matrix element describing final-state interactions

in the QGP will involve one or more propagators of the form in eq. (2.1). Hence, on the
level of the matrix element squared, we have to compute correlators of such lines averaged
over all possible medium configurations. The medium average is indicated by 〈. . . 〉, and we
assume that the correlator of the medium fields takes the form

〈Aa(t, r)Ab(t′, r′)〉 = δabn(t)δ(t− t′)γ (r − r′) , (2.5)

which corresponds to the Gaussian noise approximation. Here, n(t) is the (time-dependent)
density of scattering centers in the medium and

γ(r) =
∫ d2q

(2π)2 eiq·r d2σel
d2q

∼ g2
∫ d2q

(2π)2
eiq·r
q4 , (2.6)

is the Fourier transform of the in-medium elastic scattering potential, where the infrared
behavior of the potential is regulated by an in-medium screening mass. The delta function
in time indicates that we have assumed the medium interactions to be instantaneous. In
many cases it will be convenient to define

σ(r) = g2[γ(0)− γ(r)
]
. (2.7)

The form of the function σ depends on how the medium is modelled. The two main ways of
calculating this is through the Gyulassy-Wang model [38] or through Hard Thermal Loop
theory [39]. These models differ mainly in how infrared screening is implemented when
q⊥ → 0. In this paper, we will however work in the harmonic oscillator approximation,
which accounts for multiple soft interactions. In this case, the potential σ(r) can be cast as

CRnσ(r) ' 1
4r

2q̂R(t) , (2.8)

where
q̂R = CRng

2
∫ qmax
⊥ d2q

(2π)2 q
2 d2σel

d2q
, (2.9)

is the jet quenching coefficient where R denotes the color representation of the Wilson
lines. For the fundamental and adjoint representations we have CF = N2

c−1
2Nc and CA = Nc,

respectively. In this paper we will use q̂ = q̂F unless otherwise stated. In eq. (2.9) we
have explicitly introduced a UV cut-off to regularize the integral. A more systematic
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approach to the regularization of the integral, and the extension beyond the soft scattering
approximation, has been pursued in refs. [19, 40, 41].

We stress that the approximation in (2.8) is not necessary in order to solve numerically
the system of equations for arbitrary n-point correlators, but it is very useful to employ to
compare these exact results to analytical calculations of the leading and sub-leading color
correlators.

In the current work, we will focus on hard 1 → 2 splitting processes in the medium,
where the initial particle has energy E and the two splitting products carry, respectively,
ω1 = (1− z)E and ω2 = zE. This is formally equivalent to setting the energy of the mother
particle, E →∞, and considering a finite momentum sharing fraction 0� z � 1. These
conditions enforce that both the mother and daughter particles travel on classical paths.
Concretely, the trajectory of a particle in the medium between time t0 and t, given by
the propagator (x|G(t, t0)|x0), in configuration space, for E � (t − t0)−1 gets strongly
constrained to the classical path connecting the initial and final transverse positions, see
eq. (2.1), and leads to

(x|GR(t, t0)|x0) ' G0(x− x0, t− t0)VR(t, t0; [xcl(s)]) , (2.10)

where the classical trajectory is given by xcl(s) = x0 + s−t0
t−t0 (x−x0). This corresponds to the

product of a Wilson line, trailing the direction of the particle, times a vacuum propagator,
see eq. (2.4). Corrections to this limit can also be systematically be calculated [42]. In the
mixed representation, this leads to,

(p|GR(t, t0)|p0) ' (2π)2δ(p− p0)VR (t, t0; [xcl(s) = ns]) e−i
p2
2E (t−t0) , (2.11)

where n = p/E, see [18, 22]. The last term in this product is simply the Fourier transform
of the vacuum propagator.

In detail, the 1→ 2 partonic processes we consider are: 1) γ → q + q̄, 2) q → q + g,
3) g → g + g. These will, at most, involve correlators of 4, 6 and 8 Wilson lines (in the
fundamental representation). We also write out the relevant correlators for g → q + q̄, but
we do not explicitly evaluate the spectrum in this case. All three processes consist of one
(off-shell) particle1 traversing the medium splitting into two particles. While we derive
formulas for a generic medium profile, our numerical calculations apply to a medium with
constant density (aka the “brick”), where the splitting can occur either inside the medium
or outside.

As mentioned above, the first particle, with LC energy E, is produced at initial time
t0 = 0 and is propagating along the light-cone in the positive z direction. It splits at times t1
in the amplitude and t2 in the complex conjugate amplitude, see figure 1. The two daughter
particles, which now carry LC energies (1 − z)E and zE, respectively, then propagate
on the classical paths r1(t) (r1̄(t)) and r2(t) (r2̄(t)) in the amplitude (complex conjugate
amplitude) to the end of the medium at L. In the high-energy, eikonal approximation these

1We will however only consider physical polarizations/spin states for the initial particle, since other
contributions do not propagate.
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paths are classical and are given by

r1(t) = n1(t− t1) ,
r2(t) = n2(t− t1) ,
r1̄(t) = n1(t− t2) ,
r2̄(t) = n2(t− t2) ,

(2.12)

where n1 ≡ p1
(1−z)E and n2 ≡ p2

zE are the transverse velocity vectors. To slightly compress
the notation we will usually refer to the coordinates as numbers, meaning that we will write
V (r1) ≡ V1 and γ(r1 − r2̄) ≡ γ12̄, etc.

Finally, in the harmonic approximation, we need the square of the differences of the
transverse coordinates. Using the eikonal approximation this is

(r1 − r2)2 = (t− t1)2θ2 ,

(r1̄ − r2̄)2 = (t− t2)2θ2 ,

(r1 − r1̄)2 = z2(t2 − t1)2θ2 ,

(r2 − r2̄)2 = (1− z)2(t2 − t1)2θ2 ,

(r1 − r2̄)2 = (t− zt1 − (1− z)t2)2θ2 ,

(r1̄ − r2)2 = (t− (1− z)t1 − zt2)2θ2 ,

(2.13)

where we have assumed that the angle θ is small.

3 Emission spectra

In this section we will present the results for the in-medium emission spectra dI
dzdθ for the

in-medium splitting processes. We refer to appendix A for the details of the calculations.
All of the Wilson line correlators in this section were calculated using the methods developed
in section 4. For more details about the calculation of correlators of six and eight Wilson
lines we refer to appendix B.

One can define the vacuum spectrum as

dIvac

dz dθ = α

π

P (z)
θ

, (3.1)

where α can be αem or αs depending on the process, and P (z) is the relevant Altarelli-Parisi
splitting function. Then one can write the full spectrum on the form [22]

dI full

dz dθ = dIvac

dz dθ + dImed

dz dθ
= dIvac

dz dθ (1 + Fmed(z, θ)) . (3.2)

The term Fmed(z, θ) contains the medium modification to the processes. For a generic
medium profile the medium radiation reads

dImed

dz dθ = dIvac

dz dθ 2Re
∫ L

0

dt1
tf

∫ L

t1

dt2
tf

e−i
t2−t1
tf C(4)(L, t2)C(3)(t2, t1) , (3.3)
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1

2

2̄

1̄

t1 t2

(p0, E, λ)

(p1, (1− z)E, s1)

(p2, zE, s2)

i

j
j̄

ī
t0

Figure 1. The process of a photon splitting to a quark-antiquark pair. The amplitude is on the
top and the complex conjugate amplitude on the bottom. The splitting happens at time t1 in the
amplitude and at a later time t2 in the complex conjugate amplitude.

where, in the high-energy limit employed in this paper, the medium-induced spectrum
is proportional to the vacuum spectrum. This proportionality does not a priori hold
in all the phase space, in particular whenever the transverse momentum in the splitting
k⊥ = z(1− z)Eθ is comparable to the transverse momentum accumulated in the medium
Qs ∼ q̂L [23]. Finally, the factors C(n)(tb, ta) appearing in (3.3) are n-particle correlators
that have support during time ta < t < tb, and tf = 2

z(1−z)Eθ2 is the formation time of the
process. The splitting process is illustrated in figure 1.

For a medium with fixed density and extension L, we have q̂(t) = q̂Θ(L− t). In this
case, the integrals over the emission times t1 and t2 in (3.3) can be split, so that

dI in−in

dz dθ = dIvac

dz dθ 2Re
∫ L

0

dt1
tf

∫ L

t1

dt2
tf

e−i
t2−t1
tf C(4)(L, t2)C(3)(t2, t1) , (3.4)

dI in−out

dz dθ = dIvac

dz dθ 2Im
∫ L

0

dt1
tf

e−i
L−t1
tf C(3)(L, t1) , (3.5)

where dNmed/(dzdθ) = dN in−in/(dzdθ) + dN in−out/(dzdθ). Taking into account that the
Wilson line correlators are real the medium modification term can be written [22]

Fmed = 2
∫ L

0

dt1
tf

[∫ L

t1

dt2
tf

cos
(
t2 − t1
tf

)
C(4)(L, t2)C(3)(t2, t1)− sin

(
L− t1
tf

)
C(3)(L, t1)

]
.

(3.6)
We now will discuss three concrete cases that are relevant for jet quenching phenomenology.
We will compute the double-differential spectrum for a wide range of LC energy sharing
fraction z and angles θ to map the regions where medium-induced corrections appear, as
quantified by the factor Fmed(z, θ). Our focus here is to provide a test bed for evaluating
precisely the multi-Wilson line correlators appearing in (3.6), and we will therefore not worry
about the validity of the eikonal approximation (2.10) of the splitting products. Including
non-eikonal corrections on the particle trajectories will be postponed to future work.
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3.1 Derivation of the splitting functions

Photon splitting. We will start with the case of a photon splitting into a quark-antiquark
pair, i.e. γ → q + q̄. Due to the least number of fundamental Wilson lines, this is the
simplest process to analyze. We will therefore treat it in more detail, taking the advantage
to discuss the relevant medium and jet scales appearing in the calculation.

In this case, the vacuum emission spectrum is given by (3.1) with the QED coupling
constant αem and the Altarelli-Parisi splitting function being Pqγ(z) = nfNc[z2 + (1− z)2],
where nf is the number of active flavors. Furthermore, the correlator C(3) reduces to an
effective two-point function because the photon does not carry color charge. We have

C(4)
qγ (L, t2) = 1

Nc
〈tr[V1V

†
2 V2̄V

†
1̄ ]〉 , (3.7)

C(3)
qγ (t2, t1) = 1

Nc
tr〈V1V

†
2 〉 , (3.8)

where the time extension of each of the medium-averaged color correlators on the right
hand side is implied by the time argument on left hand side of the equation.

The correlator of two Wilson lines, which in this case corresponds to C(3)
qγ (t, t1) =

S12(t, t1), is generally referred to as a dipole correlator, and is known to be

S12(t, t1) ≡ 1
Nc
〈tr[V1V

†
2 ]〉 = e−CF

∫ t
t1

ds n(s)σ(r)
, (3.9)

where r = r1 − r2 is the difference of transverse positions of the two Wilson lines. For a
fixed separation, i.e. r = const., in the HO approximation and in a medium with constant
density, it simply reads S12(t, t1) = e− 1

4 q̂(t−t1) r2 , where, as a reminder, we have denoted
q̂ ≡ q̂F . However, for the kinematics we consider, see eq. (2.13), this becomes

S12(t, t1) = e−
1
12 q̂(t−t1)3θ2

. (3.10)

Then, assuming that t = t2 and t2 − t1 ∼ tf , we find

S12 ≈ e−
2
3

q̂

ω3θ4 , (3.11)

with ω = z(1− z)E. This implies that medium modifications appear, in this term, whenever
ω3θ4 . q̂.

The correlator of four Wilson lines C(4)(t, t2), referred to as the quadrupole (in the
fundamental representation), can only be calculated numerically at finite-Nc. We will later
show how this can be achieved through the differential equation eq. (4.10). In the large-Nc

limit, however, it can be calculated analytically through the simplified differential equation
eq. (4.12). There are only two ways of connecting the Wilson lines at the final time (their
connection at initial time is given by the vacuum splitting process). We can therefore
define C12̄(t, t2) ≡ 〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ]〉 and C2̄1(t, t2) ≡ 〈tr[V1V

†
2 V2̄V

†
1̄ ]〉, note the absence of

explicit normalization factors at this stage. In the large-Nc approximation, the first of these
correlators reads simply,

1
N2
c

C12̄(t, t2) ' e−
1
12 q̂θ

2[(t−t2)3+(t−t1)3−τ3] , (3.12)
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where τ ≡ t2−t1, and the dependence on t1 appears as a consequence of the fixed trajectories.
Here we have used the eikonal (2.12) and harmonic oscillator approximations (2.8). Similarly,
at large-Nc, the second correlator is

1
Nc
C2̄1(t, t2) ' e−

1
4 q̂θ

2ξ(t−t2)τ2

− 1
2 q̂θ

2z(1− z)τ2
∫ t

t2
ds e−

1
4 q̂θ

2ξ(t−s)τ2
e−

1
12 q̂θ

2[(s−t2)3+(s−t1)3−τ3] , (3.13)

where we defined ξ ≡ z2 + (1 − z)2. Only the latter of these correlators appears in the
spectrum, cf. eq. (3.7), but we include both for completeness.2 Assuming the dominance of
the first term in (3.13), setting t = L and assuming that L� tf , we find that

1
Nc
C2̄1 ≈ e−

1
6

q̂L

(ωθ)2 , (3.14)

where we put ξ ≈ 2/3. The factor in the exponential becomes large whenever ωθ <
√
q̂L.

This factor is related to momentum broadening of the quark and anti-quark after they have
been produced.

Let us compare the two conditions when exponential suppression arise either in the
dipole S12(t2, t1) or quadrupole C2̄1(L, t2). For a fixed energy ω, the two conditions are
equal at the critical angle

θc ∼
(
q̂L3

)−1/2
. (3.15)

Let us also define the characteristic energies ωd = (q̂/θ4)1/3 and ωbroad =
√
q̂L/θ. At

large angles θ > θc, the condition from the dipole starts affecting soft gluon emissions, i.e.
ωd < ωbroad. This reflects the length-dependence color coherence. On the one hand, the
dipole, which has support only during the formation time tf . L, needs a large angle to
resolve the two particles within that time scale. On the other hand, the quadrupole, which
extends up to L, will ultimately resolve even narrower configurations.

We also plot the dependence on the latest time of both C(3)
qγ (t, t1) and C(4)

qγ (t, t2) in
figure 2a, keeping t1 = 0.3 fm fixed, in the case of the dipole, and both t2 = 1 fm and
t1 = 0.3 fm fixed, in the case of the quadrupole. The other parameters are chosen as
q̂ = 1.5GeV2/fm, θ = 0.5 and z = 0.5. We notice the fast decay of the dipole, that goes like
∼ e−t3 according to (3.10), compared to the exponential decay of the quadrupole, i.e. ∼ e−t,
at large times. Finally, we notice that the large-Nc approximation to the full quadrupole,
given in eq. (3.13), is very good up very late times.

Quark-gluon splitting. Next we consider the slightly more complicated problem of a
quark-gluon splitting. This was also outlined in [22], but not calculated explicitly. For
this process, the vacuum emission spectrum is given by (3.1), with the QCD coupling
constant αs and the Altarelli-Parisi splitting function Pgq(z) = CF

1+(1−z)2

z . The four- and

2In [22] C2̄1 is also calculated in the large-Nc limit. In their eq. (29) they get the same as (3.13), except
they lack the factor of 1/2 in front of the second term.
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three-point functions read

C(4)
gq (L, t2) = 1

N2
c − 1

〈
tr[V †1̄ V1V

†
2 V2̄] tr[V †2̄ V2]− 1

Nc
tr[V †1̄ V1]

〉
, (3.16)

C(3)
gq (t2, t1) = 1

N2
c − 1

〈
tr[V †2 V1] tr[V †0 V2]− 1

Nc
tr[V †0 V1]

〉
. (3.17)

The emission spectrum is composed of correlators of two, four and six Wilson lines. The
three-point function can be solved exactly, see (B.7), resulting in

C(3)
gq (t2, t1) = e−

1
2

∫ t2
t1

ds n(s)[Nc(σ02+σ12)− 1
Nc
σ01]

= e
− 1

12 q̂(t2−t1)3θ2
(

1+z2+ 2z
N2
c−1

)
. (3.18)

This expression is very similar to the dipole term in eq. (3.10) and the same scale analysis
applies.

The four-point correlator involving six and two Wilson lines can only be calculated
numerically at finite Nc. In the large-Nc limit, the former can be calculated analytically,
and reads

1
N2
c

〈tr[V1V
†

2 V2̄V
†

1̄ ] tr[V2V
†

2̄ ]〉 ' e−
1
4 q̂θ

2(t−t2)(t2−t1)2(1−2z+3z2)

×
(

1− 1
2 q̂θ

2z(1− z)(t2 − t1)2
∫ t

t2
ds e−

1
12 q̂θ

2[(s−t2)2(2s−3t1+t2)+6z(1−z)(s−t2)(t2−t1)2]
)
.

(3.19)
Once again, the first term in the correlator above has a form very similar to the four-point
function relevant for photon splitting, see eq. (3.13).

Gluon-gluon splitting. The last process of interest is the case of a gluon splitting into
two other gluons. This process was discussed quite extensively in [23]. For this process, the
vacuum emission spectrum is given by (3.1) with the QCD coupling constant αs and the
Altarelli-Parisi splitting function Pgg(z) = 2Nc

[
z(1− z) + 1−z

z + z
1−z

]
. In this case the 4-

and 3-point functions read

C(4)
gg (L, t2) = 1

Nc(N2
c − 1)

〈
tr[V1V

†
1̄ ] tr[V2V

†
2̄ V1̄V

†
1 ] tr[V2̄V

†
2 ]− tr[V1V

†
1̄ V2V

†
2̄ V1̄V

†
1 V2̄V

†
2 ]
〉
,

(3.20)

C(3)
gg (t2, t1) = 1

Nc(N2
c − 1)

〈
tr[V1V

†
2 ] tr[V0V

†
1 ] tr[V2V

†
0 ]− tr[V1V

†
2 V0V

†
1 V2V

†
0 ]
〉
. (3.21)

When cast as correlators of Wilson lines in the fundamental representation, the C(4)
gg involves

8-point correlators, which is the largest number we will calculate in detail.
The 3-point function can be solved exactly, either by the differential equation (4.26) or

by writing it in terms of adjoint Wilson lines (A.17). In the end, the result reads

C(3)
gg (t2, t1) = e−

Nc
2

∫ t2
t1

dt n(t)[σ01+σ02+σ12]

= e−
1
12 q̂(t2−t1)3θ2 Nc

CF
(1−z+z2)

. (3.22)

Note the similarity to the previous results, see eqs. (3.10) and (3.18).
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The 4-point function consists of two different correlators of eight Wilson lines. They can
be calculated through the differential equation in eq. (4.26). Interestingly, the four-point
function C(4)

gg involves a eight-point correlator, see the second term in (3.20), which cannot be
reduced further in the large-Nc approximation. This can nevertheless still be exactly solved
in the large-Nc approximation, which we present in the figures below, but the expression is
too long to extract any meaningful approximation. Anticipating the numerical results, we
can mention that it is for this correlator that the large-Nc approximation gives the biggest
deviations with respect to the exact result.

Gluon-quark splitting. We now consider a gluon that splits into a quark-antiquark pair.
The Altarelli-Parisi splitting function is Pqg(z) = nfTR[z2 +(1−z)2] and the correlators read

C(4)
qg (L, t2) = 1

Nc

〈
tr[V1V

†
2 V2̄V

†
1̄ ]− 1

Nc
tr[V1V

†
1̄ ] tr[V2̄V

†
2 ]
〉
, (3.23)

C(3)
qg (t2, t1) = 1

N2
c − 1

〈
tr[V1V

†
0 ] tr[V0V

†
2 ]− 1

Nc
tr[V1V

†
2 ]
〉
. (3.24)

Since these expressions involve only quadrupoles and dipoles, that were previously encoun-
tered and analyzed in detail above, we will not present further results for this splitting
process.

3.2 Numerical results

Here we present the numerical calculations of the results from the previous section. We
focus first on the details of the three- and four-point functions for each of the three splitting
processes, and proceed with calculating the double-differential spectrum in the momentum
sharing fraction z and angle θ.

In figure 2, we show how C(3)
ij (t, t1), with blue, solid curves, and C(4)

ij (t, t2), with orange,
solid curves, for the three processes evolve with time. For the four-point functions, we
also plot the large-Nc approximation with orange, dashed curves. We fix both t1 = 0.3 fm
and t2 = 1 fm and plot for the latest time t = L. For the other parameters we choose
q̂ = 1.5GeV2/fm, θ = 0.5 and z = 0.5.

While this approximation turns out to work extremely well for the photon splitting, see
figure 2a, we note that it has a more limited range of applicability for both the quark-gluon,
see figure 2b, and gluon-gluon, see figure 2c, splitting processes, respectively. In all of the
cases the exact value is slightly higher than the approximate one. As we derived analytically,
the C(3)

ij terms all decay as ∼ e−q̂(t−t1)3τ2θ2f(z), where f(z) is a process dependent regular
function. The C(4)

ij terms are more complicated, especially at early times where all terms
contribute, but at late times the dominant contribution comes from ∼ e−q̂(t−t2)θ2 .

The ratio of double-differential in-medium to vacuum spectrum reveals the medium
modification factor Fmed(z, θ) = dImed/(dzdθ)

/
dIvac/(dzdθ). We plot this factor, calculated

at finite Nc, for the three processes in figure 3. These results have been obtained for the
medium parameters q̂ = 1.5GeV2/fm and L = 2 fm and an energy of the initial particle,
before splitting, of E = 100GeV.
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(a) Photon splitting. (b) Quark-gluon splitting.

(c) Gluon-gluon splitting.

Figure 2. The time evolution of C(3)(L, t1) and C(4)(L, t2) for the three processes. For C(4)(L, t2)
both the exact and large-Nc versions are plotted.

As one can see from figure 3, the medium modification factor Fmed(z, θ) has roughly the
same characteristic shape for all three processes. The medium modifications appear at large
angles θ > θc, in between the characteristic lines ω3θ3 < q̂ and ω2θ2 < q̂L which we have
identified for the three- and four-point functions in section 3.1. This corresponds to formation
times smaller than the medium length, tf < L. In fact, we can recast these conditions in
terms of the formation time of the process, namely tf < td and tf < tbroad, where

td ∼
( 1
q̂θ2

)1/3
, and tbroad ∼

( 1
q̂θ2L

)1/2
. (3.25)

The modifications appear for the range of formation times tbroad < tf < td and θ > θc [22].
There also seems to be a trend that both the magnitude and the region of the modifications
grow with the number of Wilson lines. This can be traced back to the finite terms, f(z), in the
exponents that modify the scaling behavior. Naively, we would expect the relevant jet quench-
ing parameter to be roughly a factor Nc/CF ≈ 2 larger for gluon splitting than for the photon.

Our main focus in this work is to highlight the differences between the finite-Nc results
versus their large-Nc approximated counterparts. To illustrate this we have plotted the ratio
of the exact and large-Nc medium modification factors, i.e. Fmed(z, θ)|large−Nc/Fmed(z, θ)
in figure 4. The difference between the exact and approximate result is small in the whole
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(a) Photon splitting. (b) Quark-gluon splitting.

(c) Gluon-gluon splitting.

Figure 3. The medium modification factor Fmed(z, θ) for three splitting processes as a function of
θ and z with L = 2 fm and E = 100GeV at finite Nc.

phase space in the photon splitting case, where there is a correlator of four Wilson lines.
However, in the cases of quark-gluon and especially gluon-gluon splitting, which contain
correlators of six and eight Wilson lines, the error can be relatively big, maximally of the
order of 16% in case of the latter process. This is the reflection of the behavior observed
previously in figure 2. From these calculations it seems like the more complicated color
structure, the bigger the error is by using the large-Nc approximation. Once again, the error
becomes most sizable at relatively large in-medium formation times, i.e. tf ∼ tbroad and
tf ∼ td, but at the same time tf < L. This is most clearly seen in the gluon-gluon splitting,
cf. figure 4c. Finally, we note that the finite-Nc corrections come as a modulation along
the previously established scaling lines which hints that such corrections could perhaps be
absorbed into an effective jet quenching parameter.

To summarize, we have calculated the double-differential spectrum dI
dzdθ for three

different splitting processes, and shown that the resulting expressions factorize into three-
and four-point functions that contain medium-averaged products of 2, 4, 6 and 8 fundamental
Wilson lines. In the coming section 4 we will detail how these are calculated. Strikingly,
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(a) Photon splitting. (b) Quark-gluon splitting.

(c) Gluon-gluon splitting.

Figure 4. The ratio Fmed(z, θ)|large−Nc
/Fmed(z, θ) for three splitting processes as a function of θ

and z with L = 2 fm and E = 100GeV.

the three- and four-point functions all take a very similar scaling form as was derived
analytically exactly, for the former, and in the large-Nc approximation, for the latter. This
corresponds to the identification of two characteristic time-scales in the medium, related to
broadening along the length of the medium, tbroad, and decoherence during the formation
of the splitting, td. These were identified first in [22] for the photon splitting process, and
we have here extended their validity to all other splitting QCD processes. Finally, we have
seen that finite-Nc corrections play an increasingly important role the bigger the total color
charge involved in the splitting process.

4 Calculating Wilson line correlators

In this section we will present our method for calculating Wilson line correlators. As an
illustration we will first show how it is done in the simple case of four Wilson lines in the
fundamental representation. Thereafter this process will be generalized to an arbitrary
number of Wilson lines.
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4.1 Four Wilson lines

The simplest Wilson line correlator comes from the pair production process (3.7), where
there is a trace of four Wilson lines 〈tr[V1V

†
2 V2̄V

†
1̄ ]〉. In this section, we will show how to

derive a system of differential equations to calculate this. Let the Wilson lines have support
from t0 to some arbitrary time t+ ε. Then, following [25], we expand them between t and
t+ ε to get

V (t+ε, t0;r) =V (t+ε, t;r)V (t, t0;r)

=
(

1+ig
∫ t+ε

t
dsAa(s,r)ta− g

2

2!

∫ t+ε

t
ds
∫ t+ε

t
ds′Aa(s,r)Ab(s′,r′)tatb+O(ε2)

)

×V (t, t0;r), (4.1)

where we have kept some of the color indices implicit. All four Wilson lines are expanded in
this manner. We end up with having to take the medium average of the integrals over two
medium fields, traced over the relevant color indices, which is dealt in the following way

∫ t+ε

t
ds
∫ t+ε

t
ds′

〈
Aa(s, r)Ab(s′, r′)[tatb]ij

〉
=
∫ t+ε

t
ds n(s)γ(r − r′)taiktakj

' εCFn(t)γ(r − r′)δij , (4.2)

where in the first step we applied the medium average (2.5). Then, keeping terms up to the
first order of ε this becomes

〈tr[V1V
†

2 V2̄V
†

1̄ ]〉(t+ε) =
(
1 + εg2n(t)CF [γ11̄ + γ22̄ − 2γ0]

)
〈tr[V1V

†
2 V2̄V

†
1̄ ]〉(t)

− εg2n(t)[γ12̄ − γ12 − γ1̄2̄ + γ21̄]〈tr[taV1V
†

2 t
aV2̄V

†
1̄ ]〉(t) . (4.3)

Using the Fierz identity
taijt

a
kl = 1

2

(
δilδjk −

1
Nc
δijδkl

)
, (4.4)

this results in the differential equation

d
dt〈tr[V1V

†
2 V2̄V

†
1̄ ]〉(t) = lim

ε→0

〈tr[V1V
†

2 V2̄V
†

1̄ ]〉(t+ε)−〈tr[V1V
†

2 V2̄V
†

1̄ ]〉(t)
ε

= g2n(t)
[
CF (γ11̄+γ22̄−2γ0)+ 1

2Nc
(γ12̄−γ12−γ1̄2̄+γ21̄)

]
〈tr[V1V

†
2 V2̄V

†
1̄ ]〉(t)

− 1
2g

2n(t)(γ12̄−γ12−γ1̄2̄+γ21̄)〈tr[V1V
†

2 ] tr[V2̄V
†

1̄ ]〉(t) . (4.5)

It is evident that the original term mixes with another four-point correlator, given in the
term on the last line. To understand this, let us look closer at the term 〈tr[V1V

†
2 V2̄V

†
1̄ ]〉.

Since the process is happening in the medium the quarks and antiquarks can at any time
exchange gluons, so their color is continuously rotating. In the case of four Wilson lines
there are two possible ways of connecting the color at time t to ensure color conservation,
namely as shown in figure 5. The second way is exactly the term 〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ]〉 that

appeared in equation (4.5). The inclusion of this term in the differential equation (4.5) just
represents the possibility for color rotation to happen at each time.
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1

2

2̄

1̄

1

2

2̄

1̄

Figure 5. The two possible ways of color connecting the four Wilson lines. On the left is
C2̄1 ≡ 〈tr[V1V

†
2 V2̄V

†
1̄ ]〉, while on the right is C12̄ ≡ 〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ]〉, both going from times t2 to

an arbitrary time t. The grey lines at the beginning and end indicate the colour connections.

To continue one can find a complementary differential equation for 〈tr[V1V
†

2 ] tr[V2̄V
†

1̄ ]〉
and see if we can find a solution for the set. Going through the same procedure as above gives

d
dt〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ]〉(t)

= g2n(t)
[
CF (γ12 + γ1̄2̄ − 2γ0) + 1

2Nc
(γ12̄ − γ11̄ − γ22̄ + γ1̄2)

]
〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ]〉(t)

− 1
2g

2n(t)(γ12̄ − γ11̄ − γ22̄ + γ1̄2)〈tr[V1V
†

2 V2̄V
†

1̄ ]〉(t) . (4.6)

We now have a set of two coupled differential equations. To save space the following notation
will be used C12̄(t) ≡ 〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ]〉(t) and C2̄1(t) ≡ 〈tr[V1V

†
2 V2̄V

†
1̄ ]〉(t). This notation

warrants some more explanation. Both of these expressions are composed of the two pairs of
Wilson lines, namely V1V

†
2 and V2̄V

†
1̄ . The only difference is how to connect them. The two

subscripts in the C’s tell which Wilson line comes immediately after the two pairs. So C2̄1
means that V1V

†
2 is connected to V2̄ and V2̄V

†
1̄ connects to V1. The result is 〈tr[V1V

†
2 V2̄V

†
1̄ ]〉.

This notation might seem overly complicated, but it will prove to be useful when considering
more than four Wilson lines.

The two differential equations (4.5) and (4.6) can be gathered into the following system,

d
dt

[
C12̄(t)
C2̄1(t)

]
= −n(t)

2 M

[
C12̄(t)
C2̄1(t)

]
, (4.7)

where the evolution matrix takes the following form,

M =
[
2CF (σ12 + σ2̄ 1̄) + 1

Nc
Σ1 −Σ1

−Σ2 2CF (σ11̄ + σ2̄2) + 1
Nc

Σ2

]
. (4.8)

Here we have used eq. (2.7) to define σ12 = σ(r1 − r2), and introduced

Σ1 ≡ σ12̄ + σ21̄ − σ11̄ − σ22̄

Σ2 ≡ σ12̄ + σ1̄2 − σ12 − σ1̄2̄ . (4.9)
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To proceed, we employ the harmonic approximation (2.8). For the eikonal, straight-line
trajectories, given in eqs. (2.12), the evolution matrix becomes

− n(t)
2 M = − q̂θ2

4CF

[
CF [(t− t1)2 + (t− t2)2]− 1

Nc
(t− t1)(t− t2) −(t− t1)(t− t2)

z(1− z)τ2 CF τ
2ξ − 1

Nc
z(1− z)τ2

]
,

(4.10)
where we have defined τ ≡ t2− t1, ξ = z2 + (1−z)2 and assumed that the angle between the
two particles θ is small. Unfortunately, since the matrix elements depend on time in our setup,
we can only solve this system of differential equations exactly by using numerical methods.

The authors of [22] calculated the four-point function 〈tr[V1V
†

2 V2̄V
†

1̄ ]〉 in the large-Nc

limit, which is interesting to compare with our results. This example is illustrative of the
general structure of the hierarchy between the different correlators, and we will therefore
go through it in detail. To take the large-Nc limit you start the system of differential
equations (4.7) and count the powers of Nc in each term in the evolution matrix and the
vector of correlators, taking into account that C12̄ ∼ N2

c and C2̄1 ∼ N1
c . In this limit we

also have CF ∼ Nc/2. The terms on the right-hand side of (4.7) then have the following
powers of Nc,
[
O(N0

c ) +O(N−2
c ) O(N−1

c )
O(N−1

c ) O(N0
c ) +O(N−2

c )

] [
O(N2

c )
O(N1

c )

]
large−Nc−−−−−−→

[
O(N0

c ) 0
O(N−1

c ) O(N0
c )

] [
O(N2

c )
O(N1

c )

]
.

(4.11)

The large-Nc approximation amounts to dropping all the terms in the matrix that are not
scaling with the same power of Nc as the original vector, given by the second term in (4.11).
We see that the next-to-leading power of Nc turns out to be a factor N−2

c smaller compared
to the leading terms. This scaling has also been corroborated generally for n-line correlators
in section 4.2.

Hence, employing the large-Nc approximation leads to the simplified system of equations

d
dt

[
C12̄(t)
C2̄1(t)

]
' − q̂θ

2

4Nc

[
Nc[(t− t1)2 + (t− t2)2] 0

2z(1− z)τ2 Ncτ
2ξ

] [
C12̄(t)
C2̄1(t)

]
. (4.12)

Now it is evident that the differential equation for C12̄ is separable and can be solved easily,
which means that C2̄1 also can be solved. This leads to the equations (3.12) and (3.13). The
physical picture of this differential equation is quite transparent. The correlator of the two
particles (described by two lines in the amplitude and two lines in the complex conjugate
amplitude) can be in either of the states shown in figure 5, and there is a possibility of
exchanging a gluon and transferring from one state to the other. This is encoded in the
off-diagonal terms in the matrix (4.8), and is associated with a factor of ∼ σ, which scales
as N−1

c . Say you start in the state C12̄ shown on the right in figure 5, scaling as N2
c . If you

exchange a gluon you pick up a factor N−1
c from the σ, and go to the state C2̄1, which is

a single trace correlator that scales as N1
c , so in total this transition is associated with a

factor N0
c . This is a factor N−2

c smaller compared to the starting point so it can safely be
dropped in the large-Nc limit. However, starting with C2̄1 and going to C12̄ you go from
a state that scales as N1

c to one scaling as N2
c , but you lose a power of Nc from the σ, so
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Figure 6. The exact and large-Nc version of C12̄(t) = 〈tr[V1V
†
2 ] tr[V2̄V

†
1̄ ]〉 (blue, solid and blue,

dashed lines, respectively) and C2̄1(t) = 〈tr[V1V
†
2 V2̄V

†
1̄ ]〉 (orange, solid and orange, dashed lines,

respectively). We also plot only the leading, diagonal term of the large-Nc approximation of C2̄1
(orange, dotted line) which exhibits the correct large-time asymptotic behavior.

in this case the end result has the same Nc scaling as the starting point. Hence, in the
large-Nc limit you can drop the upper right term in the matrix, but must keep the lower
left one, see section 4.2 for a general argument for n-point correlators.

The solutions to (4.10) and (4.12) were plotted in figure 6 (solid and dashed lines,
respectively). For this particular case, the agreement between the large-Nc approximation
and the exact, finite-Nc result is strikingly good for the C2̄1 correlator. At late times, we
observe an exponential suppression, ∝ e−t, with a slope that is in good agreement with
the first term of eq. (3.13). At early times, there is an interplay between C2̄1 and C12̄ that
leads to a more rapid decrease initially. This is however well captured by the large-Nc

approximation, given by both terms in eq. (3.13).
The C12̄ correlator is described well within the large-Nc approximation at early times.

However, at late times it exhibits a long tail that is not captured within this approximation.
This can be remedied by including sub-leading corrections in color.

Sub-leading corrections in color can be incorporated to improve on the sometimes crude
large-Nc calculation above. To do this write the full correlators as the sum of their large-Nc

versions calculated through (4.12) and some smaller correction term,

C = C(0) +C(1) , (4.13)

where C =
(
C12̄, C2̄1

)ᵀ is a vector of the correlators in question, so that C(1) is a factor
O(N−2

c ) smaller than C(0). We can also write the matrix M in a form that isolates the
large-Nc terms from the finite-Nc corrections, i.e.

M = M(0) + Mcorr. , (4.14)
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where the first term strictly corresponds to the leading terms in the large-Nc limit. In our
example above, we find that

− n(t)
2 M(0) = − q̂θ

2

4

[
(t− t1)2 + (t− t2)2 0

2
Nc
z(1− z)τ2 τ2ξ

]
, (4.15)

while
− n(t)

2 Mcorr. ' q̂θ2

2N2
c

[
(t− t1)(t− t2) Nc(t− t1)(t− t2)
− 1
Nc
z(1− z)τ2 z(1− z)τ2

]
, (4.16)

where we expanded the correction matrix to find the leading terms in Nc. It can be
confirmed that the overall correction to both correlators is of the order N−2

c .
The correlators at leading color, i.e. C(0), are known. They solve the simplified set

of equations dC(0)(t)/dt = −n(t)
2 M(0)C(0)(t), and are given explicitly in (3.12) and (3.13).

This can now be used to calculate the color sub-leading contributions C(1). Simply plugging
this into the full differential equation (4.7) results in the following differential equation for
the first correction

d
dtC

(1)(t) '− n(t)
2 M(0)C(1)(t)− n(t)

2 McorrC(0)(t) , (4.17)

where we have neglected terms that are even more sub-leading, i.e. resulting from Mcorr.C(1).
This is an nonhomogeneous version of the large-Nc system of differential equations (4.12),
and can also be solved exactly. As an example the first correction to C1

12̄(t) is

C
(1)
12̄ (t) = q̂θ2

2N2
c

∫ t

t2
ds (s− t1)(s− t2)

[
C

(0)
12̄ (s) +NcC

(0)
2̄1 (s)

]

× e
q̂θ2
12 [(t−t1)3−(s−t1)3+(t−t2)3−(s−t2)3] . (4.18)

The first correction contains C(0)
2̄1 (t), given in (3.13) which as can be seen in figure 6 has a

linear tail at long times. One would therefore expect that this correction will rectify the
difference between the exact calculation and the large-Nc version of C12̄(t) at long times
which can be seen in the same plot. On figure 6, we have plotted this correction, and it is
indeed clear that it contains this linear tail. It is also worth noticing that the Nc-scaling
of the correction is C(1)

12̄ ∼ N0
c , since there is an N−1

c in the pre-factor and C(0)
2̄1 ∼ N1

c . As
expected the correction is lower by a factor N−2

c compared to the large-Nc result.
It is possible to calculate higher order corrections going as N−4

c , N−6
c etc. compared to

the large-Nc expression using the same technique recursively.

4.2 General method for Wilson line correlators

In section 3, we showed that doing similar calculations starting with a quark or a gluon
emitting a gluon leads to correlators of six and eight fundamental Wilson lines, respectively.
We will now generalize the procedure demonstrated in the preceding section and develop a
method of calculating correlators of an arbitrary number of fundamental Wilson lines. To
be more precise we get systems of differential equations like in (4.7), and will show how to
easily calculate all the matrix elements in the K!×K! matrices. The system can then be
solved numerically or, as we will see, analytically in the large-Nc limit.

– 20 –



J
H
E
P
1
1
(
2
0
2
1
)
1
2
5

The correlators of six and eight Wilson lines that appeared in section 3 are

• 〈tr[V †1̄ V1V
†

2 V2̄] tr[V †2̄ V2]〉,

• 〈tr[V1V
†

1̄ ] tr[V2V
†

2̄ V1̄V
†

1 ] tr[V2̄V
†

2 ]〉,

• and 〈tr[V1V
†

1̄ V2V
†

2̄ V1̄V
†

1 V2̄V
†

2 ]〉.

Note that one can divide the correlators of these Wilson lines into pairs on the form
[VnV †m̄]injm times some Kronecker deltas that connect the indices.

To start, consider the special case of calculating a correlator involving K pairs of a
Wilson line in the amplitude times the same Wilson line in the complex conjugate amplitude

〈[V1V
†

1̄ ]i1j1 [V2V
†

2̄ ]i2j2 . . . [VKV
†
K̄

]iKjK 〉 = 〈
K∏

n=1
[VnV †n̄ ]injn〉 . (4.19)

This is very useful to consider, even though none of the correlators mentioned above
are of this exact form. The reason is that in this form all of the formulas derived in
this section become much nicer. In addition, it is easy to generalize this to include all
cases simply by changing the labels of the Wilson lines in (4.19) to whatever is needed
in the specific problem at hand. For example, choosing K = 3 and changing labels
(1, 1̄, 2, 2̄, 3, 3̄) → (1, 2, 2̄, 1̄, 2, 2̄) gives the structure needed in (3.16), while K = 4 and
changing labels (1, 1̄, 2, 2̄, 3, 3̄, 4, 4̄)→ (1, 1̄, 2, 2̄, 1̄, 1, 2̄, 2) reproduces the correlators in (3.20).
So even though it seems we are calculating a special case, simply changing the labels in the
equations in this section leads to all possible cases.

To compress the notation a bit we will write the k’th instance of a Wilson line pair as

W k
ikjk
≡ [VkV †k̄ ]ikjk . (4.20)

It is possible to generalize the method of reaching a system of differential equations showed
in the previous section to an arbitrary number K pairs of Wilson lines. The steps are
outlined in appendix C. This procedure leads to the differential equation,

2Nc

g2
d
dt

〈
K∏

n=1
Wn
injn

〉

=n(t)



K−1∑

k=1

K∑

l>k

(γkl+γk̄l̄−γkl̄−γk̄l)−
K∑

k=1
γkk̄−K(N2

c −1)γ0



〈

K∏

n=1
Wn
injn

〉

+n(t)
K∑

k=1


γkk̄

〈
tr(W k)δikjk




K∏

n 6=k
Wn
injn



〉


+n(t)
K−1∑

k=1

K∑

l>k

〈(
γkl̄δikjl [W

lW k]iljk+γk̄lδiljk [W kW l]ikjl−γklW k
iljk

W l
ikjl
−γk̄l̄W k

ikjl
W l
iljk

)

×
K∏

n 6=k,n 6=l
Wn
injn

〉
. (4.21)
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One can see that the term on the first line has the same index structure as the original,
while the subsequent lines contain mixing terms. Notice that, in the mixing terms, only at
most two W ’s change place. The rest stay the same as before.

The above equation is a step in the right direction. It makes it possible to quite
easily project out all the different differential equations by contraction with the prod-
uct of K Kronecker deltas. For example starting with (4.21) and projecting out with
δj1i1δj2i2 . . . δjK iK turns it into a differential equation for d

dt〈tr[W 1] tr[W 2] . . . tr[WK ]〉, while
δj1i2δj2i3 . . . δjK i1 leads to d

dt〈tr[W 1W 2 . . .WK ]〉. We will denote these two possibilities by
C12...K ≡ 〈tr[W 1] tr[W 2] . . . tr[WK ]〉 and C23...K1 ≡ 〈tr[W 1W 2 . . .WK ]〉. The general ver-
sion of this is Cm1m2...mK , where m1m2 . . .mK is one of the K! permutations of the numbers
between 1 and K. The idea behind this notation is that W 1 is connected to Wm1 , W 2 is
connected to Wm2 etc.3

Although it is possible to use (4.21) to project out all the necessary differential equations,
there are actually K! such projections, which quickly becomes a huge number. It would be
much preferable to write this system in matrix form, like in eq. (4.7). Making use of the
notation we described above we want to write the system of differential equations for K
pairs of Wilson lines as

d
dtCm1m2...mK = −1

2n(t)
∑

p1p2...pK

Mp1p2...pK
m1m2...mKCp1p2...pK , (4.22)

where p1p2 . . . pK also is one of the K! permutations of 12 . . .K.
Starting from (4.21), one can deduce the general form of the matrix elements Mp1p2...pK

m1m2...mK .
For details on how this is done, we refer to appendix C. Fortunately, most of the matrix
elements are zero, and those that are not have quite simple expressions. The K! diagonal
entries are

Mm1m2...mK
m1m2...mK = Nc

K∑

k=1
σk̄mk + 1

Nc

K∑

k=1

K∑

l>k

(σkl + σk̄l̄ − σkl̄ − σk̄l)−
1
Nc

K∑

k=1
σkk̄

︸ ︷︷ ︸
AK

(4.23)

Note here that only the first sum depends on the exact permutation we use. The two latter
sums are independent of this, and are common to all the diagonal terms, so we call it
AK . The only other non-zero matrix elements Mp1p2...pK

m1m2...mK are those where p1p2 . . . pK is
just m1m2 . . .mK , but with exactly two entries swapped places. If our original sequence
is m1m2 . . .mi . . .mj . . .mK , and its entries in positions i and j have changed places it
becomes m1m2 . . .mj . . .mi . . .mK . Then we get K!K(K−1)

2 entries of the form

M
m1m2...mj ...mi...mK
m1m2...mi...mj ...mK = σīmj + σmij̄ − σmimj − σīj̄ . (4.24)

Finally, we have
Mp1p2...pK
m1m2...mK = 0 , (4.25)

3One final example to clarify the notation can, for instance, be the correlator C213...K ≡ 〈tr[W 1W 2] tr[W 3]
. . . tr[WK ]〉.
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for p1p2 . . . pK being any other permutation of m1m2 . . .mK . This means that out of the
K!2 matrix elements, only 1

2K!(K2−K + 2) are non-zero. These are given by the relatively
simple formulas (4.23) and (4.24). Putting it all together this becomes

d
dtCm1m2...mi...mj ...mK =− 1

2n(t)
(
Nc

K∑

k=1
σk̄mk + 1

Nc
AK

)
Cm1m2...mi...mj ...mK

− 1
2n(t)

K−1∑

i=1

K∑

j>i

(σīmj + σmij̄ − σmimj − σīj̄)Cm1m2...mj ...mi...mK .

(4.26)

Of course, for all differential equations you need to specify some initial conditions. It
is clear from the definition of the Wilson line (2.2) that Vij(t0, t0) = δij . The trace of
this is trV (t0, t0)=Nc. This means that the initial condition of a Wilson line correlator
is Nc to the power of traces it contains. A few illustrative examples of this are C12...K =
〈tr[W 1] tr[W 2] . . . tr[WK ]〉 ∼ NK

c , C213...K = 〈tr[W 1W 2] tr[W 3] . . . tr[WK ]〉 ∼ NK−1
c and

C23...K1 = 〈tr[W 1W 2 . . .WK ]〉 ∼ N1
c .

The system of differential equations given by eq. (4.26) is to our knowledge not possible
to solve analytically in the case where σ is a function of time, so we have to turn to numerical
techniques. We have written a code to solve the differential equation numerically using the
SciPy library in Python. For the examples encountered in this paper, this is quite fast (in a
matter of seconds on a standard computer), even for a 24× 24 system. However, since the
size of the system goes as K!, we expect that it will become much slower as K increases. If
the elements σ are time-independent it should be possible to diagonalize the matrix and
find analytic solutions to the differential equation. However, since this is not the case in
the problems we consider it is not pursued here.

To better understand what this system of differential equations looks like, it is useful
to view it in matrix form. Generally, there will be several correlators that go as the same
power of Nc. It is useful to gather these in vectors CM , where the superscript M is meant
to indicate that this scales as NM

c . Then, eq. (4.26) can be represented as

d
dt




CK

CK−1

CK−2

...
C2

C1




∼




diag
(
Ncσ + 1

Nc
σ, . . . , Ncσ + 1

Nc
σ

)
+




0 σ 0 . . . . . . 0
σ 0 σ 0 . . . 0
0 σ 0 σ 0 0
...

...
...

...
...

...
0 . . . 0 σ 0 σ

0 . . . . . . 0 σ 0










CK

CK−1

CK−2

...
C2

C1




.

(4.27)
The first matrix contains the diagonal elements, written in detail in (4.23). The second
matrix represents the non-diagonal elements, and σ is a block containing non-zero elements,
which we get from eq. (4.24).

4.3 Wilson line correlators in the large-Nc limit

The system of differential equations (4.26) can in general only be solved numerically at
finite Nc. However, in the large-Nc limit, the system simplifies in a way that makes it
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possible to solve it exactly. This can be seen from the matrix representation in eq. (4.27).
Since σ ∼ N−1

c , the diagonal matrix elements go as ∼ N0
c +N−2

c , while the non-diagonal
ones go as ∼ N−1

c . Multiplying in the vector on the end and representing every term by its
Nc scaling this becomes

d
dt




CK

CK−1

CK−2

...
C2

C1




∼




(N0
c +N−2

c )CK
(N0

c +N−2
c )CK−1

(N0
c +N−2

c )CK−2

...
(N0

c +N−2
c )C2

(N0
c +N−2

c )C1




+




N−1
c CK−1

N−1
c (CK +CK−2)

N−1
c (CK−1 +CK−3)

...
N−1
c (C3 +C1)
N−1
c C2




. (4.28)

Taking the large-Nc limit is equivalent to keeping only the leading order of Nc in each row,
and dropping terms going as N−2

c compared to the leading term. Translating this back to
the form in eq. (4.27), this becomes

d
dt




CK

CK−1

CK−2

...
C2

C1




∼




diag (Ncσ, . . . , Ncσ) +




0 0 0 . . . . . . 0
σ 0 0 0 . . . 0
0 σ 0 0 0 0
...

...
...

...
...

...
0 . . . 0 σ 0 0
0 . . . . . . 0 σ 0










CK

CK−1

CK−2

...
C2

C1




. (4.29)

Hence, in the large-Nc limit, all of the terms above the diagonal go to zero, and the system
simplifies drastically. To get some more intuition into why this is true physically it is
useful to imagine being in some color configuration that scales as ∼ NM

c . At any point it
is possible to exchange one gluon, after which the possible resulting color configurations
of the system will change its Nc power by exactly one, and go as ∼ NM+1

c or ∼ NM−1
c .

The gluon exchange comes with a factor σ ∼ N−1
c , so in total the overall Nc power of

going to these systems are NM
c and NM−2

c . In the large-Nc approximation the latter
possibility is discarded, which is equivalent to dropping all the terms above the diagonal in
the matrix (4.29).

It is clear from this discussion that the system of differential equations (4.26) simplifies,
in the large-Nc limit, to

d
dtC

M
m1m2...mi...mj ...mK '−

1
2n(t)Nc

K∑

k=1
σk̄mkC

M
m1m2...mi...mj ...mK

− 1
2n(t)

K−1∑

i=1

K∑

j>i

(σīmj + σmij̄ − σmimj − σīj̄)C
M+1
m1m2...mj ...mi...mK .

(4.30)

Here we have included superscripts to show the Nc-scaling. In the second line, we have
indicated that only the correlators scaling as NM+1

c should be included in the sum. This
means that in the large-Nc limit the correlators withM traces only depend on the correlators
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with M + 1 traces. Similarly, the correlators with M + 1 traces depend on the correlators
with M + 2 traces and so on. This continues all the way up to the correlators with K − 1
traces, which depend on the correlators with K traces. Using (4.30) the differential equation
for the correlator scaling as NK

c is

d
dtC12...K ' −

1
2n(t)Nc

K∑

k=1
σk̄kC12...K . (4.31)

Since this is exactly solvable,

C12...K(t) = NK
c e−

1
2Nc

∫ t
t2

ds n(s)
∑K

k=1 σk̄k(s)
, (4.32)

this provides a “bootstrap” for the whole system of equations. The above argument shows
that in principle all the correlators can be solved exactly in the large-Nc limit.

As a side note, we can also understand the large-Nc approximation as a simplification
of the operation of performing medium averages on multiple traced correlators. Given that
a dipole in the large-Nc is given by

S11̄(t, t2) ≡ 1
Nc
〈tr[V1V

†
1̄ ]〉 = e−

1
2Nc

∫ t
t2

ds n(s)σ11̄ , (4.33)

the answer for C1...K(t) is just given by the product of K dipoles, i.e. C1...K 'NK
c S11̄ . . .SKK̄ .

On the level of the full correlator, this corresponds to the simplification

〈tr[W 1] tr[W 2] . . . tr[WK ]〉 ≈ 〈tr[W 1]〉〈tr[W 2]〉 . . . 〈tr[WK ]〉 . (4.34)

This argument can also be extended to any of the other correlators discussed above, e.g.
〈tr[W 1] tr[W 2 . . .WK ]〉 ≈ 〈tr[W 1]〉〈tr[W 2 . . .WK ]〉.

The simplified differential equation, eq. (4.30), can also be solved directly to get the
recursive formula

CMm1m2...mi...mj ...mK =NM
c e−

1
2Nc

∫ t
t2

dsn(s)
∑K

k=1σk̄mk

− 1
2

∫ t

t2
dsn(s)

K−1∑

i=1

K∑

j>i

(
(σīmj+σmij̄−σmimj−σīj̄)C

M+1
m1m2...mj ...mi...mK

)

×e−
1
2Nc

∫ t
s

ds′n(s′)
∑K

k=1σk̄mk . (4.35)

This can also be written in terms of dipoles, namely

CMm1m2...mi...mj ...mK = NM
c

K∏

k=1
Smkk̄(t, t2)

− 1
2

∫ t

t2
ds n(s)

K−1∑

i=1

K∑

j>i

(
(σīmj + σmij̄ − σmimj − σīj̄)C

M+1
m1m2...mj ...mi...mK

) K∏

k=1
Smkk̄(t, s) .

(4.36)

From this equation it is clear that all of the Wilson line correlators can be written in
terms of dipoles in the large-Nc limit. That is because eq. (4.36) is a recursive relation
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(“bootstrap”) that stops when you reach the term with K traces, which is given in terms of
dipoles in (4.34). Since the only Wilson line structure that appears in both (4.34) and (4.36)
is dipoles, it means all the correlator can be written in terms of dipoles. In ref. [34] it was
pointed out that all higher-order correlators can be reduced to dipoles and quadrupoles at
large-Nc. This is true, but it is interesting to note that eq. (4.36) with K = 2 shows that
quadrupoles also can be written in terms of dipoles, albeit in a convoluted form. The result
in this section directly confirms the results of [34], but goes one step further and shows that
really only dipoles are needed at large-Nc.

We could, in principle, also devise a scheme to compute sub-leading color corrections,
that scale like N−2

c relative to the leading terms, following the steps in eqs. (4.13) and (4.14),
and below. We have nevertheless not pursued this program further in this work.

5 Conclusion and outlook

In this paper we have developed a general method for calculating correlators involving an
arbitrary number of Wilson lines in the fundamental representation. This culminated in the
system of differential equations in eq. (4.26). This system can be solved numerically. We
showed that in the large-Nc limit the resulting simplified system of differential equations,
eq. (4.30), can be solved exactly. We also provided a general way to compute color sub-
leading corrections, suppressed by N−2

c relative to the leading terms. This was done in
detail for the four-point correlator, in eqs. (4.13) and (4.14), but can easily be extended
to any higher-order correlator. All the results can then be written in terms of dipoles and
their convolutions.

This technique was applied on three different cases of 1→ 2 parton splittings in the
medium, which were shown to involve correlators containing up to eight (fundamental)
Wilson lines. We used our method to calculate these both at finite and large Nc. Comparisons
of the results are shown in figure 4. From these plots it is clear that in this exact case the
large-Nc approximations works quite well for small θ, but the differences become bigger as θ
grows. In certain areas of the phase space the error in using the large-Nc limit might be as
high as 16%. This is expected given that the corrections we find generically scale as N−2

c .
Since our method deals with a generic set of correlated Wilson lines, representing

particles moving on eikonal trajectories through a background field, it could easily be
extended to many other physical situations. For future work it would be interesting to
apply our results in initial state physics, where similar correlators of Wilson lines also
appear, and for soft contributions to event or jet observables in electron-positron or proton-
proton collisions. Finally, we plan on extending the formulation to account for non-eikonal
corrections to the particle trajectories.
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A Calculation of spectrums

Here we will show the calculations leading up to the for the emission spectra dI
dzdθ . The

Feynman rules from [18] have been used to calculate the matrix elements.

A.1 Pair production

We start with the process of a photon producing a quark-antiquark pair. This process has
been calculated in [22] but we will restate some of the results. The amplitude is

Mij
s1,s2 =

∫

p0,p′1,p
′
2

∫ L

t0
dt1 (2π)2δ(p0 − p′1 − p′2)

[
(p1|GF (L, t1)|p′1)(p′2|ḠF (L, t1)|p2)

]ij

×Aλ,s1,s2(p′2 − zp0, z) 1
2E e−i

p2
0

2E (t1−t0)M0λ(p0) , (A.1)

where the photon-quark vertex is given by

Aλ,s1,s2(q, z) = 2ie√
z(1− z)

δ−s2s1(zδλs1 − (1− z)δλs2)q · ελ . (A.2)

The initial hard process is represented by the amplitude M0. After using the eikonal
approximation (2.11) this becomes (up to some phase that cancels when we take the square)

Mij
s1,s2 = 1

2E

∫ L

t0
dt1 ei

1
2z(1−z)E ((1−z)p2−zp1)2t1

[
V1(L, t1)V †2 (t1, L)

]ij

×Aλ,s1,s2((1− z)p2 − zp1, z)M0λ(p1 + p2) . (A.3)

We have used the more compact notation to write VF (r1) ≡ V1, VF (r2) ≡ V2. The goal is
to calculate

dI
dz dθ = z(1− z)E2θ

8π2

〈|M|2〉

〈|M0|2〉
. (A.4)

The Wilson lines can be split using V (L, t1) = V (L, t2)V (t2, t1). Then we only need to deal
with the two time intervals (L, t2) and (t2, t1). After squaring the amplitude, averaging
over initial polarization, summing the final spins, flavor and colors and taking the medium
average this becomes (3.3) with (3.7) and (3.8).

A.2 Quark-gluon splitting

The amplitude was calculated in [18] and is

Mai
λ,s =

∫

p0,p′0,k
′,p′

∫ L

t0
dt1 (2π)2δ(p′0 − k′ − p′)(k|GabA (L, t1)|k′)

×
[
(p|GF (L, t1)|p′)Abλ,s,s′(k′ − zp′0, z) 1

2E (p′0|GF (t1, t0)|p0)
]ij
Mj

0s′(p0) , (A.5)

where the quark-gluon vertex is

Aaijλ,s,s′(q, z) = −
2igtaij
z
√

1− z δs′s [δλs + (1− z)δλ−s] q · ε∗λ . (A.6)
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Again this simplifies in the eikonal limit (2.11)

Mai
λ,s = 1

2E

∫ L

t0
dt1 ei

1
2z(1−z)E ((1−z)k−zp)2t1Uab2 (L, t1)[V1(L, t1)Abλ,s,s′V0(t1, t0)]ijMj

0s′(k+p) .
(A.7)

We have denoted the adjoint Wilson line as VA(r2) ≡ U2. Squaring the amplitude, sum-
ming/averaging over spins and colors and taking the medium average gives

dI
dz dθ = αs

π

Pgq(z)
θ

2
N2
c − 12 Re

∫ L

t0

dt1
tf

∫ L

t1

dt2
tf

e−i
t2−t1
tf

× 〈
[
U †(t2, L)U(L, t1)

]b̄b
tr
[
V †0 (0, t2)tb̄V †1̄ (t2, L)V1(L, t1)tbV0(t1, 0)

]
〉 , (A.8)

where the relevant Altarelli-Parisi splitting function is

Pgq(z) = CF
1 + (1− z)2

z
. (A.9)

To continue we transform the adjoint Wilson lines into fundamental ones using the iden-
tity (2.3). The resulting expression will contain many group generators ta, and can be
simplified by using the Fierz identity (4.4). Finally, completely in the fundamental repre-
sentation the Wilson line structure becomes

〈[
U †(t2, L)U(L, t1)

]b̄b
tr
[
V †0 (0, t2)tb̄V †1̄ (t2, L)V1(L, t1)tbV0(t1, 0)

]〉

= 1
2
〈 (

[V †2 V2̄V
†

1̄ V1]kj [V †2̄ V2]il −
1
Nc

[V †1̄ V1]ijδkl
)

(L,t2)

×
(

[V1V
†

2 ]jk[V2V
†

0 ]li −
1
Nc

[V1V
†

0 ]jiδlk
)

(t2,t1)

〉
. (A.10)

Conservation of color then makes it possible to connect i, l and j, k so when we include the
proper normalization factor the whole expression turns into (3.3) with (3.16) and (3.17).

A.3 Gluon-gluon splitting

The calculation of the emission spectrum for gluon-gluon splittings was done in [23]. For
completeness we will also include the main results here. The matrix element of the process is

Ma1a2
λ1,λ2

=
∫

k0,k′0,k
′
1,k
′
2

∫ L

t0
dt1 (2π)2δ(k′0−k′1−k′2)

×(k1|Ga1b1
A (L,t1)|k′1)(k2|Ga2b2

A (L,t1)|k′2)Ab0b1b2λ0,λ1,λ2
(k′2−zk′0,z) 1

2E (k′0|Gb0cA (t1, t0)|k0)

×Mc
0λ0(k0) , (A.11)

where the gluon-gluon vertex is

Ab0b1b2λ0,λ1,λ2
(q, z) = −2ig(T b0)b1b2

[1
z

(q · ε∗λ2)δλ0λ1 + 1
1− z (q · ε∗λ1)δλ0λ2 − (q · ελ0)δλ1λ2

]
.

(A.12)
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In the eikonal approximation (2.11) the amplitude is

Ma1a2
λ1,λ2

= 1
2E

∫ L

t0
dt1 ei

1
2z(1−z)E ((1−z)k2−zk1)2t1Ua1b1

1 (L, t1)Ua2b2
2 (L, t1)Ab0b1b2λ0,λ1,λ2

U b0c0 (t1, t0)

×Mc
0s′(k1 + k2) . (A.13)

After taking the square of the amplitude, summing/averaging over spins and colors and
taking the medium average this becomes

dI
dzdθ = αs

π

Pgg(z)
θ

2
Nc(N2

c −1)2Re
∫ L

t0

dt1
tf

∫ L

t1

dt2
tf

e−i
t2−t1
tf

×f b0b1b2f b̄0b̄1b̄2〈
[
Ua1d1

1 Ua2d2
2 U †b̄1a1

1̄ U †b̄2a2
2̄

]
(L,t2)

[
Ud1b1

1 Ud2b2
2 U †b0b̄00

]
(t2,t1)

〉 , (A.14)

where the relevant Altarelli-Parisi splitting function is

Pgg(z) = Nc

[
z(1− z) + 1− z

z
+ z

1− z

]
. (A.15)

Conservation of color lets us decouple the Wilson lines in the two time intervals (L, t2) and
(t2, t1)

f b0b1b2Ud1b1
1 Ud2b2

2 U †b0b̄00 = 1
Nc(N2

c − 1)f
d1d2b̄0fd

′
1d
′
2b̄
′
0f b0b1b2U

d′1b1
1 U

d′2b2
2 U

†b0b̄′0
0 . (A.16)

The part in the time interval (t2, t1) can be calculated explicitly because of its simple color
structure

1
Nc(N2

c − 1)f
d′1d
′
2b̄
′
0f b0b1b2U

d′1b1
1 U

d′2b2
2 U

†b0b̄′0
0 = e−

Nc
2

∫ t2
t1

dt n(t)[σ01+σ02+σ12]
. (A.17)

What remains are the Wilson lines in time interval (L, t2)

fd1d2b̄0f b̄0b̄1b̄2〈
[
Ua1d1

1 Ua2d2
2 U †b̄1a1

1̄ U †b̄2a2
2̄

]
〉(L,t2) . (A.18)

However, these are not that easy to calculate. The procedure for calculating Wilson line
products detailed in section 4 only involve fundamental Wilson lines, so (2.3) is used to
turn all the adjoint Wilson lines into fundamental ones. Then one can use the definition
of the structure constants [ta, tb] = ifabctc and the identity (4.4) to get rid of all the group
generators. This was done in [23], and we quote the result

fd1d2b̄0f b̄0b̄1b̄2〈
[
Ua1d1

1 Ua2d2
2 U †b̄1a1

1̄ U †b̄2a2
2̄

]
〉(L,t2)

= 1
2〈tr[V1V

†
1̄ ] tr[V2V

†
2̄ V1̄V

†
1 ] tr[V2̄V

†
2 ]− tr[V1V

†
1̄ V2V

†
2̄ V1̄V

†
1 V2̄V

†
2 ] + h.c.〉(L,t2)

= 〈tr[V1V
†

1̄ ] tr[V2V
†

2̄ V1̄V
†

1 ] tr[V2̄V
†

2 ]− tr[V1V
†

1̄ V2V
†

2̄ V1̄V
†

1 V2̄V
†

2 ]〉(L,t2) . (A.19)

The last step is true because the medium averaged products of Wilson lines are real. This
means that in the gluon-gluon case we end up with medium averaged products of up to
eight Wilson lines. Putting it all together we get the formula (3.3) with (3.20) and (3.21).
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B Six and eight Wilson lines

B.1 Six lines
In section 4 we developed the tools to calculate the correlators of six and eight Wilson lines,
which appeared in (3.16) and (3.20). To start we will look at the case of six lines, which
follows from (4.26) with K = 3. The relevant expression is d

dt〈[V1V
†

1̄ ]i1j1 [V2V
†

2̄ ]i2j2 [V3V
†

3̄ ]i3j3〉.
If this is contracted with δj1i2δj2i1δj3i3 it becomes

δj1i2δj2i1δj3i3
d
dt
〈
[V1V

†
1̄ ]i1j1 [V2V

†
2̄ ]i2j2 [V3V

†
3̄ ]i3j3

〉
=
〈

tr[V1V
†

1̄ V2V
†

2̄ ] tr[V3V
†

3̄ ]
〉
, (B.1)

which is the structure encountered in (3.16). To get exactly the same as in that equation
we need only change the labels (1, 1̄, 2, 2̄, 3, 3̄) → (1, 2, 2̄, 1̄, 2, 2̄), which also simplifies the
system somewhat. The six different projections are gathered into a vector

Cᵀ =
(
C12̄2, C2̄12, C22̄1, C122̄, C212̄, C2̄21

)

=
(
〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ] tr[V2V

†
2̄ ]〉, 〈tr[V1V

†
2 V2̄V

†
1̄ ] tr[V2V

†
2̄ ]〉, 〈tr[V1V

†
2̄ ] tr[V2̄V

†
1̄ ]〉,

〈tr[V1V
†

2 ] tr[V †1̄ V2]〉, 〈tr[V1V
†

1̄ ]〉, 〈tr[V1V
†

2 V2̄V
†

1̄ V2V
†

2̄ ]〉
)
. (B.2)

We can write the system of differential equations as
d
dtC = −1

2n(t)MC . (B.3)

One can get the elements of the 6 × 6 matrix M from (4.23) and (4.24). The 6 diagonal
entries are simply

Mm1m2m3
m1m2m3 = Nc(σ2m1 + σ1̄m2 + σ2̄m3)− 1

Nc
σ11̄ , (B.4)

where (m1,m2,m3) now is some permutation of (1, 2̄, 2). Thee non-zero non-diagonal entries
are given by

Mm2m1m3
m1m2m3 = σ2m2 + σ1̄m1 − σm2m1 − σ21̄

Mm3m2m1
m1m2m3 = σ2m3 + σ2̄m1 − σm3m1 − σ22̄

Mm1m3m2
m1m2m3 = σ1̄m3 + σ2̄m2 − σm3m2 − σ1̄2̄ . (B.5)

This leads to six differential equations which can be solved numerically for the six functions
in C. Interestingly this 6× 6 system is reducible into two 3× 3 systems. The first of these
systems leads to three differential equations that actually can be solved exactly:

d
dt〈tr[V1V

†
1̄ ]〉 =− CFn(t)σ11̄〈tr[V1V

†
1̄ ]〉

d
dt〈tr[V1V

†
2̄ ] tr[V2̄V

†
1̄ ]〉 =− 1

2n(t)[Nc(σ1̄2̄ + σ12̄)− 1
Nc
σ11̄]〈tr[V1V

†
2̄ ] tr[V2̄V

†
1̄ ]〉

− 1
2n(t)(σ11̄ − σ12̄ − σ1̄2̄)〈tr[V1V

†
1̄ ]〉

d
dt〈tr[V1V

†
2 ] tr[V2V

†
1̄ ]〉 =− 1

2n(t)[Nc(σ1̄2 + σ12)− 1
Nc
σ11̄]〈tr[V1V

†
2 ] tr[V2V

†
1̄ ]〉

− 1
2n(t)(σ11̄ − σ12 − σ1̄2)〈tr[V1V

†
1̄ ]〉 (B.6)
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This is a nice consistency check, as taking the system for four Wilson lines (4.7) and letting
2 → 2̄ reproduces the first and second of these equations. Similarly, (4.7) with 2̄ → 2
reproduces the first and third. Solving the first two gives

〈tr[V1V
†

1̄ ]〉=Nc e−CF
∫ t
t2

dsn(s)σ11̄(s)

〈tr[V1V
†

2̄ ] tr[V2̄V
†

1̄ ]〉= (N2
c −1)e−

1
2

∫ t
t2

dsn(s)(Nc(σ1̄2̄+σ12̄)− 1
Nc
σ11̄)+e−CF

∫ t
t2

dsn(s)σ11̄(s)
. (B.7)

One can easily get 〈tr[V1V
†

2 ] tr[V2V
†

1̄ ]〉 from the second of these equations by changing 2̄→ 2.
The first equation in (B.7) is a well known result, so it is nice that we reproduce that.

However, this is nothing new, merely a check that the system of six Wilson lines is
consistent with the previous calculations. The remaining 3×3 system contains the correlator
we actually want to solve, but is also a more complicated nonhomogeneous system. It is
useful to define two vectors with the 3 unknown and 3 known functions

Cᵀ
1 =

(
〈tr[V1V

†
2 ] tr[V2̄V

†
1̄ ] tr[V2V

†
2̄ ]〉, 〈tr[V1V

†
2 V2̄V

†
1̄ ] tr[V2V

†
2̄ ]〉, 〈tr[V1V

†
2 V2̄V

†
1̄ V2V

†
2̄ ]〉
)

Cᵀ
2 =

(
〈tr[V1V

†
2̄ ] tr[V2̄V

†
1̄ ]〉, 〈tr[V1V

†
2 ] tr[V †1̄ V2]〉, 〈tr[V1V

†
1̄ ]〉
)
. (B.8)

Then we can write the remaining system of differential equations as
d
dtC1 = −1

2n(t) (M1C1 + M2C2) . (B.9)

The 3× 3 matrices M1 and M2 are subsets of the 6× 6 matrix M and have the form

M1 =



Nc(σ12 + σ1̄2̄ + σ22̄)− 1

Nc
σ11̄ σ11̄ + σ22̄ − σ12̄ − σ1̄2 0

σ12 + σ1̄2̄ − σ12̄ − σ1̄2 2(CFσ11̄ +Ncσ22̄) σ12̄ + σ1̄2 − σ12 − σ1̄2̄
0 σ11̄ + σ22̄ − σ12 − σ1̄2̄ Nc(σ22̄ + σ12̄ + σ1̄2)− 1

Nc
σ11̄


 .

(B.10)

M2 =



σ12̄ − σ12 − σ22̄ σ1̄2 − σ22̄ − σ1̄2̄ 0

0 0 −2σ22̄
σ1̄2̄ − σ22̄ − σ1̄2 σ12 − σ12̄ − σ22̄ 0


 . (B.11)

This can be solved numerically for the three functions in C1, and the result can be seen in
figure 7.

B.1.1 Quark-gluon splitting in the large-Nc

As showed in section 4.3 all the functions in C can be solved exactly in the large-
Nc limit. The two terms with highest powers of Nc, 〈[tr[V1V

†
2 ] tr[V2̄V

†
1̄ ] tr[V2V

†
2̄ ]〉 and

〈tr[V1V
†

2 V2̄V
†

1̄ ] tr[V2V
†

2̄ ]〉 can be gotten directly from (4.31) and (4.36) respectively. Alter-
natively one can count the Nc powers in (B.7) and realize that M1 and M2 simplify to

M1 '



Nc(σ12 + σ1̄2̄ + σ22̄) 0 0
σ12 + σ1̄2̄ − σ12̄ − σ1̄2 Nc(σ11̄ + 2σ22̄) 0

0 σ11̄ + σ22̄ − σ12 − σ1̄2̄ Nc(σ22̄ + σ12̄ + σ1̄2)


 . (B.12)

M2 '




0 0 0
0 0 0

σ1̄2̄ − σ22̄ − σ1̄2 σ12 − σ12̄ − σ22̄ 0


 . (B.13)

The solutions to the simplified differential equation leads to (3.19).
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Figure 7. The exact and large-Nc solutions to the system of differential equations (B.9).

B.2 Eight Wilson lines

For more than six Wilson lines the matrix in (4.26) becomes so big that it is impractical to
analyze it by hand.

For eight lines it involves the 4! = 24 projections of 〈[V1V
†

1̄ ]i1j1 [V2V
†

2̄ ]i2j2 [V3V
†

3̄ ]i3j3
[V4V

†
4̄ ]i4j4〉, and the matrix M has 242 elements. The power of our result in section 4 is

here evident, as simply solving the differential equation (4.26) for K = 4 numerically
immediately gives the result for eight lines Wilson lines. To get the Wilson line correlators
we want from (3.20) the four last labels must be changed (3, 3̄, 4, 4̄) → (1̄, 1, 2̄, 2) so that
〈[V1V

†
1̄ ]i1j1 [V2V

†
2̄ ]i2j2 [V3V

†
3̄ ]i3j3 [V4V

†
4̄ ]i4j4〉 → 〈[V1V

†
1̄ ]i1j1 [V2V

†
2̄ ]i2j2 [V1̄V

†
1 ]i3j3 [V2̄V

†
2 ]i4j4〉. The

two relevant solutions are shown in figure 8.
One thing to notice in figure 8 is that for the case of eight Wilson lines correlators,

keeping only the first term in the large-Nc limit does not work well.

C Derivation of differential equation

In this appendix we will show in more detail how the differential equation (4.26) was derived.
We start with the derivation of (4.21). To illustrate we will first show the calculation

for K = 2, that is calculating 〈[V1V
†

1̄ ]i1j1 [V2V
†

2̄ ]i2j2〉. This generalizes rather easily to the
arbitrary K case (4.19). Expanding the first of these pairs like in (4.1) up to first order of ε
and defining A ≡ Aata it becomes

[V1V
†

1̄ ]i1j1(t+ε, t0) =
[
V1V

†
1̄ +ig

∫ t+ε

t
ds(A1(s)V1V

†
1̄ −V1V

†
1̄A1̄(s)) (C.1)

+ 1
2g

2
∫ t+ε

t
ds
∫ t+ε

t
ds′(2A1(s)V1V

†
1̄A1̄(s′)−A1(s)A1(s′)V1V

†
1̄ −V1V

†
1̄A1̄(s)A1̄(s′))

]

i1j1

.
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Figure 8. The exact and large-Nc version of C11̄22̄ = 〈tr[V1V
†
1̄ ] tr[V2V

†
2̄ V1̄V

†
1 ] tr[V2̄V

†
2 ]〉 and C21̄2̄2 =

〈tr[V1V
†
1̄ V2V

†
2̄ V1̄V

†
1 V2̄V

†
2 ]〉.

Here all the Wilson lines on the right hand side go from t0 to t. After taking the medium
average (2.5) and using the Fierz identity (4.4) the last term becomes

1
2g

2
∫ t+ε

t
ds
∫ t+ε

t
ds′〈[2A1(s)V1V

†
1̄A1̄(s′)−A1(s)A1(s′)V1V

†
1̄ − V1V

†
1̄A1̄(s)A1̄(s′)]i1j1〉

= 1
2g

2n(t)ε
[
γ11̄〈tr(V1V

†
1̄ )〉δi1j1 −

(
2CFγ0 + 1

Nc
γ11̄

)
〈V1V

†
1̄ 〉i1j1

]
. (C.2)

Now adding the second pair of Wilson lines and taking the medium average, while disre-
garding higher orders of ε, it takes the form

〈[V1V
†

1̄ ]i1j1 [V2V
†

2̄ ]i2j2〉(t+ ε, t0) = 〈[V1V
†

1̄ ]i1j1 [V2V
†

2̄ ]i2j2〉(t, t0) (C.3)

+ 1
2g

2ε n(t)
〈[
γ11̄ tr(V1V

†
1̄ )δi1j1 −

(
2CFγ0 + 1

Nc
γ11̄

)
[V1V

†
1̄ ]i1j1

]
[V2V

†
2̄ ]i2j2

+ [V1V
†

1̄ ]i1j1
[
γ22̄ tr(V2V

†
2̄ )δi2j2 −

(
2CFγ0 + 1

Nc
γ22̄

)
[V2V

†
2̄ ]i2j2

]〉

− g2
∫ t+ε

t
ds
∫ t+ε

t
ds′
〈 [
A1(s)V1V

†
1̄ − V1V

†
1̄A1̄(s)

]
i1j1

[
A2(s′)V2V

†
2̄ − V2V

†
2̄A2̄(s′)

]
i2j2

〉
.

The last term simplifies to

g2
∫ t+ε

t
ds
∫ t+ε

t
ds′
〈 [
A1(s)V1V

†
1̄ − V1V

†
1̄A1̄(s)

]
i1j1

[
A2(s′)V2V

†
2̄ − V2V

†
2̄A2̄(s′)

]
i2j2

〉

= 1
2g

2n(t)ε
〈
γ12[V1V

†
1̄ ]i2j1 [V2V

†
2̄ ]i1j2 + γ1̄2̄[V1V

†
1̄ ]i1j2 [V2V

†
2̄ ]i2j1

− γ12̄δi1j2 [V2V
†

2̄ V1V
†

1̄ ]i2j1 − γ1̄2δi2j1 [V1V
†

1̄ V2V
†

2̄ ]i1j2

+ 1
Nc

(γ12̄ + γ1̄2 − γ12 − γ1̄2̄)[V1V
†

1̄ ]i1j1 [V2V
†

2̄ ]i2j2
〉
. (C.4)
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Letting ε go to zero this turns into a differential equation

d
dt〈[V1V

†
1̄ ]i1j1 [V2V

†
2̄ ]i2j2〉

= 1
2g

2n(t)
〈 [ 1
Nc

(γ12 + γ1̄2̄ − γ12̄ − γ1̄2 − γ11̄ − γ22̄ − 2(N2
c − 1)γ0)

]
[V1V

†
1̄ ]i1j1 [V2V

†
2̄ ]i2j2

+ γ11̄ tr(V1V
†

1̄ )δi1j1 [V2V
†

2̄ ]i2j2 + γ22̄ tr(V2V
†

2̄ )[V1V
†

1̄ ]i1j1δi2j2
− γ12[V1V

†
1̄ ]i2j1 [V2V

†
2̄ ]i1j2 − γ1̄2̄[V1V

†
1̄ ]i1j2 [V2V

†
2̄ ]i2j1

+ γ12̄δi1j2 [V2V
†

2̄ V1V
†

1̄ ]i2j1 + γ1̄2δi2j1 [V1V
†

1̄ V2V
†

2̄ ]i1j2
〉
. (C.5)

Now we only have to project out the two possible ways to connect the Wilson lines.
Contracting with δj2i1δj1i2 and δj1i1δj2i2 gives d

dt〈tr[V1V
†

1̄ V2V
†

2̄ ]〉 and d
dt〈tr[V1V

†
1̄ ] tr[V2V

†
2̄ ]〉

respectively. In section 3 we wanted to calculate 〈tr[V1V
†

2 V2̄V
†

1̄ ]〉, which is similar to the
above, but not exactly the same. Fortunately, our choice of labels is just a convention, and
completely arbitrary. Simply making the three changes 1̄→ 2, 2→ 2̄ and 2̄→ 1̄ turns (C.5)
into the system of differential equations in (4.7). The difference in this approach compared
to what we did in section 4.1 is that (C.5) contains both of (4.5) and (4.6). This compact
form is highly convenient when considering more than four Wilson lines. Generalizing the
steps from equation (C.1) to (C.5) to an arbitrary number K pairs of Wilson lines produces
the differential equation (4.21).

The next step is to show how to get from eq. (4.21) to the matrix elements (4.23)
and (4.24). Any pair of Wilson lines has two free indices. Take for example the second
Wilson line pair in (4.21) which is W 2

i2j2 . Start by projecting out these two indices in all
the ways possible, and at the same time making as few assumptions as possible about the
rest of the Wilson lines. It turns out that projecting out with two Kronecker deltas gives all
the information we need. There are also only two possibilities that need to be considered:
either W 2 can connect to other Wilson lines, or it connects to itself and becomes a trace.
These two possibilities are given by projecting with δj1i2δj2i3 and δj1i3δj2i2 , respectively.
To use Wilson lines 1, 2 and 3 is arbitrary. These labels can be changed to anything else
without changing the result, so the calculation is completely general.

Using (4.21) and projecting out by the two deltas δj1i2δj2i3 gives a differential equation
for 〈[W 1W 2W 3]i1j3W 4

i4j4 . . .W
K
iKjK
〉.

d
dt〈[W

1W 2W 3]i1j3W 4
i4j4 . . .W

K
iKjK
〉

= −1
2g

2n(t)
(
Nc(σ1̄2 + σ2̄3) + 1

Nc
AK

)
〈[W 1W 2W 3]i1j3W 4

i4j4 . . .W
K
iKjK
〉

− 1
2g

2n(t)(σ1̄3 + σ22̄ − σ23 − σ1̄2̄)〈trW 2[W 1W 3]i1j3W 4
i4j4 . . .W

K
iKjK
〉

+ (. . . ) . (C.6)

The (. . . ) in the end are terms that are not completely determined by the projection that
was made.
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Next up is the case where we project out with δj1i3δj2i2 , making a differential equation
for 〈trW 2[W 1W 3]i1j3W 4

i4j4 . . .W
K
iKjK
〉.

d
dt〈trW

2[W 1W 3]i1j3W 4
i4j4 . . .W

K
iKjK
〉

= −1
2g

2n(t)
(
Nc(σ1̄3 + σ2̄2) + 1

Nc
AK

)
〈trW 2[W 1W 3]i1j3W 4

i4j4 . . .W
K
iKjK
〉

− 1
2g

2n(t)(σ2̄3 + σ21̄ − σ23 − σ1̄2̄)〈[W 1W 2W 3]i1j3W 4
i4j4 . . .W

K
iKjK
〉

+ (. . . ) . (C.7)

In the notation from section 4 these equations become

d
dtC23m3...mN = −1

2g
2n(t)

(
Nc(σ1̄2 + σ2̄3) + 1

Nc
AK

)
C23m3...mN

− 1
2g

2n(t)(σ1̄3 + σ22̄ − σ23 − σ1̄2̄)C32m3...mN

+ (. . . ) , (C.8)
d
dtC32m3...mN = −1

2g
2n(t)

(
Nc(σ1̄3 + σ2̄2) + 1

Nc
AK

)
C32m3...mN

− 1
2g

2n(t)(σ2̄3 + σ21̄ − σ23 − σ1̄2̄)C23m3...mN

+ (. . . ) . (C.9)

Both of these equations are consistent with the matrix elements (4.23) and (4.24). The
point is that when all the indices are projected out all the Wilson lines will connect in one
of these two ways. Either they will connect to other Wilson lines or they will only connect
to themselves. And since we have shown that in either way the resulting expression is
given by (4.23) and (4.24) it means that these two equations are correct for all the possible
combinations.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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induced emissions. Analytical approaches to including these interactions have traditionally
dealt separately with multiple, soft, or rare, hard scatterings. A full description has so
far only been available using numerical methods. We achieve full analytical control of the
relevant scales and map out the dominant physical processes in the full phase space. To
this aim, we extend existing expansion schemes for the medium-induced spectrum to the
Bethe-Heitler regime. This covers the whole phase space from early to late times, and from
hard splittings to emissions below the thermal scale. Based on the separation of scales,
a space-time picture naturally emerges: at early times, induced emissions start to build
from rare scatterings with the medium. At a later stage, induced emissions due to multiple
soft scatterings result in a turbulent cascade that rapidly degrades energy down to, and
including, the Bethe-Heitler regime. We quantify the impact of such an improved picture,
compared to the current state-of-the-art factorization that includes only soft scatterings,
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1 Introduction

Short-lived droplets of hot and dense nuclear matter, called the quark-gluon plasma (QGP),
are produced in relativistic heavy-ion collisions at RHIC and LHC. Embedded in the same
high-energy collisions, hard QCD processes are also present, resulting in the production of
collimated sprays of energetic particles that are commonly referred to as jets [1, 2]. Jets
are well-understood, perturbative objects within perturbative QCD and they are described
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up to high precision in proton-proton collisions [3–5]. During their propagation, however,
jet particles can interact with the surrounding nuclear matter. The modification of jet
features, therefore, reflects the properties of the QGP created in heavy-ion collisions [6–11].
Currently, a vigorous experimental program dedicated to quantifying jet modifications is
ongoing at both RHIC and LHC, focusing on a broad set of observables which includes
measurements of the modification of the jet spectrum, jet substructure observables, and jet
correlations [12–16] (for a selection of predictions see refs. [17–27]).

High-energy jets are particularly suitable probes of the QGP because their energy scale
Qjet is much larger than the typical momentum scale of the medium Qmed. If this is the
case, the impact of medium modifications should therefore not affect the internal structure
of the jet, which would still rely on perturbative QCD [28–30]. A key ingredient when
considering jet modifications is the radiation induced by scatterings with the deconfined
medium constituents. Such emissions typically appear at scales comparable to Qmed.
Emission at scales much higher than Qmed, on the other hand, are unaffected by the
medium, resulting in a factorized picture between vacuum and medium processes [29, 31].
Medium-induced emissions redistribute the original jet parton energy to multiple, soft
particles over large angles, including out of the jet cone. This leads to a net jet energy loss
which, in turn, is manifested as a suppression of the jet spectrum (for an updated discussion
of jet quenching see refs. [25, 26], and for applications to substructure see refs. [18, 20, 24]).
Consequently, medium-induced emissions are a crucial component of jet energy loss and
thus of phenomenological studies of jet observables in heavy-ion collisions.

The medium-induced emission spectrum was formulated a long time ago [32–34].
Previous solutions were limited to either (i) expanding in the number of scatterings (referred
to as the opacity expansion) [35–38], or (ii) considering multiple soft scatterings (called the
harmonic oscillator approximation) [32, 33, 39, 40]. Meanwhile, several works focused on
the underlying scales that separate the limiting cases [32, 41–46]. The full problem has
also been tackled by numerical techniques [47, 48] (or more recently in refs. [49–52]). Not
long ago, analytical techniques were developed that provided a unified description of the
multiple, soft and rare, hard scatterings in a dense medium [53–57], which better match the
full numerical solutions. The main challenge, common to both the numeric and analytic
approaches, resides in dealing with multiple interactions with the underlying medium.

In this paper, we revisit the different analytic approaches to resumming multiple
interactions for calculating the medium-induced emission spectrum. These include the
opacity expansion (OE) and the improved opacity expansion (IOE), which includes harmonic
oscillator approximation as the leading term. Moreover, we rigorously derive the resummed
opacity expansion (ROE) for the first time, which extends the description of the spectrum to
low energy emissions in the Bethe-Heitler regime. We provide a novel unified picture of these
resummation schemes by identifying their relevant emergent scales and demonstrating their
respective regions of validity. For example, we show that the single scattering approximation,
contained in the leading order of OE, is valid even for a big medium, where one would
expect more than one scattering if the emitted energy is high enough. We show that the
full phase space of medium-induced emissions, spanning from the maximal jet energy to
the thermal scale, is covered by a union of these expansions, see also ref. [46]. Each of the
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expansions is also associated with the corresponding physical scattering processes, and thus
we reinterpret the frequently used terms such as GLV emissions, coherent scatterings, and
Bethe-Heitler region in a unified framework. Our framework goes beyond previous attempts
to describe all regimes of medium-induced bremsstrahlung by presenting a resummation
framework that can be systematically improved and that is valid both in the dilute and
dense regimes.

As a next step, we identify the regimes where not only multiple interactions are
important, but also multiple emissions [58, 59]. These conditions are met for sufficiently soft
emissions in a large medium. The previously established hierarchy of emergent scales plays
a crucial role in mapping out early, rare, and relatively hard emissions and a successive
cascade of soft splittings. In this context, hard medium-induced splittings can be thought
of as extra sources, in addition to the parent parton, for the full cascade. This description
is realized analytically in a novel scheme that combines a fixed order expansion of rare
emissions with an all-order resummation of soft splittings. The resulting energy distribution
links the asymptotic early and late time behaviors for which analytical solutions exist.
Finally, we resum multiple induced emissions numerically, using the previously obtained
precise determination of the in-medium splitting rates, to calculate the energy distribution
function. We highlight the interplay of rare hard scatterings, coherent soft splittings, and
Bethe-Heitler emissions in a finite medium, providing a state-of-the-art resummation.

Our reorganized picture helps not only with the physical understanding of induced
emissions, but provides a fast and efficient way to calculate the medium-induced spectrum,
which is a key ingredient for estimating jet energy loss. It also serves to inform Monte
Carlo algorithms simulating full jet evolution inside the medium about how to implement
multiple medium-induced emissions and how to combine them with vacuum-like emissions,
e.g. see in ref. [29].

The paper is structured as follows. In section 2, as an introduction, we discuss the
structure of the induced spectrum in the various regimes using heuristic arguments, and
we show how the radiation in the different regimes is related to single soft, multiple soft
and single hard scatterings with the medium, see figure 3. The spectrum is calculated in
detail in section 3. We revisit the opacity expansion and the improved opacity expansion
schemes, and put on a firm footing a novel resummation scheme, dubbed resummed opacity
expansion, which is valid for emissions below the Bethe-Heitler scale. Improving on previous
discussions, we provide formulas for the spectrum at arbitrary order and calculate it exactly
up to second order in all the expansions, allowing us for the first time to establish regions
where they converge. Finally, in section 4 we consider the problem of multiple emissions.
We analyze induced particles coming from the full phase space and confirm the importance
of considering multiple emissions, especially in the soft sector. In order to facilitate an
improved analytical understanding of the problem, we finally suggest a resummation scheme
of multiple emissions by iterating in rare, hard emissions and including an arbitrary number
of soft splittings. This is compared to the full numerical results. We conclude with an
outlook in section 6. The appendix contains lots of useful formulas, including the rate of
emissions and finite-z corrections that are important for phenomenology. The code we
have developed to calculate the kernels and solve for the energy distribution is provided
at https://github.com/adam-takacs/kernels.git.
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Figure 1. Three regimes of the radiative spectrum in dense media, L � λ: the Bethe-Heitler
regime ω < ωBH (leftmost), the BDMPS-Z regime ωBH < ω < ωc (middle), and the hard GLV regime
ωc < ω (rightmost figure). The size of the blob represents the typical formation time of the emission,
which is tf < λ in the leftmost panel and tf > λ in the center and rightmost panels. Black, wavy
lines represent soft interactions with the medium, where the momentum transfer is of the order of
the medium scale |q| . µ, while the red, wavy line represents a hard scattering event, with |q| � µ.

2 Heuristic discussion of the medium-induced spectrum

The spectrum of gluon emissions induced by scatterings on a deconfined medium plays a
central role in the phenomenology of jet quenching. However, a full understanding of all
regimes have so far been lacking analytically and was previously only achievable through
numerical methods. Here, we present a unified view of all relevant medium scales and
their related regimes. Similar heuristic discussions have previously been presented in,
e.g., [8, 32, 46, 53]. In section 3 we will provide rigorous derivations of the findings argued
for here.

We formulate the spectrum of induced emissions by focusing on the relevant length scales:

• The size of the medium L (or the length of propagation t < L).

• The mean free path of the medium λ ∼ 1
nσtot

, which combines the density n

and the scattering strength σtot ∼
∫

dσ, and it describes the distance between
typical scatterings.

• The formation time of an emission tf = 2ω
k2 , where ω is the energy and k is the

transverse momentum of the emission.

In addition, the relation between the in-medium screening scale µ and the range of available
transverse momenta |k| is also important.

The opacity χ ≡ L/λ characterizes the denseness of the medium. If the opacity is small
(L � λ), the medium is “dilute”, or weakly interacting, while it is “dense”, or strongly
interacting if L� λ.1 The dilute medium barely consists of scattering centers, however, in
the dense medium one should account for an arbitrary number of interactions.

1From this perspective, we have “fixed” L and vary λ. Naturally, we could also have identified these two
regimes as a “large” and “small” media, where we “fix” the mean free path and vary L instead.
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A big part of this paper will be about calculating the spectrum of medium-induced
emissions. For reference, the vacuum spectrum reads,

ω
dI
dω ∼ αs

∫ dk2

k2 , (2.1)

where currently we did not specify the limits of the transverse momentum integral. This
contains the well-known soft (ω → 0) and collinear (k2 → 0) divergences. In contrast, the
collinear divergence in the medium spectrum is removed by the need to exchange transverse
momentum with the medium.

Motivated by this, we introduce a heuristic model that captures some of the features of
the medium-induced spectrum, given by

ω
dI
dω ∼ αsL

∫
d2k σ(k) ∼ α3

snL

∫ dk2

(k2 + µ2)2 , (2.2)

where n is the medium density and µ a screening mass. The behavior at high-k, σ ∼ k−4,
reproduces the expected Coulomb tail. The factor L arises since the emission can take place
anywhere along the medium length. For a more accurate description of medium-induced
emissions, we refer the reader to section 3.

In our effective description, we focus on the hierarchy among the introduced scales and
show the separation of different scattering regions. Firstly, in the tf � L limit, the formation
of the emission extends beyond the medium, where one naturally should expect vacuum
physics to dominate.2 We will hence not consider this possibility here. The remaining cases
are listed below:

Dilute media (tf ≤ L � λ). In case of a low medium opacity, we expect that roughly
one scattering occurs. This process will typically transfer a momentum of order of the
Debye mass to the emitted gluon, or 〈k2〉 ∼ µ2, leading to tf = 2ω/µ2. The formation of
the gluon has to take place inside the medium, giving rise to the characteristic energy scale
in the dilute regime, namely

ω̄c = 1
2µ

2L . (2.3)

This separates two regimes of emissions that are sourced via different scattering processes:
on the one side soft gluons with ω < ω̄c, generated via a soft scattering with the medium
〈k2〉 . µ2. Hard gluons with ω > ω̄c can also be generated, however those demand a large
momentum exchange with the medium, 〈k2〉 > µ2, which is comparatively rare. Let us now
consider how the spectrum behaves in these two distinct regimes.

According to our discussion above, the soft production should be dominated by soft
transverse momentum exchanges with the medium. Hence, we expect that the spectrum of
emitted gluons goes as

ω
dI
dω

∣∣∣∣
ω<ω̄c

∼ αsL
∫ ∞

0
dk2 α2

sn

(k2 + µ2)2 ∼ αs
L

λ
, (2.4)

2For such soft emissions, medium effects can influence the color coherence properties leading to a
modification of the phase space [60, 61].
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where the integral is dominated by k2 . µ2. This integral gives the proportionality with
the inverse mean free path i.e. n/µ2 ∼ 1/λ, resulting in an overall factor of medium opacity
L/λ. This parametric estimate misses an important logarithmic factor ∼ ln ω̄c/ω, see a
further discussion in section 3.2, which signals that the simplifications pertaining to the
“soft” regime break down at ω ≈ ω̄c.

For hard emissions, ω > ω̄c, we instead get that

ω
dI
dω

∣∣∣∣
ω>ω̄c

∼ α3
snL

∫ ∞

ω/L

dk2

k4 ∼ αs
L

λ

ω̄c
ω
, (2.5)

where we used tf = 2ω/k2 < L, and neglected the screening mass µ2 in this parametric
regime, since 〈k2〉 � µ2. Compared to the soft regime from eq. (2.4) it is suppressed by an
additional power of ω̄c/ω � 1. The complete spectrum in the dilute regime is sketched in
figure 2 (left).

Dense media with long formation time (λ � tf � L). In a dense medium we
should expect that typically many scatterings occur during the emission process, which is
illustrated in the middle of figure 1. This demands a more sophisticated model than what
we suggested in eq. (2.2). Nevertheless, we can approximate the total transferred transverse
momentum by 〈k2〉 ∼ q̂t, which resembles a random walk for t time in two dimensions, with
q̂ playing the role of a diffusion constant.3 This constant determines the typical transverse
momentum accumulated per unit length, or q̂ ∼ n ∼ µ2/λ. In this case the formation
time becomes

tf =
√

2ω
q̂
. (2.6)

This is often called the coherence length, since during the formation time, interference
effects between multiple scattering with the medium are active and the gluon feels only one
effective scattering center. The accumulated transverse momentum during the splitting
process is in this case 〈k2〉 =

√
2ωq̂, which is the celebrated Landau-Pomeranchuk-Migdal

(LPM) effect.
Again, comparing the formation time to the medium length, leads to the characteristic

energy scale in the dense regime, namely

ωc = 1
2 q̂L

2 , (2.7)

and thus ω < ωc for multiple soft scatterings. The maximal possible momentum accu-
mulated via multiple soft scatterings is denoted 〈k2〉 ∼ Q2

s = q̂L. The other limiting
scale of the multiple scattering regime arises when considering the minimal formation
time in this hierarchy, i.e. tf > λ, giving rise the scale ω > ωBH, (see later in eq. (2.10)).
In this case, the accumulated transverse momentum squared reduces to a single soft
scattering 〈k2〉 ∼ q̂λ ∼ µ2.

3Arbitrary dense medium, would result in overlapping scatterings that description if beyond the scope
of this paper. Multiple independent scatterings require well separated scattering centers (1/µ � λ) see
in ref. [32].
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ω
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λ
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ω
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ω

∼
√
ωc
ω

L� λ

Figure 2. A sketch of the spectrum of medium-induced gluons in a dilute medium L � λ (left)
and in a dense medium L� λ (right).

In the multiple soft scattering regime, characterized by ωBH � ω � ωc, the mean free
path has to be replaced by the formation time in eq. (2.4), leading to

ω
dI
dω

∣∣∣∣
ωBH�ω�ωc

∼ αs
L

tf
∼ αs

√
q̂L2

ω
. (2.8)

This is also often referred to as the BDMPS-Z spectrum in the soft limit.
For hard gluon emissions, ω � ωc, we also have to demand that 〈k2〉 � Qs. In other

words, only a hard scattering can provide sufficient transverse momentum to fulfill all the
conditions. The relevant contribution is therefore captured by eq. (2.5) and, remarkably,
the spectrum in this limit is identical to the hard tail in the dilute regime, namely

ω
dI
dω

∣∣∣∣
ω�ωc

∼ αs
L

λ

ω̄c
ω
. (2.9)

This demonstrates that, even in a dense medium, hard emissions mostly are driven by single,
rare hard scattering events. An illustration of this can be seen on the right in figure 1.

Dense media with short formation time (tf � λ � L). The picture we just
described should hold as long as there indeed is time for multiple scatterings during the
emission process, namely that tf > λ. However, when the formation time is short the
parton will only have time to scatter once before it splits. This is illustrated on the left in
figure 1. The transverse scale is typically soft 〈k2〉 ∼ µ2, and thus tf = 2ω

µ2 . This regime is
characterized by tf � λ, or equivalently as a condition on the energy ω � ωBH, where we
have defined the scale

ωBH = 1
2µ

2λ . (2.10)

Note that ω̄c(λ) ≡ ωBH. In this case the spectrum becomes

ω
dI
dω

∣∣∣∣
ω<ωBH

∼ αs
L

λ
, (2.11)

which is similar to the result in eq. (2.4) and it is sometimes referred to as Bethe-Heitler
region because of the QED analogue. The tf � λ condition is satisfactory but not necessary
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)
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λ

Figure 3. The phase space for medium-induced emissions designated to the leading scattering
processes. The main length scales of the problem are λ and the critical length Lc, corresponding to
the characteristic energies ωBH and E, see text for further details.

for BH emissions. There are BH emissions with tf > λ but only with one real scattering.
We show this more rigorously later in section 3. Our heuristic analysis fails to capture
the additional logarithmic term which in this case comes with lnωBH/ω, see section 3.3. A
sketch of the spectrum in a dense medium can be found in figure 2 (right).

Summary. Bringing together the heuristic arguments of this section, we show a sketch
of the emission spectrum for dilute and dense media in figure 2. The full emission phase
space is divided by three lines corresponding to the emergent scales: ω̄c(t) = 1

2µ
2t in the

dilute regime (L < λ), and ωBH = 1
2µ

2λ and ωc(t) = 1
2 q̂t

2 in the dense regime (L > λ) and
they are shown in figure 3. The ωc(t) line is not completely straight because q̂ in general is
ω dependent (see in section 3.4). When the medium size is of the order of the mean free
path they all collapse to the same value, i.e. ω̄c(λ) = ωc(λ) = ωBH. Typically, we adopt a
notation where the scales written without the t-argument denote their respective values
at L, e.g. ωc ≡ ωc(L).

These scales delineate three distinct regimes of scattering processes and thus induced
emissions that were discussed in the preceding paragraphs. The areas between these scales
are governed by few soft, multiple soft and rare hard interactions with the medium, as
depicted with colors in figure 3 and discussed above. We also show two length scales: the
mean free path λ and the critical medium length Lc. The mean free path marks the time
where multiple scatterings appear. The critical medium length indicates where rare, hard
scatterings will no longer have an effect, that is where ωc(t) = E, leading to Lc =

√
2E/q̂.4

4When considering a finite splitting fraction z the exact definition turns out to be Lc =
√
E/(2q̂).
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As the parton moves through the medium, at each instant t the emission rate ωdI/(dωdt)
is different since the phase space for available emissions changes. The emission spectrum
ωdI/dω, evaluated at a given t (typically t = L), includes the accumulated range of processes
that occurred up to that time. The main goal of this work is to consider multiple medium-
induced emissions in this system of dynamically evolving scales presented in figure 3. In the
next section, section 3, we will formally derive the results we only have argued for in this
section. Finally, in section 4 we will tackle the issue of multiple emissions in this scheme.

3 Spectrum of medium-induced emissions

In this section, we derive the all order emission spectrum induced by elastic scatterings
on a deconfined medium. Of the three expansions we present here, the opacity expansion
and the improved opacity expansion have been discussed in depth in previous works, see
refs. [35, 36] and [53–57] respectively. The resummed opacity expansion has been argued
for before, see [36, 46, 62], but is here derived rigorously for the first time. This paper
strives to be a comprehensive reference for all of the expansions, and hence they are all
presented in detail. Furthermore, we extend previous calculations to all orders and present
results to order N = 2 for the opacity expansion and Nr = 2 for the resummed opacity
expansion, and extract the relevant limits analytically. This provides valuable insight into
the underlying structure of the expansions in different regimes.

3.1 General formalism

Currently, we consider the emission of a gluon with energy ω from a parent parton with
energy E in the soft limit, i.e. ω � E. The soft limit is used in this section because it is
much more clear and readable. For a description beyond the strictly soft limit we refer to
appendix C, which includes novel results.

Our starting point is the definition of the spectrum of medium-induced
gluons [32–34, 36],

ω
dI
dω = 2αsCR

ω2 Re
∫ ∞

0
dt2

∫ t2

0
dt1 ∂x · ∂y

[K(x, t2;y, t1)−K0(x, t2;y, t1)
]
x=y=0 , (3.1)

where CR is the Casimir color factor of the emitting particle (CR = CF for a quark and
CR = Nc for a gluon).5 The three-point correlator K solves the Schrödinger equation

[
i∂t + ∂2

x

2ω + iv(x, t)
]
K(x, t;y, t0) = iδ(t− t0)δ(x− y) , (3.2)

where the potential v(x, t) describes scatterings in a thermal or quasi-particle like
background,6

v(x, t) =
∫

q
σ(q, t)

(
1− eiq·x

)
. (3.3)

5This expression can be derived directly from the fully z dependent spectrum in eq. (C.1), see the
discussion in appendix C.

6Throughout, we adopt a shorthand notation, so that
∫
p

=
∫ d4p

(2π)4 ,
∫
p

=
∫ d2p

(2π)2 , and
∫
x

=
∫

d2x.
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Here σ(q, t) = Ncn(t)d2σel/d2q is proportional to the in-medium elastic scattering cross
section, where n(t) ∼ T 3 is the density of scattering centers.7 The color factor Nc appears
because, in this limit, only the emitted gluon picks up transverse momentum in the medium.
The potential can be extracted from an effective theory that accounts for both large and
small momentum exchanges with the medium [63]. In the main part of this paper, we
will use the Gyulassy-Wang potential [64] that both contains a hard Coulomb-tail and
implements screening in the infrared µ2 � q2,

d2σel
d2q

= g4

(q2 + µ2)2 , (3.4)

where µ is a screening mass of the order of the Debye mass of a thermal medium. We also
provide the spectrum in appendix E with the LO hard thermal loop (HTL) potential [65].
Also, in eq. (3.2) we neglect quark and gluon thermal masses, which corresponds to taking
the high-energy limit (E � m4

q,g/q̂ ∼ ωBH), see e.g. refs. [41, 62] for further discussion.
When the medium is not present, v = 0, one recovers the propagation of a single parton

in vacuum, K(x, t2;y, t1) ≡ K0(x− y, t2 − t1) with K0(x, t) = ω
2πi t exp[i ωx2/(2t)]. To only

capture medium effects, the vacuum term is explicitly subtracted in eq. (3.1).
The emission spectrum in eq. (3.1) is the result of a path integral formalism in which

arbitrarily many soft and hard scatterings are included. It does, however, not account
for longitudinal momentum (∼ energy) exchange with the medium. Having written the
expression as a spectrum we also implicitly assume that the creation of the initial parton
is factorized from the induced process (for example it was created in a highly virtual
vacuum process). Finally, the medium averages leading to the simple form of the three-
point correlator, as in eq. (3.2), assumes independent scatterings on the medium. This
parametrically holds if the size of the potential is much smaller than the mean free path,
i.e. µ−1 � λ, where the typical exchanged momentum is |δq| ∼ µ [32].

We should also note that eq. (3.1) emerges as the result of a momentum integral of the
differential spectrum dI/(dω d2k) in the soft limit [39, 57], with no kinematical constraint on
the transverse momentum (k) integral similarly to refs. [34, 58]. A more careful treatment
of the kinematics would be important especially if one is interested in emissions inside or
out of a given cone [26, 39, 51].

Let us now cast the equation for the spectrum in an equivalent form. On many occasions
it is more practical to work in transverse momentum space,

K(p, t2;p0, t1) =
∫

x,y
e−ip·x+ip0·yK(x, t2;y, t1) . (3.5)

The vacuum propagator K0 then becomes a plane wave, i.e. K0(p, t) = exp[−ip2t/(2ω)]. In
this representation, the solution to the Schrödinger equation (3.2) can be written as the

7We include the number density of the scattering centers n(t) into v(x, t) and σ(q, t) similarly to the
previous works in refs. [53, 54, 57].
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recursive equation

K(p, t2;p0, t1) = (2π)2δ(p− p0)K0(p; t2 − t1)

−
∫ t2

t1
ds
∫

q
K0(p; t2 − s)v(q, s)K(p− q, s;p0, t1) , (3.6)

where now
v(q, s) = (2π)2δ(q)Σ(s)− σ(q, s) , (3.7)

ensures probability conservation. Here, Σ(s) ≡ ∫q σ(q, s) can be interpreted as the inverse
of the (local) mean free path λ along a trajectory of a propagating parton, or

λ(s) = 1
Σ(s) . (3.8)

In these expressions, we have assumed that the integral over the elastic scattering cross
section exists. In many cases, e.g. for the HTL potential [65], one needs to introduce an IR
regulator. However, v(q, s) in eq. (3.7) is not sensitive to this IR regulation and therefore
the expansion in eq. (3.6) is well-defined. We have provided a further discussion of the HTL
potential in appendix E.

The medium-induced spectrum now reads

ω
dI
dω = 2αsCR

ω2 Re
∫ ∞

0
dt2

∫ t2

0
dt1

∫

p,q
p · q [K(p, t2; q, t1)− (2π)2δ(p− q)K0(p, t2 − t1)

]
.

(3.9)
The vacuum contribution can then be removed by inserting eq. (3.6) into eq. (3.9), yielding

ω
dI
dω = 4αsCR

ω
Re i

∫ L

0
dt2

∫ t2

0
dt1

∫

p,p0,q

p · p0
p2 v(q, t2)K(p− q, t2;p0, t1) , (3.10)

where we regulated the integral over the latter time coordinate using an adiabatic turn-off
at infinity (see also ref. [46]). The other time integrals are limited by the extent of the
medium L. Noticing, that

∫

p

pi

p2 v(p− k, s) = ki

k2 Σ(k2, s) , (3.11)

where Σ(k2, s) =
∫
q σ(q, s)Θ(q2 − k2),8 we obtain

ω
dI
dω = 4αsCR

ω
Re i

∫ L

0
dt2

∫ t2

0
dt1

∫

p,p0
Σ(p2, t2)p · p0

p2 K(p, t2;p0, t1) . (3.12)

While the above results are valid for any medium potential, in this work we will focus on
the GW scattering potential, defined in eq. (3.4). In this case, we find that

Σ(k2, s) = q̂0(s)
k2 + µ2 , (3.13)

where q̂0(s) = 4πα2
sNcn(s) is a measure of the scattering density. Currently, we consider a

medium of constant density, n(s) = n0.
8Also Σ(0, s) = Σ(s), consistent with the definition in eq. (3.7).
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The spectrum, given by eq. (3.1) or eq. (3.12), can be evaluated using numerical tech-
niques [47–52] or by employing analytical approximations. As we will see the approximate
approaches rely on expanding the problem as a series, which will give the true answer at
infinite order. The different series have different radii of convergence, and none of them will
alone converge for all L and ω, meaning more than one have to be employed. In most cases,
however, the first order expansion is sufficient to provide an accurate approximation of the
all order result. In the following we discuss three well-defined approaches that together
provide an accurate description of the true problem for all L and ω, called: the opacity
expansion, the resummed opacity expansion, and the improved opacity expansion. We will
derive these, discuss their limits and their regions of validity.

We also point out that the medium parameters for the numerical evaluations in figures 4–
6 (right) are chosen to maximally separate the relevant scales and to illustrate the main
features of the spectrum. They are also similar to the ones used in phenomenological
studies [24, 26, 57]. It is worth pointing out that, although this particular choice violates the
assumption of non-overlapping scattering centers and should be treated with care, changing
the values of the parameters would not alter the qualitative picture of separating different
regimes in the (ω, t) plane.

3.2 Opacity expansion (OE)

The opacity expansion of the spectrum arises when inserting eq. (3.6) directly into eq. (3.12),
and was developed in refs. [36, 66].9 The truncation of this series at a given order n in the
medium scattering potential gives the N = n term, which is by definition proportional to
(L/λ)n (see eq. (A.2)). Physically this means, at N = n one counts n number of scatterings
(both with and without momentum exchange) on the full elastic potential. The relevant
energy scales that arise are ω̄c = 1

2µ
2L, and L

λ ω̄c = 1
2 q̂0L

2 as discussed in section 2. A
general formula for the spectrum at any order is derived in appendix A, and with finite-z
corrections in appendix C. These results are used in the following calculations, and we will
refer to the appendices for more details.

First order (N = 1). The spectrum at first order of opacity is well known [35, 36].
Since eq. (3.12) already includes at least one scattering, we obtain the N = 1 term by
replacing the full propagator K by the vacuum one. We then find,

ω
dIN=1

dω = 8πᾱL
λ

ω̄c
ω

∫

p
Σ̃(p2) Re i

∫ 1

0
dt1

∫ t1

0
dt0 e−ip2(t1−t0) , (3.14)

where we have switched to dimensionless integration variables by defining p2 → p2L/(2ω)
and t→ t/L, and where Σ̃(p2) = (p2 + ω̄c/ω)−1. This expression can also be obtained from
the general N = n result in eq. (A.2). After simplifications, the spectrum becomes

ω
dIN=1

dω = 2ᾱL
λ

ω̄c
ω

∫ ∞

0
dp 1

p+ ω̄c
ω

p− sin p
p2 , (3.15)

9To be precise, expanding our formulas order by order in opacity reproduces the expansion defined in
ref. [36], which reproduces ref. [66] in the “incoherent” limit.
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where ᾱ = αsCR/π and λ = µ2/q̂0. It also agrees with eq. (6.7) in ref. [36] (see also in
ref. [39]). We recognize the dependence on the medium opacity L/λ and the ratio ω̄c/ω.
The remaining integral can be done analytically, but the resulting expression is not very
illuminating. However, the limiting behavior can readily be extracted,

ω
dIN=1

dω '




2ᾱLλ
(
ln ω̄c

ω − 1 + γE
)
, for ω � ω̄c ,

π
2 ᾱ

L
λ
ω̄c
ω , for ω � ω̄c .

(3.16)

This agrees well with the heuristic discussion in section 2. In particular, we identify a
logarithmic behavior ∼ ln ω̄c

ω in the infrared. Notice the different expansion structures in
the soft ∼ ᾱLλ and in the hard ∼ ᾱLλ ω̄cω limits, which we will come back to.

Second order (N = 2). The calculation for N = 2 follows in a similar way, leading to

ω
dIN=2

dω = −8πᾱ
(
L

λ

)2 ω̄c
ω

∫

p2,p1
Σ̃(p2

2)p2 · p1
p2

2
ṽ(p2 − p1)

× Re i
∫ 1

0
dt2

∫ t2

0
dt1

∫ t1

0
dt0 e−ip2

2(t2−t1)e−ip2
1(t1−t0) , (3.17)

with dimensionless integration variables, and where ṽ(p) = (2π)2δ(p)− ω̄c
ω σ̃(p). In the GW

model, σ̃(p) = 4π/(p2 + ω̄c
ω )2. After inserting ṽ, doing the time integrals and simplifying

this can be written as

ω
dIN=2

dω = −4ᾱ
(
L

λ

)2 ω̄c
ω

[
I1

(
ω̄c
ω

)
− ω̄c
ω
I2

(
ω̄c
ω

)]
, (3.18)

where we have defined the integrals

I1

(
ω̄c
ω

)
=
∫ ∞

0
dp 1

p+ ω̄c
ω

1− cos p− p
2 sin p

p3 , (3.19)

I2

(
ω̄c
ω

)
=
∫ ∞

0
dp2

∫ ∞

0
dp1

p1
p2 + ω̄c

ω

1
[(
p2 + p1 + ω̄c

ω

)2 − 4p2p1
]3/2

× 1
p2 − p1

[ 1
p2

1
(1− cos p1)− 1

p2
2

(1− cos p2)
]
. (3.20)

The I1 integral can be done analytically, but I2 is more complicated. It can be shown that
it is much smaller than I1 in the soft limit. In the hard limit, I1 and I2 cancel at the order
of O( ω̄cω ), leaving a positive contribution going as O( ω̄cω )2. In summary,

ω
dIN=2

dω '




−ᾱ

(
L
λ

)2
, for ω � ω̄c ,

∼ ᾱ
(
L
λ

)2 (
ω̄c
ω

)2
, for ω � ω̄c .

(3.21)

We notice that the N = 2 is proportional to ᾱ(Lλ )2 in the soft limit, and goes like ᾱ(Lλ
ω̄c
ω )2

in the hard limit. This immediately implies that N = 2 is always subleading to N = 1 if
the medium is dilute L� λ or if the emission is hard ω � L

λ ω̄c. Given the structure of the
expansion, we expect the previous statement to hold at arbitrary N = n order. This is in
agreement with the earlier, heuristic observation in refs. [41, 67].
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Based on the limits for N = 1 and N = 2, given by eqs. (3.16) and (3.21), in the
regimes where the expansion holds the all order OE spectrum is expected to take the form

ω
dI
dω =





ᾱ
∞∑

n=1

(
L

λ

)n
hn

(
ω

ω̄c

)
, ω � ω̄c ,

ᾱ
∞∑

n=1

(
L

λ

ω̄c
ω

)n
h̃n

(
ω̄c
ω

)
, ω � ω̄c ,

(3.22)

where the OE coefficients hn, h̃n are finite and can be calculated order by order. Note that
we have not strictly proven this for all orders, although our N = 1 and N = 2 results
strongly indicate this structure. In the soft limit ω � ω̄c, the OE expansion converges
rapidly, defining the expected “naive” radius of convergence L/λ < 1. However, in the
hard limit ω � ω̄c there is convergence even if the medium is big, provided L

λ
ω̄c
ω < 1. The

full region of convergence is shown in green in the left panel of figure 4. Outside of this
region we expect higher orders to grow uncontrollably and hence the OE is not valid when
truncated at any finite order.

The resulting spectrum from eqs. (3.15) and (3.18) is shown in the right panel of figure 4
for different propagation lengths (labeled with t). For short lengths t < λ the OE is valid for
all ω. For t > λ, the OE is only valid if t

λ
ω̄c
ω < 1 (see also the green region on the left panel).

We note that the N = 2 correction becomes important at t > λ and ω ≈ t
λ ω̄c (the latter

constraint shown as bullets in the figure). For larger media, the grey bullets, representing
the minimal energy for achieving convergence, moves to higher values, and the truncated
OE series at ω smaller than this becomes ill-defined. This can be seen, for instance, in the
upper line in figure 4 (right) for a medium length of t = 4 fm. We have also compared to a
full numerical evaluation of the spectrum from refs. [51, 68]. The figure shows that this
indeed is well approximated by the OE in its region of validity, as we have argued. Our
curves are not expected to hold in the limit ω � 1GeV, where several important effects
were not taken into account such as thermal masses, realistic 2–2 elastic scatterings, and
other non-perturbative effects. We still plot the curves down to very small ω to compare
the different expansion schemes.

3.3 Resummed opacity expansion (ROE)

Next, we turn to dense media, L� λ, where multiple scattering have to be accounted for.
However, as depicted to the left in figure 1 and discussed in section 2, for soft emissions
with short formation times, a single scattering still gives the leading contribution to the
spectrum. This defines the so-called Bethe-Heitler regime named after the QED analogue
of this process. A qualitative argument of this regime was first given in ref. [36] and
later developed in ref. [46], see also in ref. [62] which coined the name “resummed opacity
expansion” (ROE).10

10In ref. [32], authors derive the opacity expansion from the all-order formula eq. (3.1) in a similar way
as we did by expanding K. Accidentally, in one of their intermediate steps in section 4, they kept the
virtual interactions resummed, which corresponds to our ROE. Back then, however, they did not realize the
importance of that formula and they expanded it to reproduce the OE.
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Figure 4. Left: the sketch of the region of validity (and convergence) of the opacity expansion for
different propagation length t and emission energy ω. Right: the induced emission spectrum for
gluons in the opacity expansion. The gray part of the curves denotes regions, where the expansion is
not valid. Using the parameters presented, λ = 0.06 fm. The full numeric solution is also presented
with dashed lines.

Here, we provide for the first time a consistent framework for dealing with an expansion
of the real scatterings with the medium, whereby real we mean interactions with a finite
transverse momentum exchange. At the same time, an all-order resummation of the
corresponding virtual interactions, with zero transverse momentum exchange, is performed.

Dividing eq. (3.6) by the vacuum propagator leaves us with

K(p, t;p0, t0)
K0(p; t− t0) = (2π)2δ(p− p0)−

∫ t

t0
ds
∫

q
v(q, s)K(p− q, s;p0, t0)

K0(p; s− t0) . (3.23)

Next, taking a derivative with respect to the latest time results in

∂

∂t

K(p, t;p0, t0)
K0(p; t− t0) + Σ(t)K(p, t;p0, t0)

K0(p; t− t0) =
∫

q
σ(q)K(p− q, t;p0, t0)

K0(p; t− t0) , (3.24)

where Σ(t) =
∫
q σ(q, t), as before. This motivates defining the elastic Sudakov factor,

∆(t, t0) ≡ e−
∫ t
t0

dsΣ(s) = e−(t−t0)Σ , (3.25)

where the last equality holds for media with constant density.11 This represents the
probability of no elastic scattering occurring between times t0 and t. Integrating out the
time, we arrive at a slightly modified iterative equation

K(p, t;p0, t0) = (2π)2δ(p− p0)∆(t, t0)K0(p; t− t0)

+
∫ t

t0
ds∆(t, t0)

∆(s, t0)

∫

q
K0(p; t− s)σ(q, s)K(p− q, s;p0, t0) . (3.26)

11For medium potentials with unscreened soft divergences, such as the HTL potential, one has to modify
this prescription to include an IR regulator. We refer to appendix E for a further discussion.
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Compared to the standard opacity expansion in eq. (3.6), this looks very similar. However,
the expansion is not in the potential v(q, s), which contains both a “real” and a “virtual”
part, but in the potential scattering σ(q, s) which comes from the term that provides a finite
momentum transfer in the process. The virtual contributions, where no net momentum was
exchanged, are accounted for to all orders in the Sudakov factor. This is why this expansion
referred as a resummed opacity expansion.

The relevant scale that appears at high opacity is ωBH = 1
2µ

2λ, as we discussed in
section 2. Interestingly, at low opacity L� λ, the scale changes to ω̄c = 1

2µ
2L, which we

recognize from the opacity expansion. In this regime the ROE is actually equivalent to the
OE if one gathers all the terms up to the same order in (Lλ )n. However, as we will see, the
terms are reshuffled in the ROE compared to the OE.

It is possible to reach a general formula for the resummed opacity expansion at arbitrary
order. This was done in appendix A.2, and we refer to that section for detailed calculations.

First order (Nr = 1). The first order can be obtained from eq. (A.9) with n = 1,
and reads

ω
dINr=1

dω = −8πᾱL
λ

ω̄c
ω

∫

p
Σ̃(p2) ImT

(
p2 − iL

λ

)
, (3.27)

in re-scaled, dimensionless variables. Equation (3.27) corresponds to the formula (eq. (4.6))
in ref. [46], but is here derived more rigorously. Here, we have defined the function

T (x) =
∫ 1

0
dt1

∫ t1

0
dt0 e−ix(t1−t0) = 1− ix− e−ix

x2 . (3.28)

The real and imaginary parts of T (p2− iχ) are given in eq. (A.10). After doing the angular
integral this becomes

ω
dINr=1

dω = −2ᾱL
λ

ω̄c
ω

∫ ∞

0
dp 1

p+ ω̄c
ω

ImT

(
p− iL

λ

)
. (3.29)

At low opacity L� λ, the function T (p− iL/λ) becomes

−ImT (p)|L�λ = p− sin(p)
p2 , (3.30)

making it equivalent to the OE result in eq. (3.15). The limiting behavior in the relevant
limits of eq. (3.29) can be extracted, leading to

ω
dINr=1

dω '





2ᾱLλ
(
ln
( ω̄c
ω

)− 1 + γE
)− ᾱ

(
L
λ

)2 (
1− π ω

ω̄c

)
, for ω � ω̄c ,

πᾱ
2
L
λ
ω̄c
ω − π

6 ᾱ
(
L
λ

)2
ω̄c
ω , for ω � ω̄c .

(3.31)

At leading order in O(Lλ ) this is the same as the N = 1 opacity expansion, presented in
eq. (3.16). However, in contrast to the OE, subleading “N = 2”-like terms ∼ (Lλ )2 appear,
which only will be relevant when compared to higher-order contributions at Nr = 2.
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In the high opacity limit L� λ, we have to extract the relevant limit of T (p− iχ) in a
careful way, yielding

−ImT (p− iχ)|L�λ '
p

(L/λ)2 + p2 . (3.32)

Changing the integration variable to q = pλ/L, we observe that ωBH replaces ω̄c as the
relevant scale, and eq. (3.29) becomes

ω
dINr=1

dω ' 2ᾱL
λ

ωBH

ω

∫ ∞

0
dq 1

q + ωBH
ω

q

1 + q2 = 2ᾱL
λ

ωBH

ω

π
2 + ωBH

ω ln
(ωBH

ω

)

1 +
(ωBH

ω

)2 . (3.33)

Finally, one can extract the soft and hard limits of this expression, which are given by

ω
dINr=1

dω '




2ᾱLλ
(
ln
(ωBH

ω

)
+ π

2
ω
ωBH

)
, for ω � ωBH ,

πᾱLλ
ωBH
ω , for ω � ωBH .

(3.34)

The soft limit agrees with the heuristic discussion in section 2. Strikingly, we see that the
behavior in the soft and hard limit takes exactly the same form as for N = 1 except that
ω̄c has been replaced by ωBH (note that ω̄c(L = λ) = ωBH).

Second order (Nr = 2). The second order is found from eq. (A.9) with n = 2, and reads

ω
dINr=2

dω = 8πᾱ
(
L

λ

)2 ( ω̄c
ω

)2 ∫

p2,p1
Σ̃(p2

2)p2 · p1
p2

2
σ̃(p2 − p1)

× 1
p2

2 − p2
1

(
ReT (p2

1 − iχ)− ReT (p2
2 − iχ)

)
. (3.35)

After going to polar coordinates and doing the angular integrals, this becomes

ω
dINr=2

dω = 4ᾱ
(
L

λ

)2 ( ω̄c
ω

)2 ∫ ∞

0
dp2

∫ ∞

0
dp1

1
p2 + ω̄c

ω

p1[(
p1 + p2 + ω̄c

ω

)2 − 4p1p2
]3/2

× 1
p2 − p1

(ReT (p1 − iχ)− ReT (p2 − iχ)) . (3.36)

We study this expression separately in the low- and high-opacity limits.
In the low opacity limit L� λ, the spectrum becomes

ω
dINr=2

dω ' 4ᾱ
(
L

λ

)2 ( ω̄c
ω

)2 ∫ ∞

0
dp2

∫ ∞

0
dp1

1
p2 + ω̄c

ω

p1[(
p1 + p2 + ω̄c

ω

)2 − 4p1p2
]3/2

× 1
p2 − p1

(1− cos p1
p2

1
− 1− cos p2

p2
2

)
, (3.37)

where again the only relevant energy scale is ω̄c, as it is in the OE. The double momentum
integral can be recognized as I2 from N = 2 of the opacity expansion. The soft and hard
limits are

ω
dINr=2

dω '




πᾱ
(
L
λ

)2
ω
ω̄c
, for ω � ω̄c ,

π
6 ᾱ
(
L
λ

)2
ω̄c
ω , for ω � ω̄c .

(3.38)
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Summing up the two first orders of the ROE and OE we see that Nr = 1 + 2 agrees with
N = 1 + 2, but only when keeping the subleading ∼ (L/λ)2 terms at order Nr = 1. As
mentioned before, the opacity expansion is arranged so that the order N = n only contains
terms where the opacity scales as ∼ χn, where χ = L/λ. The resummed opacity expansion
also includes all of the same terms, but they are spread out over different orders of the
expansion due to the resummation contained in the Sudakov factor. The orders Nr < n do
contain terms going as χn. To get the right term at order χn in the ROE one therefore has
to keep the subleading corrections going as χn at all previous orders of the expansion. For
this reason the opacity expansion is more convenient to use in the low opacity limit, as it
does not mix orders of opacity.

In the high opacity limit L� λ, we get

ω
dINr=2

dω ' 4ᾱL
λ

(
ωBH

ω

)2 ∫ ∞

0
dp2

∫ ∞

0
dp1

1
p2 + ω̄c

ω

p1[(
p1 + p2 + ω̄c

ω

)2 − 4p1p2
]3/2

× p2 + p1
(1 + p2

2)(1 + p2
1)
. (3.39)

The soft and hard limits of this expression are given by

ω
dINr=2

dω '



πᾱLλ

ω
ωBH

, for ω � ωBH ,

πᾱLλ
ωBH
ω , for ω � ωBH ,

(3.40)

where similarly to Nr = 1, the relevant scale is now ωBH. Both Nr = 1 and 2 goes as ∼ ᾱLλ ,
however, in the soft limit Nr = 1 dominates, while in the hard limit dINr=2 ∼ dINr=1. This
shows that ROE is quickly convergent if ω � ωBH, while the expansion appears to break
down for harder emissions. We expect this structure to appear to all orders in Nr = n. The
resulting validity of the expansion is shown in the left of figure 5 in blue. Based on our
findings, the expansion scheme for the ROE at high opacity L� λ is

ω
dI
dω = ᾱ

L

λ

∞∑

n=0
fn

(
ω

ωBH

)
, (3.41)

where fn is a finite function that can be obtained order by order for ω � ωBH.
The resulting spectrum is shown in the right of figure 5 for different propagation lengths.

For short times (t < λ), the ROE is valid for all ω and it gives the same spectrum as the
OE (compare to the right panel of figure 4). For longer propagation the ROE is only valid
if ω < ωBH, which is denoted with bullets in the figure. Outside of the valid region, the
curves turn to gray (see also the left panel). Based on the figure, Nr = 2 has negligible
contribution to the spectrum until t ≈ λ or ω ≈ ωBH. Again, the dashed line represents the
full numerical evaluation of the spectrum from refs. [51, 68] which is well approximated by
the ROE in its region of validity.

3.4 Improved opacity expansion (IOE)

The final expansion scheme we consider is the improved opacity expansion, introduced
in refs. [53–57]. We saw that the ROE at high opacity does not work for energies much
higher than ωBH. This makes sense since at higher energies the formation time tf of the

– 18 –



J
H
E
P
0
2
(
2
0
2
3
)
1
5
6

lnω

ln
t

Resummed OE

ω
B

H

ω̄ c
(t

)

λ

10−3 10−1 101 103

ω [GeV]

10−7

10−5

10−3

10−1

101

103

ω
d
I

d
ω

t =
0.04 fm

t =
0.4 fm

t =
4 fm

ROE αs = 0.28, q̂0 = 0.3 GeV3, µ = 0.3 GeV

Nr = 1

Nr = 1 + 2

Full numeric

Figure 5. Left: the sketch of region of validity (and convergence) of the resummed opacity expansion
for different propagation length t and emission energy ω. Right: the induced emission spectrum for
gluons in the resummed opacity expansion. The gray part of the curves denotes regions, where the
expansion is not valid. With the parameters presented, λ = 0.06 fm. The full numeric solution is
also presented with dashed lines.

emission becomes bigger than the mean free path, implying that the parton will scatter
many times on the medium. The main motivation for the improved opacity expansion is
to resum multiple soft scatterings, while account perturbatively for rare, hard scatterings.
This is achieved by introducing a scale Q2 that separates soft and hard scatterings in the
scattering potential,

v(x, t) ≈ vHO(x, t) + δv(x, t) , (3.42)
where vHO(x, t) = q̂(t)

4 x
2 and δv(x, t) = q̂0(t)

4 x2 ln 1
Q2x2 . Equation (3.42) is the µ|x| � 1

expansion of eq. (3.3) with the GW potential. The first term is referred to as the harmonic
oscillator approximation (HO), where the jet quenching parameter is

q̂(t) = q̂0(t) ln Q
2

µ2∗
, (3.43)

where µ2
∗ = µ2

4 e−1+2γE for the GW potential. The logarithm in q̂ comes from the fact that
the typical exchanged momentum 〈k2〉 = L

∫
q q

2σ(q) is divergent and thus it has to be
regulated resulting in the leading logarithmic form in eq. (3.43) (see in ref. [42]). As long
as Q2/µ2

∗ � 1/(Q2x2), the HO term dominates over δv, and the latter can be treated as
a perturbation. This provides a big advantage, since the multiple scattering in the HO
approximation can be resummed analytically.

The separation scale Q2 has to be fixed in a meaningful way to not to interfere with the
expansion [55]. A natural choice that achieves this is evaluating Q2 at the typical transverse
momentum of the emission k2 ∼ q̂tf, that yields

Q2
r(ω) =

√
ωq̂(ω) , (3.44)

which constitutes an implicit equation for Q2
r(ω), and for q̂(ω) ≡ q̂(Qr(ω)), see eq. (3.43).12

12Equation (3.44) has a solution only if ω > 2eµ
4
∗
q̂0
' 0.925ωBH. When this is satisfied, and L > λ, then

Q2
r > µ2

∗ by default. This is the necessary condition for the convergence of the IOE. The IOE therefore
breaks down for ω . ωBH.
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The IOE corresponds to expanding the full medium solution for K(x;y) around the
harmonic oscillator, in contrast to the conventional opacity expansion where one expands
around the vacuum solution. It can be cast in the iterative equation

K(x, t2;y, t1) = KHO(x, t2;y, t1)

−
∫ t2

t1
ds
∫

z
KHO(x, t2; z, s)δv(z, s)K(z, s;y, t1) . (3.45)

Here, KHO(x;y) is itself the solution to an iterative equation, namely

KHO(x, t2;y, t1) = K0(x− y, t2 − t1)

−
∫ t2

t1
ds
∫

z
K0(x− z, t2 − s)vHO(z, s)KHO(z, s;y, t1) . (3.46)

The formal solution for KHO(x, t2;y, t1) can also be cast as a path integral, namely

KHO(x, t2;y, t1) =
∫ r(t2)=x

r(t1)=y
Dr ei

∫ t2
t1

ds
[
ω
2 ṙ

2+ivHO(r,s)
]
, (3.47)

which has a well-known analytical solution in a static medium,

KHO (x, t2;y, t1) = ωΩ
2πi sin(Ω∆t)e

iωΩ
2 sin(Ω∆t) [cos(Ω∆t) (x2+y2)−2x·y] , (3.48)

where ∆t ≡ t2 − t1 and Ω = 1−i
2
√
q̂(ω)/ω is the characteristic oscillator frequency.

Inserting this expansion into the equation for the medium-induced spectrum eq. (3.1)
separates it into two parts,

ω
dIHO

dω = 2αsCR
ω2 Re

∫ ∞

0
dt2

∫ t2

0
dt1 ∂x · ∂y

[KHO(x, t2;y, t1)−K0(x, t2;y, t1)
]
x=y=0 ,

(3.49)

ω
dI IOE

dω = −2αsCR
ω2 Re

∫ ∞

0
dt2

∫ t2

0
ds
∫ s

0
dt1

∫

z

× ∂x · ∂y[KHO(x, t2; z, s)δv(z, s)K(z, s;y, t1)]x=y=0 . (3.50)

The first term gives rise to the well-known HO spectrum, while the second constitutes an
expansion in hard splittings around the harmonic oscillator. The IOE spectrum can be
simplified further, giving

ω
dI IOE

dω = 2ᾱ
ω

Re i
∫ L

0
dt2

∫ t2

0
dt1

∫

x
e−i

ωΩ
2 tan (Ω(L−t2))x2

δv(x) x
x2 · ∂yK(x, t2;y, t1)|y=0 ,

(3.51)

where K(x;y) should be iterated using eq. (3.45) in order to generate higher orders of the
expansion. A general formula for the improved opacity expansion at arbitrary order can
also be derived, which was done in section A.3, see also in ref. [55].
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Harmonic oscillator (HO). The harmonic oscillator approximation resums all coherent
soft scatterings during the formation of the emission. The relevant scale is

ωc ≡
1
2 q̂(ωc)L

2 , (3.52)

where the scale in the jet quenching parameter is set to ωc. This scale was already identified
in section 2. The HO approximation is expected to be valid for ωBH � ω � ωc.

We derive here the familiar harmonic oscillator spectrum in a new way. The vacuum
contribution can easily be subtracted by inserting eq. (3.45) into eq. (3.1), which gives

ω
dIHO

dω =− 2αsCR
ω2 Re

∫ ∞

0
dt2

∫ t2

0
ds
∫ s

0
dt1

∫

z

× ∂x · ∂y
[K0(x, t2; z, s)vHO(z, s)KHO(z, s;y, t1)

]
x=y=0 . (3.53)

Using the fact that
∫∞
s dt2 ∂xK0(x, t2; z, s)|x=0 = −iωπ z

z2 , the spectrum becomes

ω
dIHO

dω = ᾱq̂(ω)
2ω Re i

∫ L

0
dt2

∫ t2

0
dt1

∫

z
z · ∂yKHO(z, t2;y, t1)|y=0 . (3.54)

This can be further simplified by using that
∫

z
z · ∂yKHO(z, t2;y, t1)|y=0 = − (ωΩ)2

2π sin2(Ω(t2 − t1))

∫

z
z2ei

ωΩ
2 z

2 cot(Ω(t2−t1)) ,

= 2
cos2(Ω(t2 − t1)) . (3.55)

The time integration can be now be dealt with straightforwardly, yielding
∫ L

0
dt2

∫ t2

0
dt1

1
cos2(Ω(t2 − t1)) = − ln cos ΩL

Ω2 , (3.56)

and thus the spectrum becomes

ω
dIHO

dω = 2ᾱ ln |cos ΩL| , (3.57)

which is the familiar BDMPS-Z spectrum [32, 69]. The limits of this are

ω
dIHO

dω '



ᾱ
√

2ωc
ω , for ω � ωc ,

ᾱ
6
(ωc
ω

)2
, for ω � ωc .

(3.58)

The soft limit agrees with the discussion in section 2, while the hard limit is subleading
compared to the OE N = 1 in eq. (3.16). Defining q̂ with a logarithm extends the region of
validity, which was also found in ref. [42], leading to the curved ωc(t) line in figure 3.

Next-to-harmonic oscillator (NHO). Using the definition in eq. (3.51) and the results
of section A.3, the first order of the improved opacity expansion can be written as

ω
dINHO

dω = 2ᾱ
π

L

λ

ω̄c
ω

Re
∫ 1

0
ds
∫

u

1
2 ln

(
ω

ω̄c

µ2

2Q2
1
u2

)
e
i
2f(s)u2

, (3.59)
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where we have defined the function f(s) = σ
√
ωc/ω[cot(σs

√
ωc/ω)− tan(σ(1− s)

√
ωc/ω)],

and σ = 1−i√
2 . After doing the u integral this becomes

ω
dINHO

dω = 2ᾱL
λ

ω̄c
ω

Re i
∫ 1

0
ds 1
f(s)

[
1− γE + ln

(
−i ω
ω̄c

µ2
∗

Q2 f(s)
)]

. (3.60)

The limits of this expression can readily be extracted. In the soft limit, ω � ωc, we
have f(s) → 2iσ

√
ωc/ω while in the hard limit, ω � ωc, it becomes f(s) → 1/s. These

simplifications make it possible to do the last time integration. Hence, the extracted limiting
behavior is,

ω
dINHO

dω '



ᾱ
√

2ωc
ω

1
2 lnQ2/µ2∗

(
π
4 + γE + ln

( √
q̂ω√

2Q2

))
, for ω � ωc ,

πᾱ
2
L
λ
ω̄c
ω , for ω � ωc .

(3.61)

In the soft limit ω � ωc, NnHO terms will take the form of the HO by using Qr, and thus

ω
dI
dω = ᾱ

√
q̂(ω)L2

ω

(
1 + 1

2
a0

lnQ2
r/µ

2∗
+O

( 1
lnQ2

r/µ
2∗

)2
)
, (3.62)

where we added the HO term, and used eq. (3.44). The choice of Q = Qr(ω) is effective,
when the medium is big enough L � λ. It is clear that the expansion parameter of the
IOE is ln−1(Q2

r/µ
2
∗)� 1 in the soft limit. Therefore, NnHO terms can be absorbed into an

effective jet transport parameter,

q̂eff(Q2) = q̂0 ln
(
Q2
r

µ2∗

)[
1 + a0

lnQ2
r/µ

2∗
+ a1

ln2Q2
r/µ

2∗
+ . . .

]
. (3.63)

The coefficients a0 = 1.016 and a1 = 0.316 of the expansion and higher-order terms up to
N2HO were found in ref. [55].

In the hard limit of eq. (3.61), one can see that the IOE reproduces the hard limit of
N = 1 in the OE from eq. (3.16). Furthermore, it is bigger than the HO contribution in
eq. (3.57) and thus NHO dominates for ω � ωc.

As mentioned above, the HO is meaningful if L > λ and ω > ωBH. Furthermore, the
IOE is expected to converge if vHO > δv or equivalently ω > ωBH. However, as the hard
limits of the first order of the IOE and the OE are equal, and the OE is valid down to ω̄c,
it is reasonable to assume that also the IOE is valid down to ω̄c. Therefore, the region of
validity will be extended to all L and ω > min(ωBH, ω̄c), as shown in the left of figure 6
in red.

The spectra obtained with the IOE from eq. (3.57) and eq. (3.61) are shown in the
right panel of figure 6 for different propagation lengths. At early times t < λ, the HO
approximation is highly suppressed, due to the absence of multiple scattering. However,
the contribution from the NHO makes the total agree with the hard limit of N = 1 OE
and Nr = 1 ROE (cf. figures 4 and 5). The deviation close to ω ≈ ω̄c (gray bullet) arises
since Qr was chosen to reproduce the HO spectrum which is strictly valid for L� λ. For
later times t > λ, both the HO and NHO will give sizable contributions, where the HO
dominates if ω < ωc (red bullets) and NHO dominates if ω > ωc. The HO approximation
breaks down if ω < ωBH (gray bullets). The dashed line is the full numerical solution from
refs. [51, 68] and the IOE well captures it in its region of validity.
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Figure 6. Left: the sketch of region of validity (and convergence) of the improved opacity expansion
for different propagation length t and emission energy ω. Right: the induced emission spectrum for
gluons in the improved opacity expansion. The gray part of the curves denotes regions where the
expansion is not valid. Using the parameters presented, λ = 0.06 fm. The full numeric solution is
also presented with dashed lines.

3.5 Summary of the regimes and the induced emission spectrum

In this section, we have presented three distinct perturbative expansions (OE, ROE, and
IOE) that provide different ways of calculating the induced emission spectrum ω dI

dω in their
respective regimes of convergence. The OE and IOE are expansion schemes that were first
developed in previous works, while the ROE is rigorously derived in this section for the
first time. Their regions of validity are sketched previously in figures 4–6, and at least one
of the expansions is valid at every point in the phase space (ω, t). Here ω is the emitted
energy and t is the propagated length (L is the maximal length of the medium and E is
the energy of the emitting particle). As a consequence, our description of the spectrum is
complete in the full phase space, as one can always use one of the expansions to reach an
approximation of the true spectrum, and one can reach better accuracy by including higher
orders. Note that the expansions are overlapping: for L < λ both OE and ROE are valid,
and for ω > ωc both IOE the OE can be used.

The results presented obtained so far within the unified resummation framework are
valid in both dilute and dense regimes and can be systematically improved to arbitrary high
order in the expansions. For practical purposes, however, a handy and efficient interpolation
formula such suffice to capture the relevant features to high precision. This would be very
useful for other applications, such as resumming multiple emissions in sections 4 and 5. To
describe the spectrum in the whole phase space, we use (to first order)

dIFull

dω =





dIROE

dω , ω < min(ωBH, ω̄c(t)) ,
dIIOE

dω , otherwise .
(3.64)

Based on figures 4–6 (and the all order expansion formulas), the first-order terms already
capture the most important effects. We stress that this is arguable the most straightforward
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Figure 7. Summary of the induced emission spectrum for gluons, combined from the three expansion
schemes at different propagation length (different panels). The black lines are our final forms from
eq. (3.64) that uses Nr = 1 and HO+NHO. The shaded areas denote the leading scattering process
and the corresponding dotted lines are the limiting N = 1, HO and Nr = 1 contributions. The
dashed lines are the numerical solution of eq. (3.1) from ref. [51].

interpolation scheme. However, it turns out that it gives a good description in almost the
whole phase space, deviating maximally 30% from the exact numerical results around the
Bethe-Heitler energy in the dilute regime, see figure 7 (left, lower panel).13

To summarize, the limiting behaviour of the spectrum in different regions of the phase
space is

ω
dI
dω

∣∣∣∣
L�λ

=





2ᾱLλ
(
ln ω̄c

ω − 1 + γE
)
, for ω � ω̄c ,

π
2 ᾱ

L
λ
ω̄c
ω , for ω̄c � ω ,

(3.65)

for L� λ, and

ω
dI
dω

∣∣∣∣
L�λ

=





2ᾱLλ ln
(ωBH

ω

)
, for ω � ωBH ,

ᾱ
√

2ωc
ω , for ωBH � ω � ωc ,

π
2 ᾱ

L
λ
ω̄c
ω , for ωc � ω ,

(3.66)

for L � λ. This agrees with the formulas from the heuristic discussion in section 2. In
figure 7, we evaluated eq. (3.64) (black curve) up to Nr = 1 and HO+NHO for different
times. The dotted curves are the limits of Nr = 1, HO and N = 1, shown in blue, red and
green respectively. The regions are shaded with the same colors as in figure 3, visualizing
the regions of the distinct scattering processes. At the transition point min(ωBH, ω̄c(t)), the
spectrum is not completely smooth, and the difference is expected to vanish as one goes to
higher orders in the perturbative expansion. We defined a switching function that makes
the transition smoother, which is described in appendix D.

In figure 7, we have also plotted the full numerical spectra from refs. [51, 68] with dashed
lines. The excellent agreement with our curves corroborates the validity of our formula in

13The interpolation can be further inspected in figure 11, where we plot the spectrum on a semilog scale.
The exact details of matching the ROE regime with the IOE involves a smooth interpolation function, that
avoids blowing up the logarithmic dependence of q̂. This is described in detail in appendix D.
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eq. (3.64), where we used Nr = 1 and HO+NHO in the plot. In the ratio panel, one can
see, how the different regions are adding up to give an overall very accurate description
of the full spectrum. Moreover, as we saw in figures 4–6, by including higher orders e.g.
Nr = 2, the description becomes more accurate, smoothing the transition around ωBH. We
leave the study of these higher-order corrections and the corresponding uncertainties for
future studies.

4 Resumming multiple emissions in the medium

Section 3 presents a theoretical framework consisting of different perturbative expansions
(namely the opacity expansion (OE), the resummed OE (ROE), and the improved OE (IOE))
to describe the full phase space (ω, t) of the medium-induced gluon emission spectrum. The
emitted energy ω is limited by the energy of the emitter ω � E, and the propagation time
(length) t is in turn limited by the medium length t < L. Our effective formalism accounts
for arbitrarily many scatterings that can be arbitrarily hard or soft. Finally, eq. (3.64)
describes the emission spectrum up to arbitrary precision and recovers the full solution of
eq. (3.1) that has only been achieved numerically before [48, 49, 51].

It is now time to explore what consequences the full induced spectrum instills on
a parton propagating through the medium. In this section, we will present analytical
solutions of the evolution equation of the medium-induced cascade. We present the inclusive
gluon energy distribution for different medium lengths, and we will focus on gluons for
transparency. The numerical solutions are presented in section 5. Vacuum emissions belong
outside of the scope of the current work.

4.1 The necessity of multiple emissions

Multiple emissions have to be taken into account whenever the multiplicity of gluons is
large. We define the multiplicity of gluons above the energy ω in terms of the spectrum
dI/dω, as

N(ω) =
∫ ∞

ω
dω′ dI

dω′ . (4.1)

The upper limit of the integral is taken to infinity because we will currently assume that
the energy of the emitter E is much larger than the largest available medium energy scale.
Also, for our current purposes, it suffices to consider the leading behavior of the spectrum
in the various scattering regimes presented in figure 3.

At low opacity L� λ and starting from ω < ωBH, we find

N(ω) ' ᾱL
λ

ln2 ω̄c
ω

+ πᾱ

2
L

λ
, (4.2)

where ω̄c = 1
2µ

2L and we have only kept the leading terms. The maximal multiplicity in
the hard regime, see the second term, is always small for perturbative splittings with ᾱ� 1.
Furthermore, the multiplicity in the soft (Bethe-Heitler) regime, given by the first term,
becomes large only at very small energies, i.e. ω < e

√
1/(ᾱL/λ)ω̄c. We can therefore safely

neglect multiple emissions at low opacities.
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For dense media, L� λ, we discuss the three pertinent cases. As usual, we will denote
ωc = 1

2 q̂L
2. Then, for ω � ωc (rare hard scattering regime), we find

N(ω) ' ᾱL
λ

ω̄c
ω
, (4.3)

where we again neglected subleading terms. Hence hard emissions, described by the OE
expansion, can safely be considered to be rare.

Next, for ωBH � ω � ωc we get

N(ω) ' 2
3
2 ᾱ

√
ωc
ω
, (4.4)

where we introduced the leading behavior of the spectrum and neglected the multiplicity from
hard emissions, following the discussion above. The multiplicity becomes large N(ω)� 1
at energies ω � ᾱ2ωc and thus multiple emission becomes dominant. For large enough
medium length L � λ, there is a significant phase space allowing for multiple emission
(ᾱ2

sωc(t) > ωBH), resulting in the power enhancement.
Finally, for soft gluon energies ω < ωBH � ωc, the multiplicity is

N(ω) ' ᾱL
λ

ln2 ωBH

ω
+ 2

3
2 ᾱ

√
ωc
ωBH

, (4.5)

where, again, only the leading terms from each regime were kept. The second term in
eq. (4.5) scales as ∼ (L/λ)

√
q̂/q̂0. Based on the discussion above, this term is already

large and the multiplicity continues to grow only logarithmically for small ω, and therefore
multiple emissions are going to happen.

4.2 Resummation of multiple emissions

Considering multiple emissions in a medium poses a tremendous theoretical challenge.
The situation is quite analogous to the description of multiple gluon emissions in vacuum.
Similar to QCD jets, the main challenge when considering medium effects lies in dealing with
intricate interference effects between subsequent emissions, see e.g. refs. [70–72]. However,
when considering multiple soft emissions, that occur quasi-instantaneously, these effects can
safely be neglected [58, 59].14

In order to clarify the framework that we work in, let us briefly recall the main arguments
for neglecting interference effects for a set of multiple induced emissions. For the time
being, we stick to emissions in the HO region which dominate the multiplicity. The typical
time it takes an emission to form, often referred to as a formation time (or in some works
branching time), of a soft gluon is tf ∼

√
ω/q̂. This time is much smaller than the extent of

the medium tf � L as long as ω � ωc.
Another relevant quantity is the time between two subsequent emissions. This is related

to the no emission probability (or Sudakov factor). For a leading particle with energy
E, the first emission is produced at time tf1, with energy ω1. A second, strongly ordered

14We can also extend this logic for the semi-hard emissions which are included in our formalism, since
they are rare occurrences and therefore the resummation has no effect, see section 4.3.
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emission (ω2 � ω1) of the original parton forms much quicker tf2 � tf1. The time between
the two emissions tsplit can be estimated with

∫ tsplit
tf1

dt
∫ ω1
ω2

dω dI
dωdt ∼ 1, that is basically the

probability of not having emissions between ω2 < ω < ω1, resulting in

tsplit ∼ tf1 + 1
ᾱ
tf2 . (4.6)

Hence, our rough estimate implies that typically tsplit � tf2 (for ᾱ � 1). Therefore, the
formation of emissions is short compared to the time that separates emissions and thus
emissions form independently. This motivates the resummation of multiple independent
emissions in terms of a rate equation.

Similar analysis can be done for hard emissions ω � ωc, for which tsplit is very long due
to the unlikeliness of hard scatterings, and therefore the emissions are formed independently.

For soft emissions ω � ωBH, tsplit ∼ tf1 + 1
ᾱ ln−2 λ

tf2
and thus emissions form indepen-

dently. Close to the boundary in cases where tsplit ≈ tf1 + tf2, a more complicated structure
appears in terms of resummation, as emissions might overlap. In this case, interference
effects between the two emissions have to be included. A similar thing happens in vacuum
for wide angle soft emissions, which result in angular ordering and in non-global effects
for which the resummation has been understood just recently [73]. We will use the rate
equation to account for emissions with any ω. However, it will not necessarily account
correctly for interference among them and further study is needed in the future.

One question still remains open, namely the choice of the time scale used in the rate
equation. In case of two emissions, the second emission experiences a shorter medium, of the
scale ∼ L−tf1−tsplit. We know, however, that in the soft limit ω � ωc, the formation time is
tf � L, and therefore, the length degradation should not matter for a large medium [58, 59].
For small media, or for emissions with comparable formation times, these corrections can
become significant. It is an unresolved question how to incorporate these corrections into
a rate equation see e.g. ref. [71].15 However, as argued above, the corrections to the rate
coming from finite-size effects can be treated in a perturbative fashion. While these issues
merit further studies, perhaps within a Monte Carlo approach, we consider them to go
beyond our present scope and we assume that all emissions experience the same length L.
This matches the approximation in most of the current energy-loss models.

In this section, we will focus on the single-inclusive energy distribution of partons
carrying energy xE after traveling length t in the medium, where E is the initial energy. It
is defined as

D(x, t) ≡ xdN
dx . (4.7)

The formalism can easily be extended to account for parton flavors, see e.g. [75], but for
now, we restrict our attention to a pure gluon cascade.

In section 3 we focused on emissions of soft gluons with energies ω � E. Now we will
consider generic splitting processes where a parton with flavor index a = q, g and initial
energy E shares its energy with two daughter partons, with energies zE and (1− z)E and
flavor indices b and c, respectively, for 0 < z < 1. The spectrum of such splittings dIba/dz

15See also section 4 in ref. [74], where modifications of the rate due to finite formation time were studied.
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is given by eq. (C.1). The general features of figure 3 remain the same with the substitution
ω → z(1− z)E.16 For further details, see the discussion in appendix C.

As was shown in refs. [43, 59], for sufficiently soft emissions, with formation times
much smaller than the medium length, interference effects are suppressed and one can
consider multiple emissions as occurring independently. The evolution equation for the
energy distribution, that accounts for an arbitrary number of induced emissions, is given by

∂

∂t
D(x, t) =

∫ 1

x
dzK

(
z,
x

z
E, t

)
D

(
x

z
, t

)
−
∫ 1

0
dz zK (z, xE, t)D(x, t) . (4.8)

The initial condition is a single gluon carrying energy E, hence D(x, 0) = δ(1− x). The
splitting kernel K(z, E, t) is the rate of emissions off a particle with energy E,

K(z, E, t) = 2 dIgg
dzdt

∣∣∣∣
E
, (4.9)

and the rate with full z-dependence for the g → gg splitting can be found in eq. (C.1).17
The first term in eq. (4.8) is a real emission describing an emitted gluon with energy fraction
x (gain term), while the second is a virtual emission that does not change the energy of the
emitter (loss term). Both terms contribute to cancelling out the apparent divergence at
z → 1. The evolution equation conserves the total energy contained in the spectrum,

∫ 1

0
dxD(x, t) = 1 , (4.10)

which can be confirmed directly from (4.8).
The leading parametric behavior of the splitting kernels can be derived by taking

appropriate limits and is presented in section 3, cf. eqs. (3.16), (3.34), and (3.58). This
results in,

K(z, E, t)|t�λ =





2ᾱ
z(1−z)

1
λ ln

(
ω̄c(t)

z(1−z)E
)

for z(1− z)E � ω̄c(t) ,
ᾱπ
2

q̂0t
[z(1−z)]2E for ω̄c(t)� z(1− z)E ,

(4.11)

for t� λ, and

K(z, E, t)|t�λ =





2ᾱ
z(1−z)

1
λ ln

(
ωBH

z(1−z)E
)

for z(1− z)E � ωBH ,

ᾱ
√

q̂
[z(1−z)]3E for ωBH � z(1− z)E � ωc(t) ,

ᾱπ
2

q̂0t
[z(1−z)]2E for ωc(t)� z(1− z)E ,

(4.12)

for t� λ, where ω̄c(t) = 1
2µ

2t and ωc = 1
2 q̂t

2. For the analytical estimates in this section
we neglect the running of q̂, but this will be included in the numerics presented in section 5.

16Hence the upper limit of ω in figure 3 should now be E/4.
17In the soft limit, the kernel is closely related to the spectrum discussed in the previous section or, more

precisely, the rate dI/(dωdt), calculated in appendix B. Importantly, for the gluon splitting kernel, the
divergences in z → 0 and z → 1 are folded together in the limit ω → 0, hence the additional symmetry
factor in eq. (4.9).

– 28 –



J
H
E
P
0
2
(
2
0
2
3
)
1
5
6

10−7 10−5 10−3 10−1

z

10−6

10−5

10−4

10−3

10−2

10−1
z3
/2

d
I

d
zd
t

[G
eV

]

E = 104 GeV, t = 0.04 fm

x̄c

αs = 0.28, q̂0 = 0.3 GeV3, µ = 0.3 GeV

10−7 10−5 10−3 10−1

z

E = 104 GeV, t = 0.4 fm

xBH xc 10−7 10−5 10−3 10−1

z

E = 104 GeV, t = 4 fm

xBH xc

Limits soft

Full analytic soft

Full analytic finite-z

10−4 10−3 10−2 10−1 100

t [fm]

10−6

10−5

10−4

10−3

10−2

10−1

z3
/2

d
I

d
zd
t

[G
eV

]

E = 104 GeV, z = 10−7

t̄c

αs = 0.28, q̂0 = 0.3 GeV3, µ = 0.3 GeV

Limits soft

Full analytic soft

Full analytic finite-z

10−4 10−3 10−2 10−1 100

t [fm]

E = 104 GeV, z = 10−3

tc 10−4 10−3 10−2 10−1 100

t [fm]

E = 104 GeV, z = 10−1

Figure 8. The medium-induced rate from eqs. (4.9), and (3.64) for gluons for different emitted
energy and propagation time (black dashed lines). The black solid lines include finite-z corrections.
The dotted lines are the Nr = 1, HO and N = 1 lines according to figure 7. The color shading
corresponds to figure 3i.e. denoting the dominant scattering processes. The parameters correspond
to λ = 0.06 fm.

The rate dI/(dzdt) is plotted in figure 8, in a similar manner to the spectrum in figure 7,
and rescaled by a factor z3/2 to highlight the behavior at small z. The panels in the upper
part show the z-dependence for three different t (early, mid-, and late times), and has a
very similar structure to that of the spectrum. The color shading corresponds to figure 3,
i.e. the dominant scattering processes. The dotted lines are the Nr = 1, HO and N = 1
lines from section 3 as in figure 7, where ω → zE was used. Similarly, the dashed line is
the full solution in the soft limit with ω → zE. The solid black lines are from eq. (5.3) and
they contain finite-z corrections from appendix C. The finite-z corrections change the rate
for hard emissions around z ∼ 1. The panels in the lower part show the time dependence of
the rate for a fixed emitted energy.

4.3 Analytic solutions of the evolution equation

The evolution equation (4.8) is readily solved by numerical evaluation, which will be
discussed in section 5. Here we will discuss limiting cases where analytical solutions can
be found. We can find such solutions at early times (considering only one emission) and
at late times (considering many soft emissions). These are by now well-known limiting
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cases. Finally, we also consider the novel case of the evolution equation at intermediate
times, where both rare, hard emissions and multiple, soft emissions can occur in sequence
according to their respective allowed phase space of emissions, given in figure 3.

To simplify our discussion, in this section we will neglect the Bethe-Heitler regime. We
will nevertheless include it in the full numerical solutions presented in section 5.

Early time evolution. At an early stage of medium propagation, the leading parton
has little time to interact with the medium which also translates into a small probability of
splitting. Given our previous discussion, the natural medium scale to compare with is the
mean free path λ. Hence, at t . λ we consider a single splitting, leading to

D(x, t) ' δ(1− x)
[
1−

∫ t

0
ds
∫ 1

0
dz zK(z, xE, s)

]
+
∫ t

0
ds
∫ 1

x
dzK

(
z,
x

z
E, s

)
δ

(
1− x

z

)

=
∫ t

0
ds xK(x,E, s) , (4.13)

where we dropped the term proportional to δ(1− x), which is only important for energy
conservation, cf. eq. (4.10). Using the results in eq. (4.11), we find that

D(x, t) '




2ᾱ t
λ

1
1−x ln

(
ω̄c(t)

x(1−x)E

)
for x� x̄c ,

πᾱ
4
q̂0
E

t2

x(1−x)2 for x̄c � x� 1− x̄c ,
(4.14)

where we have defined x̄c = ω̄c(t)/E. For x � x̄c, corresponding to the single soft or
Bethe-Heitler scattering regime, a characteristic D ∼ ln 1/x structure appears that is similar
to the DGLAP energy distribution in vacuum. On the contrary, for x� x̄c, corresponding
to the single hard scattering regime, D ∼ 1/x, and the two regimes are separated by x̄c.
The limiting case of eq. (4.14) is shown in figure 9 with dashed lines for different times
(different panels). Since we, as we move onward, will largely neglect the description of
the infared regime, we only used the single hard scattering (green) contribution that is
valid x > x̄c.

Formally, the early-time expansion breaks down when t > λ which is also the character-
istic time when multiple interactions with the medium become important. Finally, we do
not expect the early time solution to hold for x < ᾱ2ωc/E where multiple emissions play
an important role.

Late time evolution. The evolution equation can be solved exactly if one assumes coher-
ent scatterings dominate for all momentum fractions x and all times t. This approximation
is most sound when t � Lc, as seen in figure 3. The analytical solution neglects the
Bethe-Heitler, which will make the solution less reliable for very small x < ωBH/E. We will
call this solution D0 as it serves as a baseline for subsequent calculations. It is the solution
to the evolution equation

∂

∂t
D0(x, t) =

∫ 1

x
dzKcoh

(
z,
x

z
E, t

)
D0

(
x

z
, t

)
−
∫ 1

0
dz zKcoh (z, xE, t)D0(x, t)

(4.15)
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Figure 9. Analytic solutions of the energy distribution in different approximations (eqs. (4.13), (4.16)
and (4.26)). With these parameters λ = 0.06 fm, and thus the different panels are t < λ, λ < t < Lc,
and t . Lc.

where Kcoh is the soft limit of the harmonic oscillator regime, see the middle term in
eq. (4.12). The solution from ref. [76] is

D0(x, τ) = τ√
x(1− x)3/2 e−π

τ2
1−x , (4.16)

where we dropped the δ(x) zero mode term, which is only important for energy conservation.
We have also defined the re-scaled evolution variable which absorbs the energy scale,

τ = ᾱ

√
q̂0
E
t . (4.17)

The solution has the D0 ∼ τ/
√
x shape characteristic of the turbulent cascade. Equa-

tion (4.16) is shown in figure 9 with dotted lines for different times.

Intermediate time evolution. To reach an approximate solution for intermediate times
it is useful to cast the evolution in different variables. Following ref. [77], and defining
ξ = x/z in the gain term and ξ = xz in the loss term the evolution can be rewritten as

∂

∂τ
D(x, τ) =

∫ 1

x
dξ P (x, ξ, τ)D(ξ, τ)−D(x, τ)

∫ x

0
dξ P (ξ, x, τ) , (4.18)

where P (x, ξ, τ ) = 1
ᾱ

√
E
q̂0

x
ξ2K(xξ , ξE, t) and τ is defined in (4.17). This form of the evolution

equation clearly shows the cancellation of divergences between the gain and loss terms
at ξ → x.

At early times, t < λ, the emissions are governed by single interactions with the medium.
In the regime λ < t < Lc you also have to take into account that coherent emissions play a
role in the soft regime ω < ωc(t) (neglecting Bethe-Heitler emissions). However, the region
above ωc(t) will contain emissions from single hard scatterings, see eq. (4.12) (third line). In
that case the kernel will be modified to include both a soft and a hard component, divided
by the ωc(t) separation line, as follows

P (x, ξ, τ) = θc(x, ξ, τ)Pcoh(x, ξ, τ) + θh(x, ξ, τ)Phard(x, ξ, τ) , (4.19)
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where the coherent and hard emission kernels were defined in eq. (4.12). After changing
variables they become

Pcoh(x, ξ, τ) =

√
ξ

x

1
(ξ − x)3/2 for x� xc or ξ − xc � x ,

Phard(x, ξ, τ) = π

2ᾱ
ξ

x

1
(ξ − x)2 τ for xc � x� ξ − xc , (4.20)

where xc ≡ ωc(t)/E = τ2/(2ᾱ2) and we have assumed that xc � 1 in the limits. These
conditions can be encoded in a set of Heaviside theta-functions to make sure that each
kernel is used solely in its regime of validity, namely18

θc(x, ξ, τ) = Θ(xc − x) + Θ(xc + x− ξ)−Θ(xc − x)Θ(xc + x− ξ) ,

θh(x, ξ, τ) = Θ(x− xc)Θ(ξ − xc − x) . (4.21)

The now τ -dependent separation line xc(τ) distinguishes the different regimes.
The full solution can be written as

D(x, τ) = D0(x, τ) + δD(x, τ) , (4.22)

where D0(x, τ) is a solution to the coherent, soft kernel defined in eq. (4.16), and δD(x, τ)
is a correcting factor.

Inserting this into the evolution equation (4.18), we get

∂

∂τ
D(x, τ) =

∫ 1

x
dξ P (x, ξ, τ)D0(ξ, τ)−D0(x, τ)

∫ x

0
dξ P (ξ, x, τ)

+
∫ 1

x
dξ P (x, ξ, τ)δD(ξ, τ)− δD(x, τ)

∫ x

0
dξ P (ξ, x, τ) . (4.23)

Taking into account that θc + θh = 1, one can rewrite the kernel as

P (x, ξ, τ) = Pcoh(x, ξ, τ) + δP (x, ξ, τ) , (4.24)

where δP ≡ (Phard − Pcoh)θh. Inserting the new kernel into eq. (4.23), the term ∂D0/∂τ

cancels, and we are left with an iterative formula for δD,

δD(x, τ) = D1(x, τ)

+
∫ τ

0
dσ
∫ 1

x
dξ P (x, ξ, σ)δD(ξ, σ)−

∫ τ

0
dσδD(x, σ)

∫ x

0
dξ P (ξ, x, σ) . (4.25)

Here we have defined the leading term in the correction as

D1(x, τ) =
∫ τ

0
dσ
∫ 1

x
dξ δP (x, ξ, σ)D0(ξ, σ)−

∫ τ

0
dσD0(x, σ)

∫ x

0
dξ δP (ξ, x, σ) , (4.26)

18In the case where xc is not small the conditions are slightly more complicated, and the hard regime is
encoded in θh(x, ξ, τ) = Θ

(
x− ξ

2

(
1−

√
1− 4xc

ξ

))
Θ
(
ξ
2

(
1 +

√
1− 4xc

ξ

)
− x
)
, and θc = 1− θh.
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which is given entirely in terms of known functions. To capture the main modifications
with respect to the purely coherent solution D0(x, τ), it is sufficient to keep only D1(x, τ).
This is sound because D0(x, t = 0) = δ(1− x), implying that δD(x, t = 0) = 0. Therefore,
all terms going as ∼ δD start out small. At later times, single hard emissions are rare, and
thus δD becomes less and less important.

Based on this discussion it is reasonable to assume that one can approximate the
intermediate time solution by the sum of the two leading terms D0 +D1. For this to be
true it must be checked that it reproduces the correct behavior at early and late times. The
early times expansion is

lim
τ→0

(D0(x, τ) +D1(x, τ)) '
∫ τ

0
dσ
∫ 1

x
dξ Pcoh(x, ξ, σ)δ(1− ξ)

+
∫ τ

0
dσ
∫ 1

x
dξ [Phard(x, ξ, τ)− Pcoh(x, ξ, τ)] δ(1− ξ)

= π

4ᾱ
τ2

x(1− x)2 , (4.27)

where we kept the leading term and ignored virtual terms containing δ(1− x). Therefore,
the sum D0 +D1 reproduces the hard part of the early time expansion given in eq. (4.14).
Moreover, at late times (t > Lc), the phase space for hard (ω > ωc) emissions vanishes, and
thus D1 → 0. Hence, at late times the intermediate time solution simply goes to the late
time solution D0. Consequently, we expect that the sum of the two first terms D0 +D1 to
provide a decent approximation of the true solution at all times. One can systematically
calculate corrections to this solution by iterating eq. (4.25).

The the early time solution eq. (4.13) (dashed), the soft limit of the HO approxima-
tion (4.16) (dotted), and the first correction D0 +D1 are shown in figure 9 with full lines
for different times. For short lengths (left panel), D0 +D1 closely resembles the early time
solution, as expected. For late times D0 + D1 reduces to D0, as there is not any phase
space for hard emissions left. The D0 presents the small x tail D0 ∼

√
x characteristic for

turbulence [76]. At intermediate times we see that D0 + D1 goes to D0 at low x, while
at high x there is a suppression due to the lack of coherent scatterings at early times.
Qualitatively, figure 9 resembles the full numerical solution shown in figure 10. In order to
compare the two figures, we have marked the value of xBH ≡ ωBH/E in figure 9. We have
also not included the color coding in this figure since it does not include the physics from
all the relevant regimes represented in figure 3.

5 Numerical evaluation of the medium cascade

In section 3 we presented an effective framework that describes medium-induced emissions
up to arbitrary precision. By using this framework we showed in section 4 how different
scattering processes contribute to multiple induced emissions. Based on the properties of
the medium (e.g. length, mean free path), not all induced emissions are necessary to resum
(or to consider many of them). For example, induced emissions from hard scatterings are
not as important to resum as emissions from multiple soft scatterings. We developed a
simple analytic model to include a single hard emission correction to the resummation of
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Figure 10. The energy distribution solution of the medium-induced emission evolution eq. (4.8) at
different times (different panels) and using different scattering mechanisms to calculate the emission
rate in eq. (4.9) (different line styles). The vertical dashed lines and the shaded areas separate
different scattering regions, where on the first panel t < λ and on the last panel t > Lc.

the multiple soft ones. In section 4, we made several simplifications e.g. we simplified the
emission kernel K, and neglected Bethe-Heitler emissions. It is important to understand how
the energy distribution behaves also without using these simplifications and to understand
the error introduced by employing them. That is the subject of this section.

In this section, we evaluate eq. (4.8) numerically using the kernel in our new framework.
For more details about the numerical implementation, see appendix D and the complemen-
tary code [78]. The resulting energy distribution is presented in figure 10, where the different
lines stem from using emission kernels K(z, E, t) at varying levels of approximation. The
three panels correspond to three different time stages in the evolution: t < λ, λ < t < Lc,
and t > Lc. As a reminder, there are no rare hard splittings for t > Lc, which is evident on
the rightmost panel of figure 10.

The evolution starts at t = 0, with a single gluon of energy distribution D(x, 0) = δ(1−x)
with E = 100GeV energy. We solely use gluons during the evolution for simplicity, however
our formalism is valid for other flavors too. The kernels we use include finite-z corrections,
see appendix C.3 for more details. The vertical dashed lines in figure 10 separate the regions
where different scattering processes dominate, which are the same regions as in figure 3.
The phase space for emissions is determined by comparing z(1− z)E with ω̄c(t), ωBH, and
ωc(t) in the relevant regions, as it is described in appendix C. The turbulent cascade
solution D0(x, t) from eq. (4.16) is also shown as a baseline, and was discussed in more
detail in section 4.3.

It is important to note that vacuum emissions are not included in the current study,
and thus many important effects (e.g. vacuum fragmentation, medium resolution, color
coherence), which are essential if one wishes to compare to measurements, will not be
discussed in this work. We refer the interested readers to refs. [29, 44, 45, 61, 74] for
further details.

Harmonic oscillator. A simple and much studied method of solving the evolution
equation eq. (4.8) is by using the harmonic oscillator (HO) approximation of the emission
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rate (see for example in refs. [20, 23, 29, 76, 77, 79–81]). The kernel is then simply given by

K(z, E, t) ≈ 2 d2IHO

dzdt

∣∣∣∣∣
E

, (5.1)

where the HO approximation was discussed in section 3.4 and in the numerics we used
eq. (C.27). In this approximation, the induced emissions originate from multiple soft elastic
scatterings with the medium, and we expect this process to dominate for t � λ and
xBH � x� xc(t) (red region in figure 3).

The energy distribution obtained by using the HO approximation is shown in figure 10
with black dotted lines. The HO spectrum exhibits the well know turbulent cascade
behavior [76, 77], resulting in a characteristic tail D(x� 1, t) ∼ t/√x, which can be seen
on the plot as horizontal lines at small x. This is also a feature of the simplified analytic
solution D0. The turbulent cascade involves a constant flux of energy propagating in time
to x→ 0. The turbulence appears below x < xc(t), and the energy increases with time due
to the time dependent emission phase space (see also ωc(t) in figure 3).

Above x > xc(t) the HO kernel switches from K ∼ 1/z3/2 to 1/z3 and thus the energy
distribution starts going as D(x, t) ∼ 1/x2. This is especially visible in the middle panel of
figure 10.

It is interesting to note that due to the running of q̂ (see eq. (3.43)), deviations from
the pure D ∼ 1/

√
x are expected in the HO solution. A consequence of this can be seen as

a small kink on the dotted curves (most visible in the left panel at x ≈ 10−4). Below the
kink, q̂(ω)→ q̂0 is used.

Improved opacity expansion. The IOE from section 3.4 makes it possible to extend
the HO description to include rare hard scatterings, covering both red and green regions in
figure 3. Here, the evolution equation is solved using the IOE kernel, which is

K(z, E, t) ≈ 2 d2IIOE

dzdt

∣∣∣∣∣
E

. (5.2)

This is valid from early to late times, for energies above the Bethe-Heitler regime x� xBH.
The energy distribution obtained using the IOE (HO+NHO is used in the numerical

implementation from eqs. (C.27)–(C.34)) is shown in figure 10 with black dashed lines.
In the x � xc(t) region the HO dominates and D(x, t) qualitatively does not change by
including hard emissions. The turbulent tail D ∼ 1/

√
x is still present. The offset between

the HO and HO+NHO results originates from the effective contribution of the NHO term
to q̂ ≈ q̂0 ln Q2

r

µ2∗
(1 + 1.016 ln−1 Q2

r

µ2∗
).

In the region x > xc(t), the distribution function changes from the purely HO result, due
to the inclusion of the NHO corrections. The splitting function here behaves as K ∼ 1/z2,
resulting in the distribution going as D(x) ∼ 1/x, which is visible in the green region.
Our analytic result from section 4.3, given by D0 +D1, includes a single hard emission in
addition to the HO cascade. Comparing the analytic results in figure 9 with the numerical
ones in figure 10 it is evident that the analytical result succeeds in capturing qualitatively
the behavior induced by using the IOE kernel.
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Several models are based mainly on the N = 1 term, see refs. [82–84], and also
refs. [85, 86]. However, these models miss the soft scatterings that are present in a large
medium with L > λ. Soft scatterings are crucial to include to achieve an accurate description
of the energy distribution for x < xc(t). We would like to also emphasize that by numerically
solving eq. (4.8), we also resum hard emissions and thus we consider the possibility of
emitting arbitrarily many of them.

Full solution. Finally, we present the energy distribution using our new picture. It is
given by solving the evolution equation (4.8) using the full kernel

K(z, E, t) = 2d2IFull

dzdt = 2





d2IROE

dzdt , if z(1− z)E < min(ω̄c(t), ωBH) ,
d2IIOE

dzdt , otherwise .
(5.3)

This covers the full emission phase space in (z, t, E) and was derived in detail in section 3.
In practice we used Nr = 1 and HO+NHO terms, derived from eqs. (3.31), (3.34), (3.58)
and (3.61). This provides an excellent approximation to the true result, as can be seen
when comparing to the numerical evaluation of the kernel in figure 7.

The resulting energy distribution is shown as full black lines in figure 10. One can
see that the results obtained by solely using the IOE (dashed lines) agrees very well with
the full kernel for x� xBH, but they start to differ when x . xBH. It is clear that all the
difference between these two curves comes from Bethe-Heitler emissions. An increasing
tail appears at low x, which becomes more and more important for later times, due to the
logarithmic soft limit of the ROE kernel. In this region the ROE kernel is K ∼ ln(z)/z,
resulting in the energy distribution going as D ∼ ln 1

x , which is similar to the DGLAP
evolution in vacuum.

A new, interesting bump also appears in the full solution close to xBH, which warrants
an explanation. First, the energy flux that brings quanta from x = 1 to x = 0 is not
the same on the two sides of xBH. If the energy transport is more efficient from the right
(red region), that will result in a slowing of the flux when going from higher to lower
x. The bump can then be understood as a sediment of energy building up around xBH.
Secondly, the emission kernel defined in eq. (5.3) is not smooth around the transition point
min(ω̄c(t), ωBH). This discontinuity introduces additional uncertainties in the true behavior
of the energy distribution around xBH. This transition would smoothen by including more
orders of the expansion, which should be studied in the future. This uncertainty could also
be connected with the observed bump. In our numerical implementation we introduced a
smoothing function to minimize this uncertainty, but it is still present. In addition, other
effects like 2→ 2 scattering process and thermal masses are also important here [52], which
we do not presently discuss. A thorough study of this region is needed where all these
effects are included, which motivates future work.

Bethe-Heitler emissions have a soft divergence and thus an IR regulator ωmin has to be
introduced. A similar regulator was introduced in the numerical differential equation solver.
For more details, see appendix D.
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6 Conclusions and outlook

In this paper, we studied emissions induced by elastic scatterings on the quark gluon plasma.
We considered the interplay of the relevant length scales of the problem, which are the
propagation length, the mean free path between scatterings, and the formation time. From
these considerations, we derived the emergent energy scales that separate the induced
emission spectrum into regimes governed by different scattering processes. The emerging
hierarchy of scales and related processes is illustrated in figure 3.

We presented a new theoretical framework consisting of different perturbative expan-
sions, namely the opacity expansion (OE), the improved OE (IOE), and the resummed OE
(ROE), which we derived rigorously. Together these are suitable to describe the induced
emission spectrum in different regimes. We showed that at least one of the expansions is
valid in every phase space (ω, t) point, where ω is the energy of the emitted gluon and t
is the propagation time (length) in the medium.19 While these expansions are formally
simply reorganizations of the multiple scattering series, it is also important to note that
none of the expansions when truncated at any fixed order is valid everywhere. Relying on
the multiple approaches to obtain the spectrum, our composite framework can account for
an arbitrary number of medium interactions that can be soft or hard. Most importantly,
it is systematically improvable and can, in principle, describe the emission spectrum (and
rate) up to arbitrary precision, which has only been achieved numerically before [48, 49, 51].

In the current work, we have elucidated the convergence properties up to second order
in the studied resummations. Identifying the expansion structure in the different regimes
opens for the possibility of studying the accuracy of resummations in the medium. Finally,
our new description provides a quick and efficient way to evaluate the induced emission
spectrum (and rate), which is an essential ingredient of medium-induced cascades and jet
quenching study. Our implementation is available in an online repository [78].

In order to tackle multiple emissions, we also studied the in-medium energy distribu-
tion D(x, t) within our new formalism. This is an essential ingredient of jet quenching
phenomenology as it describes how the energy of a leading particle gets distributed within a
cascade. Having first identified the conditions to generate multiple emissions in the medium,
we demonstrated the separation between early, rare emissions — generated mainly by a
single momentum exchange with the medium — and a following cascade of soft splittings.
We also showed that emissions are formed independently up to suppressed terms, justifying
a posteriori the formulation of the cascade via a rate equation. We developed new analytic
tools to combine the resummation of multiple soft with rare hard emissions, and thus we
showed how different scattering processes appear on the level of the energy distribution.
Finally, using numerical evaluation based on the previously derived full splitting kernels, we
showed more rigorously the transition effects between different scattering regions. We iden-
tified the importance of the time dependent phase space separation, multiple Bethe-Heitler
emissions, and the running of q̂, to mention some.

Even though this work can immediately be applied to jet quenching phenomenology one
should also tackle other challenges, such as vacuum emissions and coherence effects, which

19For the general case valid beyond the strictly soft limit ω refers to the reduced energy of the three-body
evolution ω = z(1−z)E, where E is the initial energy of the emitter and z is the momentum sharing fraction.
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we have neglected here and left for future studies. We also acknowledge the importance
of soft emissions for which one should study thermal masses, energy changing 2 → 2
scatterings, and thermalization [52, 87] to correctly describe the very infrared regime
close to the thermal scale and below. Moreover, other non-perturbative effects such as
expanding, inhomogeneous medium are also important, in which direction our framework is
extendable [23, 28, 88, 89].
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A All order formulas for medium-induced spectrum in the soft limit

Here we present some general formulas for the different expansions, that aided us in
calculating the spectrum in section 3. In all cases the full spectrum is given as the sum
of all the terms ω dI

dω =
∑
n ω

dIN=n

dω . The expansion therefore only converges if the terms
decrease sufficiently fast order by order ω dIN=n+1

dω < ω dIN=n

dω .

A.1 Opacity expansion

Combining the formulas for the opacity expansion eq. (3.6) and the spectrum eq. (3.12) one
can write the formula for the nth term of the opacity expansion as20

ω
dIN=n

dω = (−1)n−1 4αsCR

ω

∫

pn,...,p1

Σ(p2
n)pn ·p1

p2
n

v(pn−pn−1) . . .v(p2−p1) (A.1)

×Re i
∫ L

0
dtn

∫ tn

0
dt0
∫ tn

t0

dtn−1

∫ tn−1

t0

dtn−2· · ·
∫ t2

t0

dt1 e−i
p2
n

2ω (tn−tn−1) . . .e−i
p2
1

2ω (t1−t0) ,

where v(p, s) is given in eq. (3.7) and Σ(p2) in given in eq. (3.13) in the GW model. It is
useful to go to unitless integration variables, by defining

√
L/2ωpk → pk and tk

L → tk,

ω
dIN=n

dω = (−1)n−18πᾱ
(
L

λ

)n ω̄c

ω

∫

pn,...,p1

Σ̃(p2
n)pn ·p1

p2
n

ṽ(pn−pn−1) . . . ṽ(p2−p1)

×Re i
∫ 1

0
dtn

∫ tn

0
dt0
∫ tn

t0

dtn−1

∫ tn−1

t0

dtn−2· · ·
∫ t2

t0

dt1 e−ip2
n(tn−tn−1) . . .e−ip2

1(t1−t0) .

(A.2)

Here we have used the unitless function ṽ(p) = (2π)2δ(p)− ω̄c
ω σ̃(p), where in the GW model

σ̃(p) = 4π
(
p2 + ω̄c

ω

)2 ,

Σ̃(p2) = 1
p2 + ω̄c

ω

. (A.3)

20The gluon color factors appearing in v are not trivial at nth order and thus we refer the reader to
appendix C for further discussion.
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The momentum and time integrals only depend on the unitless combination ω̄c/ω. This
means that the spectrum will take the form ω dIN=n

dω = ᾱ
(
L
λ

)n
hn( ωω̄c ), for some function hn.

This would naively imply convergence for L/λ < 1, but the exact for of the function hn must
also be taken into account. In section 3.2 we showed for N = 1, 2 at low energy ω � ω̄c
that hn( ωω̄c ) is a finite function, meaning the series converges when L/λ < 1. However,
at high energy ω � ω̄c the function takes the form hn( ω̄cω ) ∼ ( ω̄cω )nh̃n( ω̄cω ), where h̃n is
finite, implying convergence when L

λ
ω̄c
ω < 1. Proving this is true to all orders is deferred to

future work.
One can also derive a corresponding formula for the rate ω dIN=n

dωdL , by taking the length
derivative of eq. (A.2)

ω
dIN=n

dωdL

= (−1)n−18πᾱ 1
L

(
L

λ

)n ω̄c
ω

∫

pn,...,p1
Σ̃(p2

n)pn ·p1
p2
n

ṽ(pn−pn−1) . . . ṽ(p2−p1)

×Re i
∫ 1

0
dt0

∫ 1

t0
dtn−1

∫ tn−1

t0
dtn−2· · ·

∫ t2

t0
dt1 e−ip2

n(1−tn−1)e−ip2
n−1(tn−1−tn−2) . . .e−ip2

1(t1−t0) .

(A.4)

A.2 Resummed opacity expansion

One can also derive all order formulas for the resummed opacity expansion, by starting
with eq. (3.26) and following the same procedure,

ω
dINr=n

dω

= 4αsCR

ω

∫

pn,...,p1

Σ(p2
n)pn ·p1

p2
n

σ(pn−pn−1) . . .σ(p2−p1) (A.5)

×Re i
∫ L

0
dtn

∫ tn

0
dt0
∫ tn

t0

dtn−1

∫ tn−1

t0

dtn−2· · ·
∫ t2

t0

dt1 ∆(tn, t0)e−i
p2
n

2ω (tn−tn−1) . . .e−i
p2
1

2ω (t1−t0) .

The ROE and OE expansions are equivalent at infinite order at low opacity L/λ� 1, but at
finite order the terms are mixed up. The terms containing a delta function in the potential
v in the OE are included in the Sudakov factor ∆ in the ROE. One can see this by taking
∆→ 1 and v → −σ in eq. (A.5) and eq. (A.1) respectively, in which case the expansions
become exactly the same. This is however not a good approximation at any order.

After changing to unitless variables we arrive at

ω
dINr=n

dω

= 8πᾱ
(
L

λ

)n( ω̄c

ω

)n∫

pn,...,p1

Σ̃(p2
n)pn ·p1

p2
n

σ̃(pn−pn−1) . . . σ̃(p2−p1) (A.6)

×Re i
∫ 1

0
dtn

∫ tn

0
dt0
∫ tn

t0

dtn−1

∫ tn−1

t0

dtn−2· · ·
∫ t2

t0

dt1 e−L
λ (tn−t0)e−ip2

n(tn−tn−1) . . .e−ip2
1(t1−t0) ,

where we have used that in the static medium ∆(tn, t0) = exp(− tn−t0
λ ). Again we use the

unitless functions Σ̃(p2) and σ̃(p) defined in eq. (A.3) for the GW model. In this case the
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time integrals can be done analytically

i

∫ 1

0
dtn

∫ tn

0
dt0

∫ tn

t0
dtn−1

∫ tn−1

t0
dtn−2· · ·

∫ t2

t0
dt1 e−

L
λ

(tn−t0)e−ip2
n(tn−tn−1) . . . e−ip2

1(t1−t0)

= in
∫ 1

0
dtn

∫ tn

0
dt0

n∑

k=1

e−i(p2
k−iLλ )(tn−t0)

∏n
l 6=k(p2

k − p2
l )

=
(

cos nπ2 + i sin nπ2

) n∑

k=1

T
(
p2
k − iLλ

)

∏n
l 6=k(p2

k − p2
l )
,

(A.7)

where we have defined the function

T (x) =
∫ 1

0
dtn

∫ tn

0
dt0 e−ix(tn−t0) = 1− ix− e−x

x2 . (A.8)

The reason this simplification was not possible in the OE is that the formula for the time
integrals is only valid if pk 6= pl, while the OE has terms containing δ(pk − pk−1). However,
in the ROE there are no such deltas, so the formula is valid. In the end the spectrum is

ω
dINr=n

dω = 8πᾱ
(
L

λ

)n ( ω̄c
ω

)n ∫

pn,...,p1
Σ̃(p2

n)pn · p1
p2
n

σ̃(pn − pn−1) . . . σ̃(p2 − p1)

×
n∑

k=1

cos nπ2 ReT (p2
k − iχ)− sin nπ

2 ImT (p2
k − iχ)

∏n
l 6=k(p2

k − p2
l )

. (A.9)

The remaining momentum integrals will in the end be some function of ω̄c/ω and opacity
χ = L/λ. As a reference, the real and imaginary parts of T (p2 − iχ) are

ReT (p2 − iχ) = χ(p4 + χ2) + p4 − χ2 − e−χ
(
(p4 − χ2) cosp2 + 2χp2 sinp2)

(p4 + χ2)2

−ImT (p2 − iχ) = p2(p4 + χ2)− 2χp2 − e−χ
(
(p4 − χ2) sinp2 − 2χp2 cosp2)

(p4 + χ2)2 . (A.10)

It is also possible to look at the limits of this function when the opacity χ is low or high.
In the low opacity case χ� 1 we have

ω
dINr=n

dω ' 8πᾱ
(
L

λ

)n ( ω̄c
ω

)n ∫

pn,...,p1
Σ̃(p2

n)pn · p1
p2
n

σ̃(pn − pn−1) . . . σ̃(p2 − p1)

×
n∑

k=1

cos nπ2 (1− cosp2
k) + sin nπ

2 (p2
k − sinp2

k)
p4
k

∏n
l 6=k(p2

k − p2
l )

. (A.11)

In this case the momentum integrals will give a function of ω̄c/ω. As mentioned in section 3.3
is it preferable to use the OE (A.2) at low opacity, as the order of opacity is mixed up in
the ROE.

In the high opacity case χ� 1 you get

ω
dINr=n

dω ' 8πᾱL
λ

(
ωBH

ω

)n ∫

pn,...,p1
Σ̃(p2

n,ωBH)pn ·p1
p2
n

σ̃(pn−pn−1,ωBH) . . . σ̃(p2−p1,ωBH)

×
n∑

k=1

cos nπ2 +sin nπ
2 p

2
k

(1+p4
k)
∏n
l 6=k(p2

k−p2
l )
. (A.12)
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Here we see the emergence of the scale ωBH = 1
2µ

2λ, which takes the place of ω̄c in the
functions Σ̃ and σ̃, as emphasized in the above formula. The momentum integrals then only
become some function of ωBH/ω. Notice that this scales as ∼ L/λ at every order, meaning
it can converge also when L/λ > 1.

In section 3.4 we calculated the high opacity limit to orders N = 1, 2. There it was
clear that for low ω � ωBH the N = 2 limit is subleading compared to the N = 1 limit,
while at high ω � ωBH the N = 2 and N = 1 limits are of the same order. This seems
to imply that the expansion converges at low ω, while it breaks down at high ω. Again,
proving this for all orders is deferred to future work.

Again the calculation for the rate ω dINr=n

dωdL is similar

ω
dINr=n

dωdL

= 8πᾱ 1
L

(
L

λ

)n ( ω̄c
ω

)n ∫

pn,...,p1
Σ̃(p2

n)pn · p1
p2
n

σ̃(pn − pn−1) . . . σ̃(p2 − p1)

×
n∑

k=1

cos nπ2
[
χ− e−χ

(
χ cosp2

k − p2
k sinp2

k

)]
+ sin nπ

2
[
p2
k − e−χ

(
p2
k cosp2

k + χ sinp2
k

)]

(p4
k + χ2)

∏n
l 6=k(p2

k − p2
l )

.

(A.13)
A.3 Improved opacity expansion
The spectrum for the improved opacity expansion can be written as the iterative equation

ω
dIIOE

dω = −2αsCR
ω2 Re

∫ ∞

0
dt2

∫ t2

0
dt1

∫ t2

t1
ds
∫

d2z

× ∂x · ∂y[KHO(x, t2; z, s)δv(z, s)K(z, s;y, t1)]x=y=0 , (A.14)

where the zeroth order solution is the HO from eq. (3.57) has to be added. In the following
we will make use of results from refs. [53, 54]. The harmonic oscillator propagator is

KHO (x, t2;y, t1) = ω

2πiS (t2, t1) exp
(

iω

2S (t2, t1)
[
C (t1, t2)x2 + C (t2, t1)y2 − 2x · y

])
.

(A.15)
The functions S and C are given implicitly by

[
d2

d2t
+ Ω2(t)

]
S (t, t0) = 0, S (t0, t0) = 0, ∂tS (t, t0)t=t0 = 1

[
d2

d2t
+ Ω2(t)

]
C (t, t0) = 0, C (t0, t0) = 1, ∂tC (t, t0)t=t0 = 0 ,

(A.16)

where the frequency Ω(t) is given by

Ω(t) = 1− i
2

√
q̂(t)
ω

(A.17)

To continue it is useful to apply the formulas
∫ ∞

s
dt2∂xKHO(x, t2; z, s)|x=0 = −iω

π

z

z2 ei
ω
2 Ω(s)2 S(s,L)

C(s,L)z
2

∫ s

0
dt1∂yKHO(z, s;y, t1)|y=0 = −iω

π

z

z2 e−i
ω
2
C(0,s)
S(0,s) z

2
. (A.18)
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Then the spectrum takes the following form

ω
dIIOE

dω = 2ᾱ
ω

Re i
∫ L

0
dt2

∫ t2

0
dt1

∫
d2x e−i

ωΩ
2 tan (Ω(L−t2))x2

δv(x) x
x2 · ∂yK(x, t2;y, t1)|y=0 ,

(A.19)
where we have used that for the brick medium q̂(t) = Θ(L − t)q̂, the functions S and C
are simply

S (t2, t1) = 1
Ω sin Ω (t2 − t1) , and C (t2, t1) = cos Ω (t2 − t1) . (A.20)

One can derive a formula for the IOE at arbitrary order, which was also explored in ref. [55].

ω
dINI=n

dω = (−1)n−1 2ᾱ
π

∫
d2xn . . . d2x1

xn · x1
x2
nx

2
1
δv(xn) . . . δv(x1)

× Re
∫ L

0
dtn

∫ tn

0
dtn−1· · ·

∫ t2

0
dt1 ei

ωΩ
2 [cot (Ωt1)x2

1−tan (Ω(L−tn))x2
n]

×KHO(xn, tn;xn−1, tn−1) . . .KHO(x2, t2;x1, t1) . (A.21)

After changing to unitless variables by defining uk =
√
µ2ω/(2ω̄c)xk and sk = tk

L ,

ω
dINI=n

dω = (−1)n−1 2ᾱ
π

(
L

λ

)n ( ω̄c
ω

)n ∫
d2un . . . d2u1

un · u1
u2
nu

2
1
δṽ(un) . . . δṽ(u1)

× Re
∫ 1

0
dsn

∫ sn

0
dsn−1· · ·

∫ s2

0
ds1 ei

σ
2
√

ωc
ω [cot (σ

√
ωc
ω
s1)u2

1−tan (σ
√

ωc
ω

(1−sn))u2
n]

× K̃HO(un, sn;un−1, sn−1) . . . K̃HO(u2, s2;u1, s1) . (A.22)

Here we have defined σ = 1−i√
2 and the unitless functions

δṽ(u) = 1
2u

2 ln
(
ω

ω̄c

µ2

2Q2
1
u2

)
,

K̃HO(u2, s2;u1, s1) =
σ
√

ωc
ω

2πi sin
(
σ
√

ωc
ω (s2 − s1)

)

× e
iσ
√

ωc
ω

2 sin
(
σ
√

ωc
ω (s2−s1)

) [cos (σ
√

ωc
ω

(s2−s1))(u2
2+u2

1)−2u2·u1]
. (A.23)

As the integrals only depend on
√

ωc
ω and ω

ω̄c
µ2

2Q2 the IOE spectrum can be written as

ω dINI=n

dω = 2ᾱ
π

(
L
λ

)n ( ω̄c
ω

)n
fn
(√

ωc
ω ,

ω
ω̄c

µ2

2Q2

)
where the function fn is given by the integrals.

The soft limit ω � ωc of the IOE expansion was discussed in detail in [55], and also
in section 3.4.

In the hard limit ω � ωc, the spectrum becomes

ω
dINI=n

dω ' (−1)n−1 2ᾱ
π

(
L

λ

)n ( ω̄c
ω

)n ∫
d2un . . . d2u1

un · u1
u2
nu

2
1
δṽ(un) . . . δṽ(u1)

× Re
∫ 1

0
dsn

∫ sn

0
dsn−1· · ·

∫ s2

0
ds1 ei

u2
1

2s1

× K̃0(un, sn;un−1, sn−1) . . . K̃0(u2, s2;u1, s1), (A.24)
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where the BDMPS propagator has gone to the vacuum propagator

K̃0(u2, s2;u1, s1) = 1
2πi(s2 − s1)ei

i(u2−u1)2
2(s2−s1) . (A.25)

Notice that there is no remaining dependence on the BDMPS scale ωc. In section 3.4 we
calculated the hard limit to first order, and the resulting expression (3.61) is the same as
the OE limit (3.16) for high ω. Whether this correspondence is also true at higher orders is
an interesting question that will be explored in future work.

B General formulas for the emission rate in the soft limit

In this appendix, we gather the formulas relevant for computing the emission rate in the
soft limit. The rate can be written as

ω
dI

dωdt = 4ᾱπ
ω

Re i
∫ t

0
dt1

∫

p,p0
Σ(p2, t)p · p0

p2 K(p, t;p0, t1) , (B.1)

in momentum-space representation of the three-point function, and

ω
dI

dωdt = 2ᾱ
ω

Re i
∫ t

0
dt1

∫

z
v(z, t) z

z2 · ∂y K(z, t;y, t1)|y=0 , (B.2)

in coordinate-space representation. Equation (B.1) can be employed directly to derive
expressions for the rate in the OE and ROE, by simply inserting the expansions (3.6)
and (3.26). We will not attempt at deriving higher-order corrections to these rates here,
since they can be also be found for a medium with constant density by taking the appropriate
derivative with respect to length on the expression for the spectrum.

For the IOE, the harmonic oscillator spectrum is directly calculable, following the
decomposition in eqs. (3.49) and (3.50). For the IOE rates, we find

ω
dIHO

dωdt = ᾱ

2ωRe i
∫ t

0
dt1

∫

z
q̂(t)z · ∂y KHO(z, t;y, t1)|y=0 , (B.3)

ω
dI IOE

dωdt = 2ᾱ
ω

Re i
∫ t

0
dt1

∫

z
δv(z, t) z

z2 · ∂y K(z, t;y, t1)|y=0 , (B.4)

where the three-point correlator K(z;y) is found from iterating (3.45). As a cross-check,
for a medium with constant density we obtain

ω
dIHO

dωdt = ᾱxRe (i− 1) tan
[1− i

2 xt

]
= ᾱx

sinh (xt)− sin (xt)
cosh (xt) + cos (xt) , (B.5)

where x ≡
√
q̂/ω, for the harmonic oscillator term.

C Medium-induced spectrum and rate with finite-z corrections

The process we study is a parton of energy E splitting into two partons with energy zE and
(1− z)E. In the main text, we refer to the emitted energy zE as ω. However, we stress that
this definition is only true in the soft limit. In the more general case we refer to ω as the
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reduced energy of the three-body evolution, that is ω = z(1− z)E. This quantity is only
equal to the emitted energy when z → 0, in which case it reduces to ω ' zE. This appendix
accounts for how our framework generalizes when considering all the finite-z contributions,
which means we strictly use the full definition ω = z(1− z)E.

Reference [57] already has an implementation of the OE (N = 1) and IOE (HO+NHO)
medium-induced emission spectrum in the strictly soft limit (ω � E) for a homogeneous
brick. We improve on this by keeping finite-z terms, including the rates, and by including
the OE and ROE expansions. The resulting code is available online [78].

The starting equation for keeping finite-z corrections can be found in ref. [54],

dImed
ba

dz = αs
ω2Pba(z)Re

∫ ∞

0
dt2

∫ t2

0
dt1 ∂x · ∂y [Kba(x, t2;y, t1)−K0(x, t2;y, t1)]x=y=0 ,

(C.1)

where the parent parton a carrying energy E splits into partons b and c, carrying energy
zE and (1 − z)E, respectively. It is the finite-z analog of eq. (3.1). The Altarelli-Parisi
splitting functions are

Pgq(z) = CF
1 + (1− z)2

z
, Pqq(z) = Pgq(1− z) ,

Pgg(z) = CA
[1 + z(1− z)]2

z(1− z) , Pqg(z) = NfTF
[
z2 + (1− z)2

]
, (C.2)

which are valid for 0 < z < 1. In the soft limit z � 1, for quarks the splitting function
reduces to Pq(z) ≈ 2CF

z , while for gluons (where 1 − z � 1 also has to be included)
Pg(z) ≈ CA

z(1−z) ≈
2CA
z , where in the last step the 1− z contribution has been folded to z

with the additional factor of 2. The three-point correlator K(x;y) satisfies the following
Schrödinger-like equation

[
i
∂

∂t
+ ∂2

x

2ω + ivba(x, t)
]
Kba(x, t;y, t0) = iδ(t− t0)δ(x− y) , (C.3)

where the potential vba describes the splitting induced by partons scattering with the medium,

vba(x, t) = Ccba
2Nc

v(x, t) + Cacb
2Nc

v(zx, t) + Cbac
2Nc

v((1− z)x, t) , (C.4)

where Cijk ≡ Ci +Cj −Ck and Ci is the Casimir operator squared for particle i and v(x, t)
is defined in eq. (3.3). In the soft limit, vg(x, t) ≈ vq(x, t) ≈ Cb,c

Nc
v(x, t), where the soft

emission is always a gluon (Cb or Cc = Nc). Surprisingly, this shows that the potential is
sensitive to the emitted gluon’s and not the emitter’s color in the soft limit because v is
proportional with Nc by definition. This was observed previously in the opacity expansion
and was explained heuristically in [36]. For quarks in the z → 1 limit, the potential goes to
vq(x, t) ≈ CF

Nc
v(x, t), where the color factor compensates the Nc in v.

In momentum space, we find

vba(q, t) = Ccba
2Nc

v(q, t) + Cacb
2Nc

1
z2 v

(
q

z
, t

)
+ Cbac

2Nc

1
(1− z)2 v

(
q

1− z , t
)
, (C.5)
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where v(q, t) = (2π)2δ(q)Σ(t) − σ(q, t), and Σ(t) = Σ(0, t) =
∫
q σ(q, t). In the soft limit,

vg(q, t) ≈ vq(q, t) ≈ v(q, t), which only becomes apparent once the explicit form of σ(q) is
used in v(qz ). It is at this point worth extending the definition of the interaction potential
to also include an argument defining the screening mass, i.e.

σ(q, t, µ) ≡ 4πq̂0(t)
(q2 + µ2)2 , (C.6)

for the GW model (see eq. (3.4)), and similarly for the inverse mean free path Σ(p2, t)→
Σ(p2, t, µ), where Σ(p2, t, µ) =

∫
q σ(q, t, µ)Θ(q2 − p2). Then, 1

z2σ(pz , t, µ) = z2σ(p, t, zµ).
Further simplifications can be made following the discussion in section 3.1. For the

spectrum in momentum space representation, generalizing eq. (3.12) to finite-z, we arrive at

dIba
dz = 2αs

ω
Pba(z) Re i

∫ L

0
dt2

∫ t2

0
dt1

∫

p,p0
Σba(p2, t2)p · p0

p2 Kba(p, t2;p0, t1) , (C.7)

where

Σba(q2, t) = Ccba
2Nc

Σ(q2, t, µ)+Cacb
2Nc

z2Σ(q2, t, zµ)+Cbac
2Nc

(1−z)2Σ(q2, t, (1−z)µ) , (C.8)

and the three-point function in momentum-space representation is found through the
implicit equation

Kba(p, t;p0, t0) = (2π)2δ(p− p0)K0(p; t− t0)

−
∫ t

t0
ds
∫

q
K0(p; t− s)vba(q, s)Kba(p− q, s;p0, t0) . (C.9)

Then, analogously to the derivations in appendix B, the rate at finite-z reads

dIba
dzdt = 2αs

ω
Pba(z)Re i

∫ t

0
dt1

∫

p,p0
Σba(p2, t)p · p0

p2 Kba(p, t;p0, t1) . (C.10)

Similar manipulations in coordinate-space representation will be done directly in the IOE
section below.

To simplify the expressions below we also introduce the shorthand that accounts for
the recurring combinations of color and z factors, see e.g. in eq. (C.8). Hence, we have

3∑

p=1
Cpz2

pf(z2
px) = Ccba

2Nc
f(x) + Cacb

2Nc
z2f(z2x) + Cbac

2Nc
(1− z)2f((1− z)2x) , (C.11)

that runs over the three cyclic permutations of {a, b, c}. Here Cp =
[
Ccba
2Nc ,

Cacb
2Nc ,

Cbac
2Nc

]
and

zp = [1, z, (1 − z)], with p running from 1 to 3. In the soft limit this expression simply
becomes ∑p Cpz2

pf(z2
px)→ f(x).

C.1 Opacity expansion

From eq. (C.7), and following section 3.2, we find the N = 1 contribution of the OE at
finite-z to be,

dIN=1
ba

dz = 2αs
π

Pba(z)
z(1− z)

L

λ

µ2L

2E
∑

p

Cpz2
p IN=1(z2

py) , (C.12)
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where λ = µ2/q̂0 is the mean free path, y = ω̄c
ω = µ2L

2z(1−z)E , and the relevant integral is21

IN=1(y) =
∫ ∞

0

du
u2
u− sin u
u+ y

=




π
4 , for y � 1 ,
1
y (γE + ln y) , for y � 1 .

(C.13)

We have also extracted the asymptotic behaviors for future convenience. The soft limit
of a hard emission (ω̄c � zE � E) reduces to dI

dz = ᾱπ2
L
λ
ω̄c
z2E , which is in agreement with

eq. (3.16), with ω → zE. One could also use Pg(z) ≈ CA
z(1−z) and keep z(1− z), and then

an extra 1/2 factor will appear to not double count both contributions z, 1− z � 1. The
rate can be found directly from eq. (C.10) and is given by

dIN=1
ba

dzdt = 2αs
π

Pba(z)
z(1− z)

1
λ

µ2t

2E
∑

p

Cpz2
p ĨN=1(z2

py) , (C.14)

where

ĨN=1(y) =
∫ ∞

0

du
u

1− cosu
u+ y

=




π
2 , for y � 1 ,
1
y (1 + γE + ln y) , for y � 1 .

(C.15)

C.2 Resummed opacity expansion

The finite-z potential in eq. (C.4) introduces an additional complication for the ROE.
In section 3.3, we separated and resummed the zero momentum exchange mode, while
expanding in real scatterings. In eq. (C.4), however, this separation is more complicated
because additional zero modes appear in the real terms in the z, 1− z → 0 limits. Therefore,
we make sure to explicitly subtract the zero mode terms in real scatterings

vba(p, t) = (2π)2∑

p

Cp
[
(1− f(zp))δ(p)Σ(t)−

∫

q
(δ(p− zpq)− f(zp)δ(p))σ(q)

]
. (C.16)

We introduced f(z) arbitrary function, that goes to 1 in the soft limit z → 0 (and 1−z → 0).
In this paper, we make the choice f(z) = 1− z2. The resummed opacity expansion involves
the Sudakov factor of the no elastic scattering probability,

∆ba(t2, t1) = exp
[
−
∫ t2

t1
ds Σ̂(s, z)

]
, (C.17)

here Σ̂(s, z) = [Ccba2Nc + z2Cacb
2Nc + (1 − z)2Cbac

2Nc ]Σ(s). In the soft limit Σ̂ → Σ, and thus the
Sudakov goes to eq. (3.25). The expansion reads

Kba(p, t;p0, t0) = (2π)2δ(p− p0)∆ba(t2, t1)K0(p; t2 − t1)

−
∫ t2

t1
ds
∫

q
∆ba(t2, s)K0(p; t2 − s)σ̂ba(q, s)Kba(p− q, s;p0, t0) , (C.18)

where σ̂ba(q, s) =
∑
p Cp 1

z2
p
σ( qzp , t)−

∑
p Cpf(zp)Σ(s).

21The integrals are available with trigonometric integral functions
∫ ∞

0

du
u2

u− sinu
u+ y

= 1
y2

[
y(γE − 1 + ln y) + π sin2 y

2 − Ci(y) sin y + Si(y) cos y
]
,

∫ ∞

0

du
u

1− cosu
u+ y

= 1
2y [2(γE + ln(y))− 2 cos(y)Ci(y) + sin(y)(π − 2Si(y))] ,

where Euler Gamma γE , Ci(z) = −
∫∞
z

dt/t cos t, and Si(z) =
∫ t

0 dt/t sin t.

– 46 –



J
H
E
P
0
2
(
2
0
2
3
)
1
5
6

The first order (Nr = 1) can be read directly off from eq. (C.7), and reads

dINr=1
ba

dz = 2αs
ω
Pba(z) Re i

∫ L

0
dt2

∫ t2

0
dt1

∫

p
Σba(p2, t2)K0(p; t2 − t1)∆ba(t2, t1) ,

= 2αs
π

Pba(z)
z(1− z)

L

λ

µ2L

2E
∑

p

Cpz2
pINr=1(z2

py) , (C.19)

where y = µ2L
2ω and, defining χ̂ ≡ Σ̂L,

INr=1(y) = −
∫ ∞

0

du
u+ y

ImT (u− iχ̂) , (C.20)

and T (u) = (1− iu− e−iu)/u2. The imaginary part can also be written explicitly, as

− ImT (u− iχ̂) = u[u2 + χ̂(χ̂− 2)] +
[
2uχ̂ cosu− (u2 − χ̂2) sin u

]
e−χ̂

[u2 + χ̂2]2 . (C.21)

In the big medium limit (χ̂� 1), our formula reproduces eq. (3.34), dI
dz = ᾱ

z
L
λ ln µ2λ

2zE .
The rate follows directly from eq. (C.10), and reads

dINr=1
ba

dzdt = 2αs
π

Pba(z)
z(1− z)

1
λ

µ2t

2E
∑

p

Cpz2
p ĨNr=1(z2

py) , (C.22)

with the relevant integral being,22

ĨNr=1(y) = −
∫ ∞

0

du
u+ y

ImT̃ (u− iχ̂) , (C.23)

with T̃ (y) = (−i+ ie−iu)/u. The imaginary part of this function is

− Im T̃ (u− iχ̂) = u− e−χ̂(u cosu+ χ̂ sin u)
u2 + χ̂2 . (C.24)

C.3 Improved opacity expansion

The IOE is similar to that we used in section 3.4, one takes a perturbative expansion in
µ|x| � 1 of eq. (3.3) in eq. (C.4). By including the color and z-dependence of the splitting,

22The integral is analytical using Ei(x) = −
∫∞
−x dte−t/t,

∫ ∞

0
duu(eχ − cosu)− χ sinu

(u+ y)(u2 + χ2) = e−χ

2(χ2 + y2)

[
πxeχ − πχ(cos y − sin y)− 2y(cos(y)Ci(y) + sin(y)Si(y))

+2χ(cos(y)Si(y)− sin(y)Ci(y)) + 2yeχ
(

ln y

χ
+ Ei(−x)

)]
.
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an effective jet quenching parameter can be defined as23

q̂ba(z, t) ≡ q̂0(t)
[
Ccba
2CA

ln Q
2

µ2∗
+ Cacb

2CA
z2 ln Q2

z2µ2∗
+ Cbac

2CA
(1− z)2 ln Q2

(1− z)2µ2∗

]
,

= q̂0(t)
∑

p

Cpz2
p ln Q2

z2
pµ

2∗
. (C.25)

The harmonic oscillator potential is then vHO
ba (x, t) = 1

4 q̂ba(z, t)x
2, which in the soft limit

recovers the expression below eq. (3.42), q̂ba → q̂.

Harmonic oscillator. The harmonic oscillator spectrum is given by

dIHO
ba

dz = αs
π
Pba(z) ln

[
1
2

(
cos

(√
2ωc
ω

)
+ cosh

(√
2ωc
ω

))]
, (C.26)

where ωc = 1
2 q̂ba(z)L

2. In the soft limit, z dI
dz ≈ 2ᾱ

√
q̂/(2z3), that reproduces the formula

from eq. (3.58). The time-differential rate that appears in the evolution equation is

dI(HO)
ba

dzdL = αs
π
Pba(z) 1

L

√
2ωc
ω

sinh
(√

2ωc
ω

)
− sin

(√
2ωc
ω

)

cos
(√

2ωc
ω

)
+ cosh

(√
2ωc
ω

) . (C.27)

Next-to harmonic oscillator. The NHO spectrum is given by

dINHO
ba

dz = αs
ω2Pba(z)Re

∫ ∞

0
dt2

∫ t2

0
dt1

∫

z

∫ L

0
ds ∂x∂yKHO

ba (x, t2; z, s)δvba(z, s)

×KHO
ba (z, s;y, t1)|x=y=0 (C.28)

= αs
π2Pba(z)Re

∫ L

0
ds
∫

u

1
u2 δvba(u, s)e

−k2(s)u2
, (C.29)

where we have defined

k2(s) = i
ωΩ
2 [cot(Ωs)− tan(Ω(L− s))] , (C.30)

δvba(x, t) = q̂0
4 x

2Cba(z) ln 1
x2Q2 , (C.31)

and we have used Ω =
√
q̂ba/(2iω), Cba(z) = Ccba

2CA + Cacb
2CA z

2 + Cbac
2CA (1 − z)2 and some sub-

leading terms have already been included in q̂ba. The integral over the transverse position
can be done

∫

u

1
u2 δv(u, s)e−k2(s)u2 = π

4 q̂0
1

−k2(s)

(
γE + ln −k

2(s)
Q2

)
. (C.32)

23Our definition includes sub-leading ∼ z2 ln z2 terms to the HO term and thus these terms get resummed.
This should make the IOE expansion converge faster. The leading form without these terms would look like

q̂ba(z, t) = q̂0(t)
[
Ccba
2CA

+ Cacb
2CA

z2 + Cbac
2CA

(1− z)2
]

ln Q
2

µ2∗
.
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Collecting all terms, we get

dINHO
ba

dz = αs
2πPba(z)q̂0Cba(z)Re

∫ L

0

ds
−k2(s)

(
γE + ln −k

2(s)
Q2

)
(C.33)

≈





αs
π Pba(z)Cba(z) q̂0q̂ba

√
ωc
2ω

{√
ω

2ωc

(
π2

12 tanh
(√

ωc
2ω

)
− 2 ln 2

)

+1 + tanh
(√

ωc
2ω

) [
γE − 1 + π

4 + ln
(√

ωq̂ba√
2Q2

)]}
, for ω � ωc ,

αs
2 Pba(z)Cba(z) q̂0L

2

2ω

[
1 + 2

3π
q̂baL

2

2ω

(
2γE − 7

12 + ln ω
2LQ2

)]
, for ω � ωc .

The rate can be given explicitly in the soft and hard limit

dINHO
ba

dzdL = ∂

∂L

dINHO
ba

dz (C.34)

≈





αs
π Pba(z)Cba(z) q̂0q̂ba

1
2L

√
ωc
2ω sech2

(√
ωc
2ω

){
1 + π2

12 + cosh
(√

2ωc
ω

)

+
(√

2ωc
ω + sinh

(√
2ωc
ω

)) (
γE − 1 + π

4 + ln
(√

ωq̂ba√
2Q2

))}
, for ω � ωc ,

αs
2 Pba(z)Cba(z) q̂0Lω

[
1 + 2

3π
q̂baL

2

2ω

(
4γE − 5

3 + 2 ln
(

ω
2LQ2

))]
, for ω � ωc .

The approximated formulas capture the exact formulas up to a few percent deviances and
are therefore suitable for numeric implementation, as they do not contain any integrals.

Matching scale. We already introduced the ω dependence of Q2(ω), that relied on
the soft limit (ω � ωc) of the spectrum (where the finite-z correction disappears), and
thus we use the same definition as in eq. (3.44). In the numerical implementation, we set
q̂ = max(q̂0, q̂(z)) and Q2 = max(

√
eµ2
∗, Q

2(z)). This will only become relevant if L < λ

and ω̄c < ω < ωBH which is a small corner of the phase space, where instead of the IOE one
should use the OE. We showed numerically that using the IOE with the frozen matching
scale or using the OE for L < λ does not matter, however, the latter would need the
introduction of a new smoothing between OE and IOE at L = λ that complicates the
implementation (see also appendix D).

To summarize this section, the full emission phase space is covered by using a similar
formula that was presented in section 3.5

dI
dz =





dIROE

dz , ω < ωtr ,
dIIOE

dz , ω > ωtr ,
(C.35)

where ωtr = min(ωBH, ω̄c) and ω = z(1− z)E. The condition on ω comes from the limits
calculated in this section. Importantly, the conditions are the same as the ones derived
in section 3.

We would like emphasize the z, 1 − z symmetry presented in the ω condition. The
gluon spectrum is trivially symmetric in z, 1 − z as the emitted particles’ kinematics is
equivalent. The quark spectrum, on the other hand, is strongly asymmetric in z. One can
still use the symmetric condition on ω as we saw in the limiting formulas in this section.
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D Numerical implementation of the evolution equation

The evolution equation is given in eq. (4.8) and can be rewritten by introducing the variable
ξ = x

z (ξ = xz) in the gain (loss) term

∂tD(x, t) =
∫ 1

x
dξ f(x, ξ, t)D(ξ, t)−D(x, t)

∫ 1

0
dξ f(ξ, x, t) , (D.1)

f(x, ξ, t) = x

ξ2
d2I

dzdt

∣∣∣∣∣
E 7→ξE

(
z 7→ x

ξ

)
. (D.2)

We implemented eq. (C.14) (as N = 1), eq. (C.22) (as Nr = 1), and eqs. (C.27) and (C.34)
(HO+NHO) in f as

d2Imed

dzdt

∣∣∣∣∣
E

= (1− S) d2INr=1

dzdt

∣∣∣∣∣
E

+ S
d2IIOE

dzdt

∣∣∣∣∣
E

, (D.3)

where ωtr = min(ωBH, ω̄c) and ω = z(1−z)E. The upper formula is not smooth for any finite
order of truncation in the transition between the IOE or ROE, and therefore in some cases,
we used the switching function S = cos

[
π
2 (1− α)

]
, with α = 2ω−ωtr

3ωrt
if 1

2ωtr < ω < 2ωtr to
smoothing the transition. The uncertainty introduced by this procedure is smaller than
the next higher-order contribution. One can study the matching uncertainty around the
BH region by varying ωtr with a factor of 2. To study the matching condition of the IOE,
Q can also be varied by a factor of 2 in eq. (3.44) as it was done in ref. [57]. In figure 11
we show the deviation from the numeric solution including both of these variations. Other
than the band, figure 11 is equivalent to figure 7, we only use the soft limit (z � 1). There
is a further uncertainty coming from going to one higher order (Nr = 1 7→ 2 and NHO 7→
NNHO), that we leave for future studies. We expect this uncertainty, however, to extend
the error band in figure 11 up to the numeric solution.

The integrals can then be divided into

Gain = Gξ→x +Greg +G> =
[∫ x+ε

x
+
∫ 1−δ

x+ε
+
∫ 1

1−δ

]
dξ f(x, ξ, t)D(ξ, t) , (D.4)

Loss = L< + Lreg + Lξ→x = −
[∫ δ

0
+
∫ x−ε

δ
+
∫ x

x−ε

]
dξ f(ξ, x, t)D(x, t) . (D.5)

All divergences are present in the ξ → x terms, which cancel exactly and thus the trapezoid
rule is used

Gξ→x + Lξ→x ≈
ε

2 [f(x, x+ ε)D(x+ ε, τ)− f(x− ε, x)D(x, τ)] , (D.6)

which contributes to the regular part of the integrals. In our implementation ε = 10−6, and
thus we have x > ε. Similarly to vacuum physics, the ε cut was necessary to introduce because
the soft divergence in the Bethe-Heitler region has to be regulated. The Greg, L<, Lreg are
simple integrals and can be done numerically on a grid. So can G>, however, we neglect
this latter contribution by using the fact limx→1D → 0 (the kernel is soft divergent and
thus it moves quanta towards x < 1).
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Figure 11. Same as figure 7, on a semilog scale.

E HTL potential

In this appendix, we investigate what happens if employ the HTL potential in the multiple-
scattering series. The potential now reads

σ(q) = Ncn(t)d2σel
d2q

= 4π q̂0
q2(q2 +m2

D)
, (E.1)

where mD is the Debye screening mass in a thermal medium with temperature T and
q̂0 = 4παsm2

DT [65]. In this case, we find that

Σ(p2) = q̂0
m2
D

ln
(
p2 +m2

D

p2

)
, (E.2)

where we have a logarithmic divergence as p2 → 0. This implies that the mean free path
has to be regulated by an IR cut-off so that λ ∼ Σ−1(p2

min).
In this case, the OE remains unmodified because the divergence at p2

min → 0 cancels
order by order between the real and virtual contributions. The ROE, however, has to be
treated with care when truncated at a finite order since we have to introduce an explicit IR
cut-off in order to define the elastic Sudakov factor. Hence, the modified Sudakov reads

∆(t, t0) = e−Σreg(t−t0) , (E.3)

in a static medium, where Σreg ≡ Σ(p2
min) with p2

min and unknown IR regulator. Clearly, an
all-order resummation of the ROE series would remove the spurious IR dependence.

The role of the medium potential in the IOE was clearly elucidated in [55], where the
information about the scattering potential is fully contained in the definition of µ2

∗. We
refer the reader to this paper for an exhaustive discussion.

In order to clarify what modifications arise in the OE and ROE, we compute the
respective first-order terms of the expansions, i.e. N = 1 and Nr = 1, explicitly here. In the
OE, we find

ω
dIN=1

dω = 2ᾱ q̂0L

m2
D

∫ ∞

0
du ln

(
u+ y

u

)
[−ImT (u)] , (E.4)
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where now we defined y = ω̄c/ω with ω̄c = m2
DL/2. The prefactor contains q̂0/m

2
D, which

is similar to the inverse mean free path (in fact, in the GW model it would be exactly equal
to λ−1), with a missing logarithmic factor. Using (3.30), we can immediately extract the
limiting behaviors, which yield

ω
dIN=1

dω = 2ᾱ q̂0L

m2
D





ln( ω̄cω )
[−1 + γE + ln

(
ω̄c
ω

)]
for ω � ω̄c

π
4
ω̄c
ω for ω � ω̄c .

(E.5)

As expected, in this limit there is no sensitivity to the mean free path per se. However,
compared to the N = 1 result in (3.16), there is an additional logarithmic enhancement
∼ ln ω̄c/ω in the soft limit. Comparing to eq. (E.2), we see that this logarithm can be
absorbed into the prefactor ∼ q̂0/m

2
D to recreate an effective, regularized mean free path in

the HTL theory, i.e.
λ−1
reg

∣∣∣
L�λ

= q̂0
m2
D

ln
(
ω̄c
ω

)
. (E.6)

This regularization follows also from the discussion in refs. [36, 46]. With this modification,
the soft limit for low medium opacity is equivalent in the GW and HTL theory.

In the hard limit, ω � ω̄c, there is no additional logarithmic enhancement in the HTL
compared to the GW theory, see (3.16), and the mean free path is simply λ−1

0 = q̂0/m
2
D.

Apart from this subtlety, the expressions are again equivalent.
Let us now turn to the ROE resummation which is valid in dilute (small) media or in

the soft limit for dense or large media. At first order Nr = 1, we find now

ω
dINr=1

dω = 2ᾱ q̂0L

m2
D

∫ ∞

0
du ln

(
u+ y

u

)
[−ImT (u− iχreg)] , (E.7)

where the opacity is χreg = ΣregL and Σreg =
∫
q σ(q)Θ(q2 − q2

min) is the regularized inverse
mean free path.24 As discussed at length in section 3.3, at small opacities the ROE is
equivalent order by order to the OE. This was discussed in the paragraphs above. For
large opacities, χreg � 1, we use (3.32) to solve the integral analytically. As discussed
below eq. (3.32), the expressions permits a transmutation of the relevant scale from ω̄c
to ωBH, where now ωBH = m2

D/(2Σreg). It is then straightforward to extract the following
limiting behavior,

ω
dINr=1

dω = 2ᾱ q̂0L

m2
D





1
24

[
5π2 + 12 ln2 (ωBH

ω

)]
for ω � ωBH

π
2
ωBH
ω for ω � ωBH .

(E.8)

The soft and hard limits have again subtly different characteristics. In the former case,
we again observe a double-logarithmic enhancement, similar to the soft limit in dilute
media (E.5) and stronger than the single-logarithmic behavior in the GW model, see
eq. (3.34). We could again absorb one of these factors in an effective mean free path,
by defining

λ−1
reg

∣∣∣
L�λ

= q̂0
m2
D

ln
(
ωBH

ω

)
, (E.9)

24For consistency, compared to the “regularized expansion in eq. (3.26), one should also include an IR
regulator ∼ q2

min in the lower limit of the integral. We will neglect this subtlety for now.
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which demonstrates once more the transmutation of relevant scales. Note that the spurious
IR regulator q2

min appears now on the level of ∼ ln ln(q2
min). In the hard limit, the result is

again equivalent to the GW model, see (3.34), by identifying the “bare” mean free path
and rescaling the Bethe-Heitler energy ωBH. We recall that in this limit, the ROE opacity
breaks down and should be replaced by the IOE resummation.
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Abstract: We study jet fragmentation via final-state parton splittings in the medium.
These processes are usually calculated theoretically by invoking the large-Nc limit. In this
paper we perform the first computation of a 1 → 2 parton splitting in a thermal medium
at finite numbers of colors Nc, for arbitrary momentum-sharing fraction z and with full
transverse dynamics. We show how the problem can be transformed into a system of
coupled Schrödinger equations, that we solve numerically. The novel numerical results are
used to estimate the accuracy of several widely used approximations. We check the error
introduced while going from finite Nc (i.e. Nc = 3) to the large-Nc limit, which we find to
be small. For unbalanced splittings, e.g. when z → 0, only one of the partons is affected by
transverse momentum exchanges with the medium. The emission process then separates
into a term responsible for the 1→ 2 splitting and the subsequent independent broadening
of the daughter partons. This is also referred to as the factorizable term. For finite z,
further contributions arise that are responsible for the coherent color dynamics of the two-
parton system, and these are referred to as non-factorizable terms. These were argued to
be small for soft (unbalanced) splittings and for large media. In this work we therefore
determine the accuracy of keeping only the factorizable term of the large-Nc solution. We
find that the error is insignificant at a small splitting fraction z ∼ 0, but can be sizable in a
more balanced splitting with z ∼ 0.5. Finally, we also examine the eikonal approximation,
which amounts to approximating the partons’ paths through the medium as straight lines.
We find that it is associated with a substantial error for the parameter values we explored
in this work.ar
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1 Introduction

High energy heavy-ion collisions provide a glimpse of a new state of nuclear matter that
emerge only when extreme energy densities are achieved. Under these conditions color
degrees of freedom, carried by the fundamental quark and gluon excitations, are released
and influence the material properties of the system, hence the name quark-gluon plasma
(QGP) [1]. One way of measuring the properties of the QGP is to rely on internal probes
that were created concurrently with the plasma. So-called “hard” probes refer to a class
of observables that, due to the large energy or mass scale involved, are created at very
short time scales such that their production mechanism is independent of the complicated
processes leading to the formation of a QGP and, therefore, are effectively happening in the
vacuum. However, in subsequent stages, when these probes traverse a spatially extended
and evolving QGP to reach the detector, modifications of their properties can occur. By
comparing the same “hard” observable in proton-proton (p-p) collisions and in heavy-
ion collisions (A-A), one can extract information that can be compared to first-principle
calculations of the QGP dynamics.

One of the most useful internal probes in the pursuit of studying QCD and the QGP
are so-called jets. These are collimated sprays of energetic hadrons originating from the
fragmentation of a highly virtual initial parton [2, 3]. Jets are produced both in p-p
collisions and in heavy ion collisions. In p-p collisions the fragmentation process brings the
initial high virtuality of the parton, which is of the order of its transverse momentum pT ,
down to the hadronization scale where non-perturbative effects dominate [4–6]. In heavy-
ion collisions, however, the medium provides a scale related to the achieved energy density
that interferes with the vacuum-like fragmentation. The induced interactions modify the
jet properties compared to the vacuum baseline, leading to a set of phenomena that are
usually referred to as jet quenching [7, 8], for reviews see [9–14]. Given that jets probe
a wide range of scales of heavy-ion collisions, they can serve as probes of the initial pre-
equilibrium dynamics [15, 16] and anisotropy of the medium [17, 18], as well as of the late
hydrodynamic evolution [19]. There is a substantial experimental effort at RHIC and the
LHC in quantifying the effects of jet quenching, focusing on a range of different observables
[14, 20–24].

The dominant driver of jet-medium modifications is induced radiative processes. In
dense media, where multiple scatterings are important, the in-medium splitting functions
can be understood from the underlying scales that separate the limiting cases [25–31]. This
is true whether the spectra are differential in both the longitudinal momentum splitting
variable z and the relative transverse momentum dI/[dz d2p] or simply dI/dz. The full
problem can be tackled by numerical [32–37] or analytical techniques [38–43].

Medium-induced radiation is mainly responsible for the diffusion of jet energy to large
angles, leading to energy loss of jets which induces a bias on the observed jet samples.
The total jet energy loss is also sensitive to the medium parameters through the number
of resolved substructures acting as sources for medium-induced emissions [44, 45]. When
emitted at small angles, medium-induced emissions can also modify jet substructure [46–
49]. In both cases described above, it is desirable to have a precise description of medium-
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induced emissions to exploit to a maximal extent jet observables as probes of the QGP.
It is well understood that radiative processes in the medium are non-local, meaning

that they extend over finite longitudinal distances in the medium [25, 50–53]. The charac-
teristic branching, or formation, time arises from the transverse momentum accumulated
during the splitting. In dense media, dominated by Gaussian diffusion, the dispersion in
transverse momentum grows linearly with time, i.e. 〈k2

⊥〉 = q̂t, where q̂ is the so-called
jet quenching parameter. The resulting branching time, scaling as tbr ∼ ω/〈k2

⊥〉 ∼
√
ω/q̂,

can therefore extend up to the length of the medium, tbr ∼ L, for sufficiently energetic
splittings, with ω ∼ q̂L2. On the contrary, sufficiently soft splitting splittings should occur
quasi-instantaneously in the medium, i.e. with tbr � L.

However, the non-locality of medium-induced emissions also has a more profound con-
sequence. It turns out [28] that the splitting products can remain color correlated to each
other over an extended period of time. During this time, the pair interacts coherently with
the medium as it is allowed to explore different color representations. After the pair de-
correlates, both daughters continue to broaden independently until they exit the medium.
Using analytical calculations in the large-Nc limit for gluon-to-gluon branching, the deco-
herence time was estimated to be of the same order as the branching time tbr [28], see also
[54] for a similar discussion. The large-Nc approximation consists of taking the number of
colors, Nc, to infinity which greatly simplifies the color structure of the problem, making
it easier to solve. Hence, for sufficiently short branching (and decoherence) times, non-
factorizable contributions are expected to scale as tbr/L and quasi-instantaneous 1 → 2
splittings factorize from long-distance transverse momentum broadening. This factoriza-
tion, which we will critically examine below, lends support to a probabilistic, Markovian
picture of multiple emissions [55], see also [37] for similar rate equations in the context of
thermal effects.

Contributions that violate this probabilistic picture become important for long for-
mation, or branching, times. Multiple emissions with overlapping formation times lead to
interesting factorization-breaking effects [56–61]. In particular, in the regime of strongly
ordered formation times, one can reinterpret part of these effects, namely the ones as
contribute with logarithms of the medium length, i.e. log2 L and logL, as radiative correc-
tions to the jet quenching parameter q̂ [62–66]. It is still an open question how to extend
the description of multiple in-medium splitting beyond the probabilistic picture, see e.g.
[43, 67, 68].

Kinematically, large formation times correspond to balanced splittings occurring at
large relative angles. In order to overcome some of these problems and to focus on hard
1→ 2 emissions in the medium, i.e. when both daughter partons carry a large longitudinal
momentum (z ≈ 1/2 and E → ∞), one introduced the eikonal approximation [30]. This
consists of fixing the straight-line trajectories of the partons through the medium, thus
neglecting completely their transverse momentum broadening. In this approximation, the
problem reduces most clearly to that of decoherence of the intermediate partons that
move apart from each other in transverse space as ∼ θt, where θ is the relative angle
of the pair. Going beyond the large-Nc approximation was then achieved in [69]. For a
further discussion of color dynamics in the QGP, see also [70–72]. Nevertheless, the eikonal
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Figure 1. Three different splitting processes where a parton with LC longitudinal momentum
p+ ≡ E splits into two partons with momenta zE and (1− z)E. The processes shown are γ → qq̄,
q → gq, and g → gg.

approximation becomes unreliable exactly where the medium scales become important,
where transverse momentum broadening starts playing an important role.

In this work, we address the full calculation of the medium-induced splitting function in
relative angle θ (or transverse momentum p) and longitudinal momentum-sharing fraction
z of one single parton into two, for some relevant examples see Fig. 1, for dilute as well
as dense media, surpassing all previous approximations.1 This includes effects from a
finite number of colors Nc and comprises all non-factorizable contributions. We arrive at
a simple formula that generalizes well-known results obtained earlier only in the limit of
soft emissions, i.e. z � 1 [36, 42, 52], and resembles the heuristic picture of a two-step
process of emission and subsequent broadening argued for above. However, it involves a
novel building block, the quadrupole correlation function, that describes the full dynamics
of the daughter parton pair after the splitting. The quadrupole function is governed by a
hierarchy of coupled Schrödinger equations, which describes all possible intermediate color
representations of the daughter parton pair. Our novel approach allows us to critically
examine the conventional approximations and shed light on the dynamics of large-angle
and balanced emissions.

We also analyze the deviations from the factorization of the two-parton emission spec-
trum, and examine the size of the corrections stemming from non-factorizable processes,
whether at large- or finite-Nc, in a wide kinematic range.

The paper is structured in the following way: in Sec. 2 we will introduce the basic
elements and notation that we will use throughout the paper. In Sec. 3.1 we will derive the
spectrum for medium-induced emissions on general grounds, and show how the different
approximations simplify the calculations. Lastly, in Sec. 4 we do the calculation for a
specific splitting process, and in Sec. 5 we show the results of our numerical calculation.

2 Basic elements and notation

To describe the medium interaction we consider how hard QCD partons behave in an
external classical colored field. We work in light-cone gauge A+ = 0.2 A parton with large
light-cone (LC) “energy” E ≡ p+ (or, more precisely, longitudinal momentum) couples
mainly to the reciprocal background field component A(t, r) ≡ A−(x+, x− ' 0, r), where

1In-medium splitting functions (or exclusive two-particle cross sections) were also computed in the so-
called opacity expansion [73, 74], appropriate for dilute media [43].

2We use the conventions xµ = (x+, x−,x), where x+ = (x0 + x3)/2, x− = x0 − x3 and x = (x1, x2), and
similarly for other variables.
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we have introduced the light-cone “time” t ≡ x+ and we have neglected the extent of the
background field in the x− direction. This immediately guarantees that no longitudinal
momentum is exchanged between the parton and the background field, restricting the
dynamics to the two-dimensional transverse space at each instant of light-cone time.

Then, the in-medium propagation is described by the propagator,

(x|GR(t, t0)|x0) =
ˆ x

x0

Dr exp
[
i
E

2

ˆ t

0
ds ṙ2(s)

]
VR(t, t0; [r]) , (2.1)

describing the transition of a parton from transverse position x0 at time t0 to the transverse
position x at time t (it is implicitly assumed that t > t0). The parton is constantly “kicked”
in the transverse plane by the medium interaction, and it can therefore take an infinite
number of possible paths through the medium. These are summed up in the path integral.3

The interaction with the medium also involves an exchange of color. The color rotation
is encapsulated in a Wilson line along the parton trajectory, given by

VR (t, t0; [r]) = P exp
[
ig

ˆ t

t0

dsAa(s, r(s))T aR

]
. (2.2)

Here, the label R refers to the fundamental representation of SU(3) for quarks, i.e. R = F

with (T a)ij ≡ taij , and the adjoint representation for gluons, i.e. R = A with (T b)ac ≡ ifabc.
Finally, for the anti-quark, the propagator is given by

(x0|ḠF (t0, t)|x) =
ˆ x

x0

Dr exp
[
i
E

2

ˆ t

0
ds ṙ2(s)

]
V †F (t, t0; [r]) . (2.3)

Here, we have used the fact that the background field is real, i.e. Aa∗(s, r) = Aa(s, r).
In vacuum, i.e. setting A = 0, the propagator simply reduces to its vacuum counterpart

(x|G0(t, t0)|x0) = E

2πi(t− t0)ei
E
2

(x−x0)2
(t−t0) . (2.4)

This can be written in momentum space as

(p|G0(t, t0)|p0) = (2π)2δ(p− p0)e−i
p2
2E (t−t0) . (2.5)

Although we have skimmed over some details, the adiabatic turn-off prescription, which is
crucial when the time arguments tend to ±∞, can easily be reinstated.

At high energy, i.e. E → ∞, the parton becomes increasingly constrained to the
classical trajectory between the end-points, and the path integral in Eq. (2.1) becomes
trivial, reducing to a product of a free propagator and a Wilson line,

GR(t, t0) ' G0(t, t0)VR(t, t0; [xcl]) , (2.6)
3Switching between transverse coordinate basis and transverse momentum basis is straightforward by ap-

plying |x) =
´

p
e−ip·x|p) and(x| =

´

p
eip·x(p| for the initial and final state bases, respectively. Throughout,

we use the notation
´

q
≡
´ d2q

(2π)2 .
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where xcl(s) = t−s
t−t0x0 + s−t0

t−t0x. This is called the eikonal approximation and can be
used to simplify calculations when considering highly energetic partons. Correspondingly,
deviations from the straight-line trajectory are called non-eikonal corrections, see also [75,
76] for a systematic expansion in non-eikonal corrections. However, in the general case
for jet quenching observables in dense heavy-ion collisions the full propagators, as given in
Eq. (2.1), are used.

When computing observables, combining the parton evolution in the amplitude and
the complex-conjugate amplitude, one has to account for the fluctuations of the background
field. Assuming that the amplitude of the background field is Gaussian, the medium average
over the classical field is given by

〈Aa(t, r)Ab∗(t′, r′)〉 = δabn(t)δ(t− t′) γ(r − r′) , (2.7)

where n(t) is the density of scattering centers and the function γ(r) is given by

γ(r) =
ˆ

q
eiq·r d2σel

d2q
, (2.8)

and d2σel/d2q is the elastic scattering cross-section in the medium.

3 Describing parton splitting in the medium

3.1 Derivation of the emissions spectrum

In this section, we discuss the 1→ 2 splitting process on the partonic level in a deconfined
medium. We consider the splitting of a parton of type a with initial transverse momentum
p0 and energy E into two partons of types b and c, with transverse momenta and energies
(k+ = zE,k) and (q+ = (1− z)E, q), respectively, where z is the energy sharing fraction.
The conservation of energy is implicitly accounted for in all the vertices. This is depicted
in Fig. 2, where we have placed the process occurring in the amplitude upstairs, and the
corresponding process in the complex-conjugate amplitude downstairs. It could be one
of many possible splitting processes involving photons, quarks and gluons, but here we
choose to keep the notation general and postpone the discussion of a concrete process,
namely γ → qq̄, to Sec. 4.2. For further details about the calculation, we refer to App. B,
where we explicitly have derived the double-inclusive cross sections for γ → qq̄ and g → gg

splittings.
After performing the medium averages and simplifying the color structure, we can

write the inclusive splitting cross section as

dσ
dΩkdΩq

= g2CR
(2E)2 Re

ˆ ∞

0
dt2
ˆ t2

0
dt1
ˆ

p0p1k1k2p̄0p̄2k̄2

Γi(k1 − zp1) · Γī(k̄2 − zp̄2)

× (k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)
× (k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)

× (p1; p̄1|S(2)(t1, 0)|p0; p̄0) 〈Mi
0(E,p0)Mī,∗

0 (E, p̄0)〉 , (3.1)
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Figure 2. The process of a parton splitting into two, where the time runs from left to right.
The amplitude is depicted on the top and the complex conjugate amplitude is on the bottom. All
lines refer to propagators that include arbitrarily many medium interactions. Due to the lack of
exchange of longitudinal momentum with the medium, the energy stays constant along the lines but
the transverse momentum (or transverse position) is continuously updated according to Eq. (2.1).
The parton is created at the initial time t0 = 0, and the splitting occurs at time t1 in the amplitude
and at a later time t2 in the complex conjugate amplitude. Due to the transverse momentum
conservation in the vertices, q1 = p1 − k1 and q̄2 = p̄2 − k̄2.

where the invariant phase space element is dΩp = dEd2p/(2E(2π)3). Here, CR is the
squared Casimir operator of the initial parton, or in other words the color charge of the
emitter.4 The index “i” represents the spin/polarization state of the initial parton before
the splitting, which is averaged over, and the product of vertices, i.e. Γi · Γī, involves a
further summation over the final spin/polarization states.

Since we will be interested in the cross section averaged over azimuthal angles, we can
simplify the vertex structure as

CRΓi(k1 − zp1) · Γī(k̄2 − zp̄2) = 4Pba(z)
z(1− z) (k1 − zp1) · (k̄2 − zp̄2)δīi , (3.2)

for further details see App. B. In effect, the product of fundamental vertices becomes
directly proportional to the Altarelli-Parisi splitting function Pba(z) [77–79]. The sum over
initial polarizations now becomes trivial, allowing to isolate the cross section for the Born
process, as dσ0/dΩp0 = 〈|M0(E,p0)|2〉. Then, we can finally write

dσ
dΩqdΩk

= 2E
ˆ

dΩp0 2πδ(E − k+ − q+)P2(k, q;p0) dσ0
dΩp0

. (3.3)

4Concretely, CR = Nc for g → gg, CR = CF for q → qg and CR = TR = 1
2 for g → qq̄ and γ → qq̄.
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This is the final answer for the two-body cross section in terms of the momenta of the two
final-state particles.

The propagation of the partons in amplitude and complex-conjugate amplitude during
the various stages of the splitting process, as depicted in Fig. 2, is encoded in the two-point,
three-point, and four-point functions. These are in turn given by correlators of the dressed
propagators, namely

(p1; p̄1|S(2)(t1, t0)|p0; p̄0) = d(2)
a 〈(p1|Ga|p0)(p̄0|G†a|p̄1)〉 , (3.4)

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) = d
(3)
abc〈(k2|Gb|k1)(q2|Gc|p1 − k1)(p̄1|G†a|p̄2)〉 , (3.5)

and finally,

(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)

= d
(4)
bc 〈(k|Gb|k2)(q|Gc|q2)(p̄2 − k̄2|G†c |q)(k̄2|G†b |k)〉 , (3.6)

where we have dropped the time dependence of the propagators on the right-hand side of
the equations. The process-dependent color factors d(2)

a , d(3)
abc and d(4)

bc are responsible for
color connecting the propagators and normalizing to the total color charge. We have here
also neglected all color indices to be as general as possible. The various color structures
for several concrete splitting processes can be inspected in App. A.4.

The n-point correlators possess a translation symmetry which renders them invariant
under the simultaneous transverse shift of all the coordinates. In momentum space, this
becomes manifest as the conservation of momentum incoming and outgoing legs, see App.
A for details. Concretely, the four-point function then becomes

(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)
= (2π)2δ2(q2 + k2 − p̄2)
× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2

)
, (3.7)

see Eq. (A.11). Enforcing the delta-function appearing in (3.7), i.e. p̄2 = q2 + k2, the
three-point function (3.5) further becomes

(k2, p̄2 − k2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)
= (2π)2δ(p1 − p̄1)S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1) . (3.8)

At this point, it becomes apparent that it makes sense to introduce new momentum vari-
ables, namely

l1 = k1 − zp1 , l2 = k2 − zp̄2 , and l̄2 = k̄2 − zp̄2 . (3.9)

Finally, using that p1 = p̄1 in (3.4), the two-point function becomes

(p1;p1|S(2)(t1 − t0)|p0; p̄0) = (2π)2δ(p0 − p̄0)P(p1 − p0|t1, t0) . (3.10)
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where P(p|t1, t0) is the broadening function. In the new momentum variables, the splitting
function becomes

P2(p,P ;p0) = g2 Pba(z)
z(1− z)E2 Re

ˆ ∞

0
dt1
ˆ ∞

t1

dt2

×
ˆ

p1l1l2p̄2 l̄2

l1 · l̄2 S(4)(p, l2, l̄2, p̄2 − P |t∞, t2)

× S(3)(l2, l1,p1 − p̄2|t2, t1)P(p1 − p0|t1, t0) , (3.11)

where we have introduced the total and the relative transverse momentum of the pair,

P ≡ k + q , and p ≡ (1− z)k − zq , (3.12)

respectively.
In what follows, we will be interested in the information about the relative transverse

momentum, while the total momentum P can be integrated out. The Jacobian from
the change of variables yields dσ/[dΩk dΩq] = (2π)64z(1 − z)E dσ/[dzdE d2p d2P ]. The
reduced differential cross section in (3.3) then becomes

ˆ

P

dσ
dΩk dΩq

= dI
dz d2p

dσ0
dE . (3.13)

The integrals over p̄2 and p1 can now be dealt with independently, by shifting sepa-
rately the integration variables p̄2 − P → P and p̄2 → p1 − p̄2, and we end up with a
rather compact formula from the emission spectrum in momentum space

(2π)2 dI
dzd2p

= 1
4πz(1− z)

ˆ

P
P2(p,P ;p0)

= αs Pba(z)
ω2 Re

ˆ ∞

0
dt1
ˆ ∞

t1

dt2
ˆ

l1l2 l̄2

l1 · l̄2Q(p, l2, l̄2|t∞, t2)K(l2, l1|t2, t1) .

(3.14)

Here we have defined the quadrupole

Q(p, l2, l̄2|t∞, t2) =
ˆ

P
S(4)(p, l2, l̄2,P |t∞, t2) , (3.15)

the splitting kernel,
K(l2, l1|t2, t1) =

ˆ

p̄2

S(3)(l2, l1, p̄2|t2, t1) , (3.16)

and used that
´

p1
P(p1 − p0|t1, t0) = 1.

Switching to a formulation in transverse position, we apply Fourier transforms of both
correlators, to arrive at

(2π)2 dI
dzd2p

= αs Pba(z)
ω2 Re

ˆ ∞

0
dt1
ˆ ∞

t1

dt2
ˆ

u2uū
e−i(u−ū)·p

× (∂u1 · ∂ū2)Q(u, ū;u2, ū2|t∞, t2)K(u2,u1|t2, t1)
∣∣
u1=ū2=0 , (3.17)
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where we introduced the notation ω ≡ z(1− z)E. The (u, ū) spatial coordinates are given
in terms of the original coordinates in (A.7). In this work, we will concretely use Eq. (3.17)
to find a numerical solution. Both Eqs. (3.14) and (3.17) are extremely compact formulas
that account for the full kinematics of medium-induced splitting in an arbitrarily dense
medium, see also [80].

The quadrupole Q(t∞, t2) and splitting kernel K(t2, t1) are given by the path integrals

Q(uf, ūf;u2, ū2|t∞, t2) =
ˆ uf

u2

Du
ˆ ūf

ū2

Dū ei
ω
2
´ t∞
t2

ds (u̇2− ˙̄u2)C(4)(u, ū) , (3.18)

K(u2,u1|t2, t1) =
ˆ u2

u1

Du ei
ω
2
´ t2
t1

ds u̇2C(3)(u) . (3.19)

Hence, after exploiting symmetries of the problem, we have arrived at a description of the
problem in terms of a one-body quantum-mechanical propagator K(t2, t1), that lives in the
time-interval between the splitting time in the amplitude and in the complex-conjugate
amplitude, and a two-body propagator Q(t∞, t2), that describes the system after the latter
splitting time until the end of the medium.5

The correlators C(n) are given by process-dependent configurations of Wilson lines, e.g.

C(3) = d
(3)
abc

〈
VbVcV

†
a

〉

C(4) = d
(4)
bc

〈
VbV

†
b VcV

†
c

〉
. (3.20)

In these correlators the color indices are traced over, and the specific form of the color
factors d(3)

abc and d
(4)
bc depends on the process.

It turns out that the three-point function can be represented as a single exponential,
namely

C(3)(u|t2, t1) = e−
´ t2
t1

ds vba(u)
, (3.21)

where vba(u) is the process-dependent potential of a splitting a→ bc, and is given as

vba(r, t) = n(t)
[
ccba
2 σ(r) + cacb

2 σ(zr) + cbac
2 σ((1− z)r)

]
, (3.22)

where the color factors are ccba ≡ Cc +Cb −Ca etc., and Ca ≡ CR are the individual color
charges of the three partons. The broadening potential σ is a combination of real and
virtual interactions σ(r) = g2[γ(0)− γ(r)], where γ(r) is defined in Eq. (2.8).

The four-point function, or quadrupole, is more complicated since it allows for the
mixing between color states [72]. It therefore corresponds not only to a two-body but
also a multi-level quantum-mechanical problem. It can be calculated through a coupled
system of Schrödinger-like differential equations, which is derived in App. C. The specific
details of this many-level system depend on the color charges of the involved particles.
The correlator C(4) is itself a color singlet, and therefore the number of coupled equations
corresponds to the number of possible color singlets one can make out of four partons.

5In the vacuum, the quadrupole in momentum space reduce to a product of delta functions implying
the absence of any further transverse momentum broadening of either of the legs.
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Analytical solutions exist only in the large-Nc limit, where the system of coupled equations
drastically simplifies. Will discuss different approximations of Q(t∞, t2) as well as solve it
exactly numerically for the γ → qq̄ process in the following sections.

3.2 Isolating the medium contribution

To continue it is convenient to divide the process into three regions, depending on whether
the splittings in the amplitude and complex conjugate amplitude happen before or after the
system exits the medium. These regions are: 1) t1 < t2 < L (in-in region), 2) t1 < L < t2
(in-out region) and 3) L < t1 < t2 (out-out region). The spectrum then separates into

dI full

dzd2p
= dI in−in

dzd2p
+ dI in−out

dzd2p
+ dIout−out

dzd2p
(3.23)

In many cases we want to study the medium contribution, which can be gotten by simply
subtracting the vacuum spectrum. The out-out contribution describes a splitting happen-
ing entirely out of the medium, which means that it is equivalent to the vacuum spectrum.
The medium contribution to the spectrum is then given by

dImed

dzd2p
= dI full

dzd2p
− dIvac

dzd2p

= dI in−in

dzd2p
+ dI in−out

dzd2p
(3.24)

One way of isolating the medium contribution to the spectrum is to calculate the so-called
medium modification factor Fmed, given by

dI full

dzd2p
= dIvac

dzd2p
(1 + Fmed) . (3.25)

We will put some effort into calculating the three contributions individually, and will in
the end use that knowledge to calculate Fmed.

We can immediately deal with the out-out contribution, which is equivalent to the
vacuum contribution. Outside of the medium the three- and four-point correlators simply
reduce to C(3) = C(4) = 1, meaning that the path integrals are free. The three-point
function becomes the free propagator, i.e. K(u2,u1|t2, t1)g→0 = K0(u2−u1, t2− t1), where

K0(u,∆t) = ω

2πi∆te
i ω
2∆tu

2
, (3.26)

or, in momentum space

K0(p− p0,∆t) = (2π)2δ2(p− p0)e−i
p2
2ω∆t . (3.27)

The quadrupole becomes a product of two free propagators, i.e. Q(t∞, t2)g→0 = Q0(t∞, t2),
where

Q0(uf, ūf,u2, ū2|t∞, t2) = K0(uf − u2, t∞ − t2)K∗0(ūf − ū2, t∞ − t2) . (3.28)
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In momentum space this simply becomes

Q0(p, l2, l̄2|t∞, t2) = (2π)4δ(p− l2)δ(p− l̄2) . (3.29)

This simply represents the fact that, in the absence of further transverse momentum ex-
changes, the transverse momentum of the pair remains the same after the splitting has
taken place, i.e. after t2.

The out-out, or vacuum, contribution is reached by inserting the free propagators into
(3.14), which simply becomes

(2π)2 dIout−out

dzd2p
= αs
ω2Pba(z)Re

ˆ ∞

L
dt1
ˆ ∞

t1

dt2 p2 e−i
p2
2ω (t2−t1)

= 2αs
p2 Pba(z) . (3.30)

In a more familiar form, it reads

dIout−out

dz dp2
t

= αs
2π

Pba(z)
p2
t

, (3.31)

where pt ≡ |p| = ωθ in the small-angle approximation, which is nothing else than the
well-known vacuum splitting function.

Similarly, the in-out contribution is immediately found to be given by

(2π)2 dI in−out

dzd2p
= 2αs

ω

1
p2Pba(z)Re

ˆ L

0
dt1
ˆ

u
e−iu·pp · ∂u1 K(u,u1|L, t1)|u1=0 . (3.32)

The equation for K(L, t1) is given in (3.19) and describes a splitting process that starts at
time t1 and extends all the way to the end of the medium L. For general medium potentials
in (3.21), the path integral has no analytical solution, and it is more useful to reformulate
the problem as an evolution equation on K(t, t1), that reads

[
i
∂

∂t
+ ∂2

u

2ω + ivba(u)
]
K(u,u1|t, t1) = iδ(u− u1)δ(t− t1) , (3.33)

where vva(u) is a process dependent potential, see Eq. (3.22). This correlator is a Green’s
function, whose evolution equation takes the form of a Schrödinger equation in 2+1 dimen-
sions, describing the transition between initial time t1 and the final time t. The evolution
can be solved using analytical [38–43] or numerical methods [32–37], and is the basic
building block for computing the energy emission spectrum dI/dz, differential only in the
momentum-sharing fraction z, see Sec. 3.3.

Lastly, the in-in contribution is given by

(2π)2 dI in−in

dzd2p
= αs
ω2Pba(z)Re

ˆ L

0
dt1
ˆ L

t1

dt2

×
ˆ

u2uū
e−i(u−ū)·p(∂u1 · ∂ū2)Q(u, ū,u2, ū2|L, t2)K(u2,u1|t2, t1)

∣∣
u1=ū2=0 .

(3.34)
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It is clear that to calculate the in-in spectrum, we have to be able to calculate the
quadrupole Q(u, ū,u2, ū2|L, t2). In the next subsection we will show one way of doing
this numerically.

Now we will show how to calculate the four-point function in position space

Q(uL, ūL,u2, ū2|L, t2) =
ˆ uL

u2

Du
ˆ ūL

ū2

Dū ei
ω
2
´ L
t2

ds (u̇2− ˙̄u2)C(4)(u, ū) . (3.35)

The four-point correlator C(4) is a medium-averaged trace of Wilson lines. In our ap-
proach, all adjoint Wilson lines are turned into fundamental ones using the identity UabA =
2 tr

[
taVF t

bV †F
]
.6 If C(4) contains n pairs of Wilson lines in the fundamental representation

there will be n! different ways to connect the color of these Wilson lines. The correlator
we are interested in calculating is only one of these states C(4) = C(4)

i , and can be found
through a system of differential equations that involves all of the states

d
dtCi(u, ū) = Mij(u, ū)Cj(u, ū) . (3.36)

The sum runs over all of the n! color states. In [69] we derived a general method of
calculating the evolution matrix M, which we refer the readers to for more details. In the
large-Nc limit the matrix M simplifies greatly and the system becomes analytically solvable.
We will show a concrete example of this in Sec. 4.2.

The quadrupole Qi is a double path integral over the correlator Ci. In appendix C it is
shown that the path integral can be given equivalently in terms of a system of Schrödinger
equations, namely

[
iδij

∂

∂t
+ δij

∂2
u − ∂2

ū

2ω − iMij(u, ū)
]
Qj(U ,U2) = i1iδ(t− t2)δ2(u− u2)δ2(ū− ū2) ,

(3.37)

where 1i = [1, 1, . . . , 1] and we have defined U = (t,u, ū).
From this it is possible to derive Schrödinger equations for objects that contain the

four-point function. Defining

F(u, ū|L) =
ˆ L

0
dt2
ˆ t2

0
dt1
ˆ

u2

× (∂u1 · ∂ū2)Q(u, ū,u2, ū2|L, t2)K(u2,u1|t2, t1)
∣∣
u1=ū2=0 . (3.38)

and acting on this object with the derivative operator D̂[·] = i ∂∂t + ∂2
u−∂2

ū
2ω − iM(u, ū) it turns

into a non-homogeneous differential equation

D̂
[
F(u, ū|L)

]
= −i ∂ūδ2(ū) · ∂u1

ˆ L

0
dt1K(u,u1|L, t1)

∣∣
u1=0 , (3.39)

6For problems involving only gluon lines, alternatively one can work entirely in the adjoint representation
[72].
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where we have omitted the explicit form of the initial condition. The derivative of the
Dirac delta might look odd, but it can be dealt with numerically by simply choosing some
representation of the delta function. Using this object the in-in spectrum becomes

(2π)2 dI in−in

dzd2p
= αs Pba(z)

ω2 Re
ˆ

uū
e−i(u−ū)·pF(u, ū|L) . (3.40)

The recipe for calculating the spectrum is then the following: Calculate F(u, ū|L) numer-
ically through the Schrödinger equation (3.39), then do a numerical Fourier transform and
insert the result into Eq.(3.40). In the next section we will do this for a specific splitting
process.

3.3 The energy spectrum

In many cases we are not interested in the transverse momentum of the splitting, but only in
the energy fraction carried by each parton. That is, we want to calculate dI

dz =
´

p(2π)2 dI
dzd2p .

For now, we take the integral without any restriction on the phase space. Starting with
the expression for the fully differential spectrum in momentum space (3.14), we write

dI
dz = αs

ω2Pba(z)Re
ˆ ∞

0
dt1
ˆ ∞

t1

dt2
ˆ

p

ˆ

l1l2 l̄2

l1 · l̄2Q(p, l2, l̄2|t∞, t2)K(l2, l1|t2, t1) . (3.41)

The relevant part to study is the part involving the quadrupole. Making use of the defini-
tions of Q(t, t2), we find that

ˆ

p
Q(p, l2, l̄2|t, t2) =

ˆ

P ,p
S(4)(p, l2, l̄2, p̄2 − P ) ,

=
ˆ

P ,p,q2

(k, q;k, q|S(4)|k2, q2; k̄2, p̄2 − k̄2) , (3.42)

where in the first line we have reinstated the original combination of momenta p̄2−P . Using
the definition of S(4)(t, t2) in terms of the dressed in-medium propagators, see Eq. (3.6),
and using that

´

q(q̄2|G†|q)(q|G|q2) = (2π)2δ(q̄2 − q2) and is diagonal in color space, we
can finally show that

ˆ

p
Q(p, l2, l̄2|t, t2) = (2π)2δ(l2 − l̄2) . (3.43)

The integral over the quadrupole has been reduced to a Dirac delta, and only the splitting
kernel K(t2, t1) actually contributes to the energy spectrum, which now reads

dI
dz = αs

ω2Pba(z)Re
ˆ ∞

0
dt1
ˆ ∞

t1

dt2
ˆ

l1l2

l1 · l2K(l2, l1|t2, t1) , (3.44)

= αs
ω2Pba(z)Re

ˆ ∞

0
dt1
ˆ ∞

t1

dt2 ∂x · ∂y K(x,y|t2, t1)x=y=0 , (3.45)

in momentum and transverse-coordinate representation, respectively.
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4 Photon splitting in the harmonic oscillator approximation

So far our results have been completely general, valid for any potential and splitting pro-
cess. In this section, we will employ our formalism to calculate a specific process in the
medium and plot the results. For the potential we will use the harmonic oscillator (HO)
approximation [25, 50]. Then we will narrow our calculation further and study the specific
case of a photon splitting to a quark-antiquark pair.

4.1 Harmonic oscillator approximation

The elastic scattering potential σ(r) can be expanded at short distances |r| → 0 as

n(t)CRσ(r) = g2n(t)CR
ˆ

q

dσel
d2q

(
1− eiq·r

)
≈ 1

4r
2q̂R log 1

µ2∗r2 +O(r4µ2
∗) , (4.1)

where the form of the first term is universal for the scattering potentials used in the
literature, while the scale µ∗ is model-specific and depends on how the IR divergence of the
scattering is screened by medium effects [40]. Assuming the logarithm is a slowly varying
function, we drop it to arrive at

n(t)CRσ(r) ' 1
4 q̂Rr

2 , (4.2)

which is the so-called harmonic oscillator (HO) approximation [25, 50], see [38–43] for a
consistent treatment of the logarithmic corrections. The HO approximation is appropriate
for accounting for multiple, soft interactions with the medium. This is usually what mainly
governs the dynamics of soft splittings. Besides, it is a very useful approximation since
it allows for analytical solutions, in particular for the three-point function K(t2, t1) in
governing the splitting process.

Focusing solely on the three-point function for now, it follows that the potential of the
path integral, given in Eq. (3.22), becomes

vba(r, t) = 1
4 q̂bar

2 , (4.3)

where
q̂ba =

[
ccba
2CR

+ cacb
2CR

z2 + cbac
2CR

(1− z)2
]
q̂R . (4.4)

For the process that we will consider in this paper, see Sec. 4.2, γ → qq̄ we have q̂qγ = q̂F .
Finally, the parameter q̂ is in general a function of time. In this paper we will simplify

this and use brick medium q̂(t) = Θ(L− t)q̂, where we treat q̂ ≡ q̂F as constant.
In this approximation the splitting kernel becomes K(t2, t1) = KHO(t2, t1), where

KHO(u2,u1|t2, t1) = ωΩ
2πi sin(Ω∆t)e

iωΩ
2 sin(Ω∆t) [cos(Ω∆t) (u2

1+u2
2)−2u1·u2] , (4.5)

where ∆t = t2 − t1 and Ω = 1−i
2
√
q̂ba/ω.
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Hence, in the HO approximation one can obtain analytic expressions for the in-out
spectrum and part of the in-in spectrum. The in-out spectrum, given in Eq. (3.32), can be
simplified by using the relation

ˆ t

0
dt1 ∂u1KHO(u,u1|t, t1)|u1=0 = ω

iπ

u

u2 ei
ωΩ
2 cot Ωtu2

. (4.6)

After doing the integral over u the in-out contribution in the HO approximation becomes

(2π)2 dI in−out

dzd2p
= −2αs

ω
Pba(z) Re i

ˆ L

0
dt 1

cos2(Ωt)e−i
tan(Ωt)

2ωΩ p2

= −4αs
p2 Pba(z) Re

[
1− e−i

tan(ΩL)
2ωΩ p2

]
. (4.7)

Similarly, the in-in spectrum can also be simplified. Again the first time integral can be
done in the HO approximation, and Eq. (3.34) becomes

(2π)2 dI in−in

dzd2p
= αs
πω

Pba(z)Im
ˆ L

0
dt2
ˆ

u2uLūL

e−i(uL−ūL)·p ei
ωΩ
2 cot Ωt2 u2

2

× u2
u2

2
· ∂ū2 Q(uL, ūL,u2, ū2|L, t2)

∣∣
ū2=0 . (4.8)

Again the last phase in the relation (4.6) drops out, leaving only the first term.
In our numerical calculations we will compute the object F(u, ū|L) given in Eq. (3.38).

In the harmonic oscillator picture this is given by

F(u, ū|L) = −iω
π

ˆ t

0
dt2
ˆ

u2

ei
ωΩ
2 cot (Ωt2)u2

2

(
u2
u2

2
· ∂ū2

)
Q(u, ū,u2, ū2|t, t2)

∣∣
ū2=0 . (4.9)

This object can be computed through the Schrödinger equation
[
i
∂

∂t
+ ∂2

u − ∂2
ū

2ω − iM(u, ū)
]
F(u, ū|L) = −ω

π

u

u2 · ∂ūδ
2(ū) ei

ωΩ
2 cot(ΩL)u2

. (4.10)

We finally stress that the HO approximation is not a necessary ingredient for our numerical
procedure. When dealing with the full expression in (4.1), we would need to solve the three-
point function K(t2, t1) with advanced resummation techniques or numerically, and provide
numerical data as the non-homogeneous contribution to the evolution equation (4.10).

4.2 Pair production

Turning finally to the concrete goal of our numerical calculation, let us examine the process
of a photon splitting into a quark-antiquark pair, γ → qq̄. The full derivation of this cross
section is done in App. B.1.

The reason for choosing this process to study is mainly a practical one. We have to
solve a system of differential equations numerically. For γ → qq̄ the system is 2× 2, while
for q → qg it is 6 × 6, and for g → gg it is 24 × 24. Therefore, the numerical complexity
increases drastically with increasing color content in the process, so with limited computing
resources, we chose the least complicated one.
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Another reason is that γ → qq̄ is a pretty good proxy for studying both q → qg and
g → gg. The difference between the three cases is the Wilson line correlator C(4) in Eq.
(3.35). For γ → qq̄ this is

C(4)
qγ (L, t2) = 1

Nc
〈tr[V1V

†
2 V2̄V

†
1̄ ]〉 , (4.11)

while for q → qg and g → gg it is [28, 54]

C(4)
gq (L, t2) = 1

N2
c − 1〈tr[V

†
1̄ V1V

†
2 V2̄] tr[V †2̄ V2]− 1

Nc
tr[V †1̄ V1]〉 (4.12)

C(4)
gg (L, t2) = 1

Nc(N2
c − 1)

〈
tr[V †1 V1̄] tr[V †2 V2̄V

†
1̄ V1] tr[V †2̄ V2]− tr[V †1 V1̄V

†
2 V2̄V

†
1̄ V1V

†
2̄ V2]

〉
.

(4.13)

There is obviously a big difference in color complexity between these three systems. How-
ever, the large-Nc limit can be used to simplify C(4)

gq and C(4)
gg . In both cases the first term

goes as N0
c , while the second goes as N−2

c , meaning that the latter is subleading in Nc.
Additionally, in the large-Nc limit, the first term becomes a product of several factors,
namely

C(4)
gq (L, t2) ' 1

N2
c

〈tr[V1V
†

2 V2̄V
†

1̄ ]〉〈tr[V †2̄ V2]〉 (4.14)

C(4)
gg (L, t2) ' 1

N3
c

〈tr[V †1 V1̄]〉〈tr[V1V
†

2 V2̄V
†

1̄ ]〉〈tr[V †2̄ V2]〉 . (4.15)

These consist of products of dipoles and a quadrupole. The dipoles are easily calculable

P11̄(t, t2) ≡ 1
Nc
〈tr[V †1 V1̄]〉 = e−CF

´ L
t2

ds n(s)σ11̄ , (4.16)

where we have introduced the notation σ11̄ = σ(r1 − r1̄). However, the quadrupole is not
trivial. Notice that the quadrupole that appears in the q → qg and g → gg splittings is
the same as the one for the γ → qq̄ process. One can therefore write

C(4)
gq (L, t2) ' P22̄(L, t2)C(4)

qγ (L, t2) (4.17)
C(4)
gg (L, t2) ' P11̄(L, t2)P22̄(L, t2)C(4)

qγ (L, t2) . (4.18)

Hence, by calculating the γ → qq̄ process we also calculate the non-trivial part of the
q → qg and g → gg processes.

In the pair production case the potential in the path integral for the four-point function
in (3.35) is a correlator of four Wilson lines, given in (4.11). There are two ways of
connecting the color of these two Wilson lines, leading to a system of Schrödinger equations
(3.37) with two states. The two states are defined as C(4)

1 = 1/N2
c 〈tr[V1V

†
2 ][V2̄V

†
1̄ ]〉 and

C(4)
2 = 1/Nc〈tr[V1V

†
2 V2̄V

†
1̄ ]〉, where the latter represents the physical state that we are

interested in.
To solve the Schrödinger equation given in Eq. (4.10) we need to know the explicit

form of the potential matrix M. In the γ → qq̄ case the indices are i = 1, 2 and the states
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Qi are defined through Eq. (3.35) with the potentials C(4)
i . The second solution Q2 is

the physical state that is part of the emission spectrum, but it is coupled with the state
Q1 through the potential matrix in the Schrödinger equation. The potential matrix was
derived in [69], and for an arbitrary potential it is

M = −1
2n(t)

[
2CF (σ12 + σ2̄ 1̄) + 1

Nc
Σ1 − 1

Nc
Σ1

−NcΣ2 2CF (σ11̄ + σ2̄2) + 1
Nc

Σ2

]
. (4.19)

Here we have introduced

Σ1 ≡ σ12̄ + σ21̄ − σ11̄ − σ22̄

Σ2 ≡ σ12̄ + σ1̄2 − σ12 − σ1̄2̄ . (4.20)

In the HO approximation, the potential matrix is given by

M = − q̂

4CF

[
CF [u2 + ū2] + 1

Nc
u · ū − 1

Nc
u · ū

Ncz(1− z)(u− ū)2 [CF −Ncz(1− z)](u− ū)2

]
. (4.21)

The parameter q̂ that appears here is in the fundamental representation q̂F = q̂qγ . In
the potential matrix we have used the coordinate transformation (A.7) to go to the (u, ū)
coordinates. To get the full solution of the system we plug this matrix into Eq. (4.10) and
solve the differential equation numerically. This finite-Nc result can then be compared to
the large-Nc calculation, which we will discuss now.

4.3 The large-Nc limit

In the large-Nc limit the potential matrix simplifies to

M = − q̂4

[
u2 + ū2 0

2z(1− z)(u− ū)2 [z2 + (1− z)2](u− ū)2

]
. (4.22)

This simplification actually makes it possible to reach analytical solutions for both of the
states.

Calculating Q1. In the large-Nc limit the equation for Q1 decouples from Q2, and in
the path integral formulation it becomes a product of two independent path integrals

Q1(UL,U2) =
ˆ uL

u2

Du
ˆ ūL

ū2

Dūei
´ L
t2

ds [ω2 (u̇2− ˙̄u2)+i q̂4 (u2+ū2)]

= KHO(uL,u2|L, t2)K∗HO(ūL, ū2|L, t2) , (4.23)

with KHO given in (4.5), and K∗HO is the complex conjugate with Ω∗ ≡ 1+i
2
√
q̂/ω.

Calculating Q2. The second quadrupole Q2 is the one that is present in the emission
spectrum, and its calculation is therefore of some importance. It is given by the non-
homogeneous Schrödinger equation

[
i
∂

∂t
+ ∂2

u − ∂2
ū

2ω + i
q̂

4[z2 + (1− z)2](u− ū)2
]
Q2(U ,U2)

= −i q̂2z(1− z)(u− ū)2Q1(U ,U2) , (4.24)
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where Q1(U ,U2) is given in (4.23). The solution to this

Q2(U ,U2) = Qfac
2 (U ,U2) +

ˆ t

t2

dt3
ˆ

v,v̄
Qfac

2 (U ,V )T (V )Q1(V ,U2) , (4.25)

where the transition function is T (V ) = −z(1 − z)q̂(v − v̄)2/2. These two terms were
coined the factorizable and non-factorizable terms in [28]. Notice that the non-factorizable
term is proportional to z(1− z), so in the soft limit z → 0 or z → 1 it becomes negligible.

The factorizable problem is solved by a homogeneous Schrodinger equation
[
i
∂

∂t
+ ∂2

u − ∂2
ū

2ω + i
q̂

4[z2 + (1− z)2](u− ū)2
]
Qfac

2 (U ,U2)

= iδ(t− t2)δ2(u− u2)δ2(ū− ū2) . (4.26)

This is easier solved in the path integral form

Qfac
2 (UL,U2) =

ˆ uL

u2

Du
ˆ ūL

ū2

Dū ei
´ t
t2

ds [ω2 (u̇2− ˙̄u2)+i q̂4 [z2+(1−z)2](u−ū)2] . (4.27)

After changing variables to y = u− ū, x = 1/2(u+ ū) the potential becomes independent
of x, and the path integrals can be performed. The result is

Qfac
2 (x,y,x2,y2|L, t2) =

(
ω

2π∆t

)2
ei

ω
∆t [(x−x2)·(y−y2)]e−

q̂
12 [z2+(1−z)2]∆t[y2+y·y2+y2

2] , (4.28)

where ∆t = L− t2.
It is worth pausing at his point, and consider the form of this function in Fourier space,

given by

Qfac(p, l2, l̄2) =
ˆ

x,y,x2,y2

ei(x2+ 1
2y2)·l2−i(x2− 1

2y2)·l̄2−iy·pQfac
2 (x,y;x2,y2) . (4.29)

We see that we can take the x integral directly on the four-point function. After further
simplifications, we find

Qfac
2 (p, l2, l̄2) = (2π)2δ(l2 − l̄2) 4π

q̂eff(L− t2)e−
(p−l2)2
q̂eff(L−t2)

≡ (2π)2δ(l2 − l̄2)Peff(p− l2|L, t2) , (4.30)

where the effective q̂ parameter for the photon decay is q̂eff =
[
z2 + (1− z)2]q̂.

The non-factorizable piece,

Qnon−fac
2 (U ,U2) =

ˆ t

t2

dt3
ˆ

v,v̄
Qfac

2 (U ,V )T (V )Q1(V ,U2) , (4.31)

is much more complicated since it depends on both of the color-states of the four-point
function. In the large-Nc limit, we have an explicit solution for Q1 and can therefore solve
Eq. (4.31). One can show that in momentum space it is given by

Qnon−fac(p, l2, l̄2|L, t2) =
ˆ L

t2

dt3
ˆ

l3

ˆ

u
e−i(p−l3)·uP̃(zu|L, t3)P̃((1− z)u|L, t3)

× T (u|t3)Q1(l3, l2, l̄2|t3, t2) , (4.32)
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where we have written the two-point broadening functions in coordinate space, i.e. P̃(u) =
´

p e−ip·uP(p). Since T (u) = −z(1 − z)q̂u2/2, we can trade it for a double derivative and
obtain

Qnon−fac(p, l2, l̄2|L, t2) = 1
2z(1− z)q̂

ˆ L

t2

dt3
ˆ

l3

× (∂p · ∂p)Peff(p− l3|L, t3)Q1(l3, l2, l̄2|t3, t2) . (4.33)

The quadrupole Q1 was given in (4.23), and in momentum space it is

Q1(l3, l2, l̄2|t3, t2) = KHO(l3, l2|t3, t2)K∗HO(l3, l̄2|t3, t2) , (4.34)

where the splitting kernel in momentum space is

KHO(l3, l2|t3, t2) = 2π
iωΩ sin(Ω∆t)e

i
2ωΩ sin(Ω∆t) [cos(Ω∆t) (l23+l22)−2l2·l3] . (4.35)

After taking the double derivative and doing the last Gaussian integral you arrive at the
somewhat complicated expression

Qnon−fac(p, l2, l̄2|L, t2) = −1
2z(1− z)q̂

ˆ L

t2

dt3
c2

A

×Q1(p, l2, l̄2|t3, t2)
[
1− 2c

A
+ c

A2q
2
]

e−
q2
2A , (4.36)

where we have defined the time-dependent factors

c = 2
q̂eff(L− t3) , (4.37)

A = 2
q̂eff(L− t3) − iω[Ω cot Ω(t3 − t2)− Ω∗ cot Ω∗(t3 − t2)] , (4.38)

q = ω

[
Ω

tan Ω(t3 − t2)

(
p− l2

sin Ω(t3 − t2)

)
− Ω∗

tan Ω∗(t3 − t2)

(
p− l̄2

sin Ω∗(t3 − t2)

)]
.

(4.39)

4.4 Factorizable and non-factorizable contributions to the spectrum

Hence, in this case, the factorizable part of the spectrum reads

(2π)2 dI in−in
fac

dzd2p
= αs
ω2Pba(z) Re

ˆ L

0
dt2
ˆ t2

0
dt1
ˆ

l2,l1

l1 · l2Peff(p− l2|L, t2)K(l2, l1|t2, t1)

(4.40)

= αs
ω2Pba(z) Re

ˆ L

0
dt2
ˆ t2

0
dt1 e−ip·xPeff(x|L, t2)∂x · ∂yK(x,y|t2, t1)y=0 .

(4.41)

This describes a splitting of one parton into two at times t1 < t < t2 and the subsequent
incoherent broadening of the two-body system, described by the effective jet coefficient q̂eff ,
at times t2 < t < L.
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After doing the remaining momentum integrals the factorizable part of the spectrum
becomes

(2π)2 dI in−in
fac

dzd2p
= 2αs

ω
Pba(z)Re i

ˆ L

0
dt 2ωΩ cot(Ωt)

2ωΩ cot(Ωt) + iq̂eff∆te
−i p2

2ωΩ cot(Ωt)+iq̂eff∆t . (4.42)

Similarly, the non-factorizable part of the spectrum is

(2π)2 dI in−in
non−fac

dzd2p
= αsz(1− z)q̂ Pba(z)

2ω2 Re
ˆ L

0
dt2
ˆ t2

0
dt1
ˆ L

t2

dt3
ˆ

l1l2 l̄2l3

l1 · l̄2

× (∂p · ∂p)Peff(p− l3|L, t3)Q1(l3, l2, l̄2|t3, t2)K(l2, l1|t2, t1) . (4.43)

The two expressions (4.42) and (4.43) constitute the main, analytical results in the large-
Nc limit. However, it is worth to stress that the full finite-Nc result can similarly be
interpreted as a factorizable contribution, corresponding to the diagonal elements of the
interaction matrix M, see (4.21), and the remaining diagonal diagonal and non-diagonal,
or non-factorizable, contributions.

It is interesting to study the time scales of the different parts of the spectrum. The
splitting kernel K(t2, t1) is governed by the time scale tbr =

√
2ω/q̂, called the branching

time. This which is evident from (4.5), which contains the combination |Ωτ | ∼ τ/tbr, where
the time difference is τ = t2− t1. This constrains the extent of the time difference to be of
the order of tbr. The scaling of the spectrum with the medium length can be clarified by
shifting the time integrals as

ˆ L

0
dt2
ˆ t2

0
dt1
(
. . .
)→
ˆ L

0
dt
ˆ L−t

0
dτ
(
. . .
)
. (4.44)

For a large medium or for soft emissions, such that L� tbr, the integration over τ yields a
factor ∼ tbr, while the remaining integration over t scales with L. Hence, the factorizable
piece is expected to scale linearly with L.

The time dependence of the non-factorizable piece is not so straightforward, as it
is a convolution of two different quadrupoles, see Eq. (4.33). Between t2 and t3 the
time dependence is set by Q1(t3, t2), which exhibits the same characteristic time scale
as K(t3, t2), namely at the order of the branching time tbr. One therefore expects the
integration over the intermediate time t3 to yield a factor tbr. It can be shown numerically
that the non-factorizable term vanishes in the z → 0 limit, see Figs. 9 and 12, since
tbr ∝

√
z. This has to be compensated by another length scale, which should emerge from

the remaining dynamics between t3 ∼ t2 + tbr and L. In [28] the authors argued that
the non-factorizable part contributes only as tbr/L, suggesting that the non-factorizable
contribution should become less relevant for large media. In Sec. 5 we will critically examine
this proposed behavior.

5 Numerical results

In this section we will present the results of our numerical calculations for the γ → qq̄

splitting. The system of coupled Schrödinger equations is solved on a dense grid using the
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fourth-order Runge-Kutta method. The coupled set of equations is defined in Eq. (4.10)
and the potential matrix M entering these equations is given in (4.21) at finite-Nc and (4.22)
at large-Nc. The simulation error was estimated by comparing the simulated value of the
factorizable problem with the analytical solution given in (4.42). The code we used to do
these simulations can be found here: https://github.com/johannesgutn/schrodinger.

As mentioned above, we have chosen to focus on the γ → qq̄ process due to the
small dimension of possible intermediate color states and, thus, the number of coupled
equations; the qq̄ pair can only be in two (singlet and octet) configurations. Our approach
can be straightforwardly generalized to more complicated systems like q → qg and g → gg,
however, it is not a trivial task. The main problem is that in these cases the potential
matrices M have a much higher dimension than in the photon case, and the number of
coupled evolution equations grows rapidly. This also comes with a much higher demand
for computing power and time, which is one of the reasons why we decided to focus on
the photon case. On the other hand, as discovered for the calculations in the eikonal
approximation [69], one would expect more pronounced deviations from the large-Nc limit
in splitting processes involving more color.

The object we end up with after doing our numerical calculation is

F(p|L) =
ˆ

uū
e−i(u−ū)·pF(u, ū|L) , (5.1)

where F(u, ū|L) is defined in Eq. (4.9). The code then simulates the time evolution of the
object F(p|L), as a function of the splitting fraction z and the transverse momentum p,
or equivalently splitting angle θ, as |p| ' ωθ.

We focus on the medium modification factor Fmed, introduced in (3.25). It measures
how much the medium-induced emission spectrum differs from the vacuum spectrum, and
is defined as

Fmed =
(

dI in−in

dzd2p
+ dI in−out

dzd2p

) / dIvac

dzd2p
. (5.2)

This ratio cancels directly out the soft and collinear divergences contained in the vacuum
spectrum. In particular, since the Altarelli-Parisi splitting function is canceled out in (5.2),
we expect that Fmed should give a measure of the medium modifications that is, at least
qualitatively, universal among the medium-induced splitting processes (up to the magnitude
of the effects).

In the previous sections we have computed the vacuum and in-out contributions ana-
lytically in the HO approximation, see Eqs. (3.30) and (4.7). For the in-in contribution we
have as mentioned calculated the object F(p|L) numerically. Inserting this into the above
equation gives

Fmed = Re
(
p2

2ω2F(p|L)− 2
[
1− e−i

tan(ΩL)
2ωΩ p2

])
. (5.3)

We will now discuss some of the main observations from the results of our simulations.
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Figure 3. F in−in
med as a function of time for different values of ω.

5.1 The in-in contribution

To start, it is interesting to look at just the in-in contribution, as this is what was studied
in [28]. To do this we define F in−in

med = Re p2

2ω2F(p|L), and plot this as a function of time
and θ in Figs. 3-5. In [28] the authors argue that the non-factorizable part should be
negligible as long as L � tbr =

√
2ω/q̂. We can now use our numerical results to check

this statement.
Looking at the left plot in Fig. 3 we have tbr ' 0.5 fm and tbr ' 0.8 fm for z = 0.09

and z = 0.5, respectively. We would therefore expect the finite-Nc and the factorizable
results to match closely at late times. However, this is not what we see. For z = 0.5 the
two solutions actually move away from each other at around 1 fm. The same is also true
for the 100 GeV plot on the right, but since error bands are bigger it is harder to draw
concrete conclusions.

To study the behavior at late times in more detail we have in Fig. 4 plotted F in−in
med

up to 5 fm. Numerically this was only possible at 10 GeV, as the error blows up at late
times for the 100 GeV case. In this figure we have used two different values of q̂, which is a
way of varying tbr while holding ω constant. From this figure it is clear that the difference
between the finite-Nc and factorizable solutions grows at around 1 fm, and stabilizes to
a constant value. This contradicts the notion from [28] that the non-factorizable should
become less important at late times. However, it is consistent with [69], where we also
found that the difference between the finite Nc and factorizable versions of the quadrupole
amounted to a constant shift after some time.

On the other hand, it is interesting to note that the error in the case where q̂ = 1.5
GeV2/fm is bigger than the error when q̂ = 3 GeV2/fm. This does seem to support the
claim that the non-factorizable piece is less important when q̂ is big, or equivalently tbr is
small. Together, these observations seem to indicate that the size of the non-factorizable
term as a function of the different parameters is more complicated than previously thought.

In Fig. 5 we have plotted the in-in contribution as a function of the splitting angle θ.
This is also interesting to study, as the estimate that the non-factorizable piece should be
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Figure 4. F in−in
med as a function of time for two different values of q̂.

Figure 5. F in−in
med as a function of θ for different values of ω.

small when L� tbr contains no information about the angle. We see that the factorizable
piece matches the full solution one when Fmed itself is small, while the two solutions show
differences around the peaks in the distributions. Of the four curves in Fig. 5 only the
one with z = 0.5 and E = 10 GeV (tbr ' 0.8) exhibits a significant difference between
the factorizable and full solution. However, in the four plots the branching time tbr ranges
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Figure 6. Fmed, given in Eq. (5.2), simulated at finite-Nc for two different energies, i.e. for
E = 10 GeV and E = 100 GeV. See text for further details. The two medium scales |p| = Qs and
|p| = (ωq̂)1/4 are also plotted, as well as tf = L.

from 0.8 fm to 1.4 fm, which is smaller than L, but not very much smaller, so it is hard to
draw conclusions.

It is clear in both Figs. 3 and 5 that the non-factorizable part is small when z is small,
which is what we expect from the analytic calculation (4.25).

5.2 Validation of the numerical results and comparison to approximate solu-
tions

Armed with our numerical simulation we have the opportunity to study several approxima-
tions. From now we plot the full Fmed, given in (5.2), which also includes the in-out term.
As a first test case, we study going from the full finite-Nc result to the large-Nc solution.
This amounts to simplifying the potential matrix in the Schrödinger equation from (4.21)
to (4.22).

The next approximation we examine is comparing the magnitude of non-factorizable
effects in the splitting. The factorizable piece corresponds to keeping only the first term of
the quadrupole, see Eq. (4.25). This is what is usually done in most practical applications,
and is therefore a very important test. For instance, for the special case of g → qq̄ (even
with massive quarks), this is the only contribution at large-Nc [81].

Lastly, we will also compare our non-eikonal result to the fully eikonal approximation,
where all the partons are put on classical paths. This is the approximation we used in [69],
where we performed a similar study. Here, we put this approximation to the test.

We evaluate the numerics for the medium parameters q̂ = 1.5 GeV2/fm and L = 2
fm, and choose two, widely separated initial energies E = 10 GeV and E = 100 GeV as
representative test cases. The simulated Fmed at finite Nc is shown in Fig. 6, where we
have plotted it in the two-dimensional (log 1

z , log 1
θ ) plane (or Lund plane) for a wide range

of splitting fractions and angles. In this representation the vacuum spectrum alone, in
the soft limit, would correspond to a constant ∝ αsCR. Hence, this provides a compact
representation of where the medium effects are most pronounced.
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In Fig. 6 we have also depicted the medium scales related to the transverse momentum
scales from splitting, i.e. |p| = pt = ωθ ∼ (ωq̂)1/4 (thick, red line), and broadening, i.e.
pt = ωθ ∼ Qs =

√
q̂L (thick, blue line). Finally, we also delineate where the formation

time tf = 2ω/p2
t becomes equal to the medium length L (thick, green line). Clearly, as

is most visible for the higher parton energy (Fig 6, right), medium effects are occurring
at large angles and scale nicely with Qs. However, whenever Qs ≈ (ωq̂)1/4, i.e. for long
branching times, we note a net negative effect of medium interactions. In this regime, both
of these scales also become comparable to the condition on the formation time tf < L, or
pt >

√
2ω/L. Note, however, that the full spectrum, i.e. vacuum plus medium, is positive.

Finally, we note that the simulation errors become quite large for large angles and
large z for E = 100 GeV, and our results are therefore not shown in the lower, left corner
of Fig 6 (right). We now turn to discuss exactly the simulation errors.

Estimating the simulation error. Before we do any of these comparisons we will
discuss the error in our simulation. In this work, we have done three numerical simulations,
corresponding to i) the finite-Nc result, ii) the large-Nc result, and iii) the factorizable
part of the large-Nc result. The third point corresponds to a special case where we solve the
coupled Schrödinger equations with the potential matrix M at large-Nc, Eq. (4.22), while
also setting the non-diagonal contributions to zero. In this case we also have an analytic
formula, Eq. (4.42). This gives us a way to compare our numerical simulations, in this
special case, to a well-defined answer and the difference between these two will then give
us an estimate of the simulation error.

Hence, as a proxy for the full numerical error, we define the error of the simulation
as 1 + Fmed calculated analytically and numerically, according to prescription iii) above.
Hence, we define the accuracy as,

∆num ≡
|Fmed,analytic − Fmed,simulated|

1 + |Fmed,analytic|
. (5.4)

This quantity is plotted on the Lund plane in Fig. 7.
As one can see from Fig. 7 the simulation error is generally small for the 10 GeV case.

For the 100 GeV case the error grows large for big θ and z ∼ 0.5. We therefore do not

Figure 7. The simulation error ∆num, defined in Eq. (5.4), for two different energies.
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Figure 8. The difference ∆Nc
between 1 + Fmed simulated at finite Nc and large-Nc, defined in

Eq. (5.5).

expect to get accurate results in this part of the phase space. This comes from the fact that
the Schrödinger equation (4.10) contains a non-homogeneous term with a complex phase
which is proportional to

√
ω. This phase will oscillate rapidly when ω is big, meaning we

need an increasingly detailed grid to capture these oscillations. Further work is needed to
address this corner of the phase space.

However, except for this corner of the phase space for the 100 GeV case, the simulation
error is sufficiently small to be able to draw meaningful conclusions from the numerical
results.

Comparing finite-Nc and large-Nc. In [69] we found that there is only a very small
difference between the spectrum for finite Nc and large-Nc in the γ → qq̄ case. In that
paper we used the eikonal approximation for all the partons, so it is interesting to see if
anything changes when we here include the possibility to accumulate transverse momentum
along the partonic lines. Again we define the difference between the two schemes on the
level of 1 + Fmed, and plot

∆Nc ≡
|Fmed,finite−Nc − Fmed,large−Nc |

1 + |Fmed,finite−Nc |
, (5.5)

in Fig. 8. As we can see from the difference between the finite-Nc and large-Nc results
are very small in the whole (θ, z) plane, mostly under 1 %. This is consistent with our
earlier findings in [69]. However, in that work we found substantial differences in the cases
of q → qg and g → gg, so we would expect the same in this case.

Since the difference between the results at finite Nc and large-Nc is so small we will
subsequently only plot the result at finite Nc.

Comparing large-Nc and the factorizable contribution. The quadrupole at large-
Nc is given in Eq. (4.25). In most analytic calculations of the emission spectrum the second
non-factorizable term is dropped, and only the first term is considered. We directly see
from the definition that the non-factorizable term vanishes for soft emissions z → 0. For
soft or unbalanced splittings, z � 1, we expect the non-factorizable contributions to be
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Figure 9. The difference ∆non−fac between 1 + Fmed calculated at large-Nc and keeping only the
factorizable term of the large-Nc solution, defined in Eq. (5.6).

suppressed by an inverse length, i.e. tbr/L (at least this was argued in the large-Nc limit)
[28]. However, there could be important differences at finite z and large angles.

In order to gauge the importance of the full range of non-factorizable contributions at
finite-Nc, we define

∆non−fac ≡
|Fmed,large−Nc − Fmed,factorizable|

1 + |Fmed,large−Nc |
. (5.6)

which is plotted in Fig. 9. We see from comparing Figs. 8 and 9 that dropping the non-
factorizable part of the large-Nc solution introduces a considerably bigger error than what
is introduced by going from finite-Nc to large-Nc.

It is also clear that this approximation works well in the soft limit, as expected. This
indicates that it is safe to only use the factorizable piece when calculating soft emissions.
However, for finite z one should be more careful, as there might be significant contributions
from the non-factorizable term, leading to significant deviations.

Comparing the eikonal approximation and non-eikonal corrections. In [69] we
also studied many of the same effects we have presented here. However, in that paper
we used the eikonal approximation, where all the partons travel on straight lines through
the medium. In App. D we show how the calculation simplifies in the eikonal limit. It is
interesting to examine how well the eikonal approximation actually works. We will compare
the factorizable term of the large-Nc solution in the eikonal limit and with full transverse
behavior. This comparison is convenient, as we have analytical solutions for both, see Eqs.
(D.15) and (4.42), respectively. That means we are not limited by the simulation and the
error bands that come with it. We expect that the eikonal approximation works best when
ω is big, or when z ∼ 0.5. In Fig. 10 we have plotted the error introduced by using the
eikonal approximation, compared to the non-eikonal version, defined as

∆eik ≡
|Fmed,non−eikonal − Fmed,eikonal|

1 + |Fmed,non−eikonal|
. (5.7)

As one can see the eikonal approximation overestimates the contribution by a big margin,
especially along the line ωθ ∼ Qs, i.e. around the peak of the spectrum. We can therefore
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Figure 10. The difference ∆eik between eikonal and non-eikonal 1 + Fmed, calculated analytically
for the factorizable piece of the large-Nc solution, defined in Eq. (5.7).

Figure 11. Comparison of the non-eikonal and fully eikonal Fmed, calculated using the factorizable
part of the large-Nc solution, as a function of z, for a much higher energy E = 1000 GeV.

conclude that using the eikonal approximation does not work well for the values of the
parameters we have chosen in this paper.

In Fig. 11 we have plotted Fmed as a function of z at a higher energy of E = 1000
GeV, to study whether the eikonal approximation is accurate at this energy scale. From
the figure it is clear that it does indeed work well for z close to 0.5. However, it still fails
to capture the main contribution of Fmed, which is present at lower z.

We would also like to point out that we have here used the eikonal approximation on
all of the partons. It is common to study the case where one of the emitted partons is soft,
while the other is hard. In that case the eikonal approximation could be used on the hard
partons, while the full transverse dependence of the soft parton should be kept. We expect
this to give a more accurate result than the fully eikonal case, but we have decided not to
pursue this scheme further here.
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Figure 12. Fmed calculated at finite Nc and the factorizable part of the large-Nc solution. On the
Lund plane we have indicated constant θ slices that we plot as a function of z.

Figure 13. Fmed calculated at finite Nc and the factorizable part of the large-Nc solution. On the
Lund plane we have indicated constant z slices that we plot as a function of pt/Qs.

5.3 Precision calculation of splitting function in the Lund plane

Finally, we turn to the state-of-the-art calculations of the splitting function, evaluated
in the HO approximation without any other further approximations. In this section we
discuss our results, and plot slices of the Lund plane as a function of different parameters.

In Fig. 12 we have plotted Fmed simulated at finite Nc. We have plotted a slice of this
at constant θ, as a function of z. We have plotted both the simulated finite-Nc result and
the analytical formula for the factorizable piece of the large-Nc solution. It is interesting
to note that the two different solutions are within error bands of each other at low-z, i.e.
z < 0.1.

However, as z approaches 0.5 the two solutions diverge. The factorizable part overes-
timates the finite-Nc value by a significant margin. In addition, the two solutions peak at
different z-values. This again shows that the factorizable part is not as accurate at finite
z > 0.1.
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Figure 14. Fmed as a function of time for two different energies.

Next, in Fig. 13, we plot the medium modification Fmed for two slices of constant z, as
indicated on the Lund plane in the inset. We plot this as a function of the dimensionless
ratio pt/Qs, where pt ≡ |p| = ωθ. In the soft limit, z � 1, one expects that the distribution
should peak around pt/Qs ≈ 1 [41]. This is indeed the case for both the factorizable part
(now at finite-z) and for the full, finite-Nc simulation, although the peak is less distinguish-
able due to the numerical errors. However, the factorizable solution again overshoots the
true value, especially at large pt or angles.

As our last numerical results, we show the time evolution of Fmed in Fig. 14. Here we
have chosen z and θ to be close to the respective peaks in the distributions at L = 2 fm.
From these plots it is clear that the peak of the distribution moves with time. As we sit
in a constant point in the (θ, z) plane the distribution is first negative, and then becomes
positive as time progresses.

We note also that the large-Nc/factorizable result agrees with the full calculation at
early times, to diverge from it at later times. This is related to the physics of multiple
scattering. At early times in the medium, there were simply not enough scatterings to
cause strong color rotations so as to probe the many possible intermediate states of the
two-body final particle system. This, however, changes when time progresses and the full
color dynamics become apparent.

Furthermore, Fig. 14 provides an a posteriori justification for using the HO approxi-
mation in this work. As is well known [42], hard medium-induced emissions occur mostly
at early times in the medium. It can be explicitly checked that the mixing of different
color states only occurs at higher orders (N > 1) in the opacity expansion. In order to
induce the color dynamics responsible for factorization-breaking effects one needs frequent
scatterings to occur; some to induce the splitting and others in charge of de-correlating
and broadening the final splitting products.
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6 Conclusion and outlook

In this paper we have derived the spectrum for a medium-induced emission without invoking
the large-Nc or eikonal approximations. This was done in Sec. 3.1. The spectrum can be
divided into a vacuum component (called out-out) and a medium component, consisting
of an in-out piece and in-in piece, which for a general potential are given in Eqs. (3.30),
(3.32) and (3.34), respectively. The in-in contribution contains the quadrupole correlation
function Q(L, t), which currently cannot be solved analytically without using the large-
Nc approximation. We then showed how the in-in contribution can be solved through a
Schrödinger equation in Eq. (3.39).

In Sec. 4, we focused our efforts by applying the general results we derived in the
previous sections to a state-of-the-art calculation of a concrete splitting process. We chose
to study the process γ → qq̄, in the harmonic oscillator approximation. We here found that
the large-Nc approximation works extremely well for the photon case, which also echoes
the results we found in [69]. Our main result of this calculation was shown in Fig. 8.

We also examined how well the full spectrum can be approximated using only the first
of the two terms in the large-Nc solution of the quadrupole, given in Eq. (4.25). This is
important, as usually only the first term, referred to as the factorizable term, is kept in
calculations of the emission spectrum, as the quadrupole then simplifies substantially. The
factorizable and full solutions were shown in Fig. 9 and also Figs. 12-5. As expected from
the analytical formula (4.25) we found that the factorizable term provides an excellent
approximation of the full solution in the soft limit when z ∼ 0. However, we do see a
small deviation at finite z, at the order of 10 %, and even higher at large angles. It could
therefore be important to include both terms in studies that focus on corrections where z is
not small. Our results, also summarized in Fig. 4, seem to indicate that the non-factorizable
terms are sizable and persistent even for large media even for small branching times, while
their impact overall decreases when decreasing the branching time. This indicates that the
color-dynamics taking place from moment of the branching to the end of the medium is
non-trivial. These effects are expected to be bigger for partons with a higher color charge,
such as g → gg branching, and deserves further studies.

We also compared our result to the fully eikonal result, where all the partons are put
on straight lines. This is what was done in [69], so keeping the full transverse dynamics
is the main improvement over that paper. We found in Fig. 10 that the fully eikonal
approximation is not generally very effective at capturing the spectrum, especially at low
ω. However, it should be noted that in many calculations the soft limit is used, where you
keep the non-eikonal behavior of the soft line, while putting the rest on straight lines. We
expect this to work better for small z, and is something that could be studied in future
work.

Having established a working methodology, this work therefore paves the way for pre-
cise calculations of all QCD and QED/EW splitting functions in the medium. As a next
important step, we will attempt to solve the necessary evolution equations for g → gg

and q → qg which both contain soft divergences and should therefore occur frequently
in the QGP. On the level of spectra differential only in the momentum-sharing fractions,
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this would also be relevant for studying overlapping formation times in g → ggg splitting
beyond the soft and/or large-Nc limits [72]. A further perspective worth considering is
to simulate more partons as many-body and multi-level (in the sense of color) quantum-
mechanical systems in a background field. This effort seems however daunting due to the
exponentially growing size of the system of coupled evolution equations, describing the
available color representations of the involved partons.

Going beyond the HO approximation is also, in principle, straightforward. In order to
achieve a full resummation one should use the complete elastic medium scattering potential,
and use the most general interaction matrix M as given in Eq. (4.19). In this case, one also
needs to evaluate the three-point function K(u,u2|t2, t1) numerically with a completely
analogous numerical Schrödinger equation. Hence, the non-homogeneous contribution to
F , as in Eq. (3.39), would be provided as numerical data. In principle, one could also use
scattering potentials extracted from lattice simulations of high-temperature QCD [82].
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A Simplifying n-point functions

Here we will show how the n-point functions present in Eq. (3.1) can be simplified. It is
adapted from the procedure shown in [28].

A.1 Four-point function

The four-point function up to some final time tf is given by

(k, q;k, q|S(4)(tf , t2)|k2, q2; k̄2, p̄2 − k̄2) = dbc
〈

(k|Gb|k2)(q|Gc|q2)(p̄2 − k̄2|G†c |q)(k̄2|G†b |k)
〉
,

(A.1)

where the color factor dbc is process dependent, and we have neglected all color indices.
The propagators are usually formulated in position space, see Eq. (2.1), so after a Fourier
transform it becomes

(k, q;k, q|S(4)(tf , t2)|k2, q2; k̄2, p̄2 − k̄2) =
ˆ

x2y2ȳ2x̄2xyȳx̄
eik2·x2−ik̄2·x̄2+iq2·y2−i(p̄2−k̄2)·ȳ2−ik·(x−x̄)−iq·(y−ȳ)

× (x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2) . (A.2)
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The four-point function in position space is then given by

(x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2) = dbc
〈

(x|Gb|x2)(y|Gc|y2)(ȳ2|G†c |ȳ)(x̄2|G†b |x̄)
〉

=
ˆ x

x2

Dr1

ˆ y

y2

Dr2

ˆ ȳ

ȳ2

Dr̄2

ˆ x̄

x̄2

Dr̄1 ei
E
2
´ tf
t2

ds [z(ṙ2
1− ˙̄r2

1)+(1−z)(ṙ2
2− ˙̄r2

2)]C(4)(r1, r2, r̄2, r̄1) ,

(A.3)

where the potential term C(4) is a correlator of Wilson lines

C(4)(r1, r2, r̄2, r̄1) = dbc
〈
Vb(r1)Vc(r2)V †c (r̄2)V †b (r̄1)

〉
. (A.4)

The Wilson lines V (r) can be in the fundamental or adjoint representations depending on
the process.

In [69] it was shown that all Wilson line correlators can be written as a system of
differential equations

d
dtC

(4)
i = MijC(4)

j . (A.5)

Here Cj indicates some other color configuration of the same Wilson lines. It was also
shown in [69] that the evolution matrix only depends on the differences of the coordinates

Mij = Mij(σ12, σ1̄2̄, σ11̄, σ22̄, σ12̄, σ1̄2) . (A.6)

Here we have used the notation σ12 ≡ σ(r1− r2). This implies that C(4) also only depends
on the differences of the coordinates. It is therefore natural to change to the following
coordinates, with unit Jacobian

u = r1 − r2

ū = r̄1 − r̄2

v = z(r1 − r̄1) + (1− z)(r2 − r̄2)

w = 1
2[z(r1 + r̄1) + (1− z)(r2 + r̄2)] . (A.7)

Now the correlator C(4) only depends on the coordinates u, ū and v, and there is no
dependence on w. The four-point function then becomes

(x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2) =
ˆ

Dw
ˆ

Dv
ˆ

Du
ˆ

Dū ei
E
2
´ tf
t2

ds [2v̇·ẇ+z(1−z)(u̇2− ˙̄u2)]C(4)(u, ū,v) . (A.8)

Since the potential does not depend on w the path integral over w can be done, which has
the effect of forcing v to be on the classical path v → vcl. The result is

(x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2)

=
(

E

2π(tf − t2)

)2

ei
E

(tf−t2) ∆v·∆w
ˆ

Du
ˆ

Dū ei
ω
2
´ tf
t2

ds (u̇2− ˙̄u2)C(4)(u, ū,vcl) , (A.9)
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where ∆w = w(tf ) − w(t2) and we have defined ω = z(1 − z)E. Now we can return to
momentum space. After performing the same coordinate change on the Fourier components
in Eq. (A.2) the integrals involving the w components are

ˆ

wLw2

eiw2·(q2+k2−p̄2)ei
E

(tf−t2) ∆v·(wL−w2)

=
(2π(tf − t2)

E

)2
(2π)2δ2(∆v)(2π)2δ2(q2 + k2 − p̄2) . (A.10)

Inserting this into the expression for the four-point function in momentum space Eq. (A.2)
and doing one v integral leads to Eq. (3.7)

(k, q;k, q|S(4)(tf , t2)|k2, q2; k̄2, p̄2 − k̄2) = (2π)2δ2(q2 + k2 − p̄2)

×
ˆ

u2uf ū2ūfv
eiv·(p̄2−q−k)+iu2·(k2−zp̄2)−iū2·(k̄2−zp̄2)−i(uf−ūf )·((1−z)k−zq)

×
ˆ uf

u2

Du
ˆ ūf

ū2

Dū ei
ω
2
´ tf
t2

ds (u̇2− ˙̄u2)C(4)(u, ū,v)

≡ (2π)2δ2(q2 + k2 − p̄2)S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|tf , t2) .
(A.11)

Here it is clear that it is more convenient to use the momentum variables l2 = k2 − zp̄2,
l̄2 = k̄2 − zp̄2, p = (1 − z)k − zq and P = q + k, where the four-point function is
S(4)(p, l2, l̄2, p̄2 − P |tf , t2).

A.2 Three-point function

The three-point function is given by

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) = dabc
〈

(k2|Gb|k1)(q2|Gc|p1 − k1)(p̄1|G†a|p̄2)
〉
,

(A.12)

where the color factor dabc is process dependent, and we have neglected all color indices.
The propagators are usually formulated in position space, see Eq. (2.1), so after a Fourier
transform it becomes

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) =
ˆ

x1x2y1y2z̄1z̄2

eik1·x1−ik2·x2+i(p1−k1)·y1−iq2·y2−ip̄1·z̄1+ip̄2·z̄2

× (x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1) . (A.13)

The three-point function in position space is then given by

(x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1) = dabc
〈

(x2|Gb|x1)(y2|Gc|y1)(z̄1|G†a|z̄2)
〉

=
ˆ x2

x1

Dr1

ˆ y2

y1

Dr2

ˆ z̄2

z̄1

Dr̄0 ei
E
2
´ t2
t1

ds [zṙ2
1+(1−z)ṙ2

2− ˙̄r2
0]C(3)(r1, r2, r̄0) , (A.14)
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where the correlator C(3) is given by

C(3)(r1, r2, r̄0) = dabc
〈
Vb(r1)Vc(r2)V †a (r̄0)

〉
. (A.15)

The Wilson lines V (r) can be in the trivial, fundamental, or adjoint representations de-
pending on the process.

In [69] it was shown that all Wilson line correlators can be written as a system of
differential equations

d
dtC

(3)
i (r1, r2, r̄0) = Mij(r1 − r̄0, r2 − r̄0, r2 − r1)C(3)

j (r1, r2, r̄0) . (A.16)

Here C(3)
j indicates some other color configuration of the same Wilson lines. The fact that

the evolution matrix only depends on the differences of the coordinates implies that the
same is true for the correlator: C(r1, r2, r̄0) = C(r1 − r̄0, r2 − r̄0, r2 − r1). This leads
naturally to a variable change, with unit Jacobian

u = r1 − r2

v = zr1 + (1− z)r2 − r̄0

(A.17)

Now the correlator C(3) only depends on the coordinates u and v, and there is no depen-
dence on r̄0. The three-point function then becomes

(x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1) =
ˆ

Du
ˆ

Dv
ˆ

Dr̄0 ei
E
2
´ t2
t1

ds [z(1−z)u̇2+v̇2+2v̇· ˙̄r0]C(3)(u,v) . (A.18)

Since the potential does not depend on r̄0 the path integral over r̄0 can be done, which
has the effect of forcing v to be on the classical path v → vcl. The result is

(x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1)

=
(

E

2π(t2 − t1)

)2
ei

E
(t2−t1) ∆v·(∆v+2(z̄2−z̄1))

ˆ

Du ei
ω
2
´ t2
t1

ds u̇2C(3)(u,vcl) , (A.19)

where ∆v = v2−v1 and we have defined ω = z(1−z)E. Now we can return to momentum
space. After performing the same coordinate change on the Fourier components in Eq. (A.2)
the integrals involving the z components are

ˆ

z̄1z̄2

eiz̄1·(p1−p̄1)e−iz̄2·(k2+q2−p̄2)ei
E

(t2−t1) ∆v·(z̄2−z̄1)

=
(2π(t2 − t1)

E

)2
(2π)2δ2(∆v)(2π)2δ2(p1 − p̄1) . (A.20)

Here we have used that p̄2 = k2 + q2, see Eq. (3.7). Inserting this into the expression for
the three-point function in momentum space Eq. (A.13) and doing one v integral leads to

– 36 –



Eq. (3.8)

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) = (2π)2δ2(p1 − p̄1)

×
ˆ

u1u2v
eiv·(p1−p̄2)+iu1·(k1−zp1)−iu2·(k2−zp̄2)

ˆ

Du ei
ω
2
´ t2
t1

ds u̇2C(3)(u,v)

≡ (2π)2δ(p1 − p̄1)S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1) . (A.21)

After defining the momentum variables l2 = k2 − zp̄2 and l1 = k1 − zp1 this becomes
S(3)(l2, l1,p1 − p̄2|t2, t1).

A.3 Two-point function

The two-point function is

(p1;p1|S(2)(t1, t0)|p0; p̄0) = d(2)
a

〈
(p1|Ga(t1, t0)|p0)(p̄0|G†a(t0, t1)|p̄1)

〉
, (A.22)

where we have used that p̄1 = p1 from (A.21). After Fourier transforming this becomes

(p1;p1|S2(t1 − t0)|p0; p̄0) =
ˆ

x1x0x̄1x̄0

e−ip1·(x1−x̄1)+ip0·x0−ip̄0·x̄0(x1; x̄1|S2(t1 − t0)|x0; x̄0) .

(A.23)
In position space it can be written in terms of path integrals

(x1; x̄1|S2(t1 − t0)|x0; x̄0) = d(2)
a 〈(x1|Ga(t1, t0)|x0)(x̄0|G†b (t1, t0)|x̄1)〉

=
ˆ x1

x0

Dr
ˆ x̄1

x̄0

Dr̄ ei
E
2
´ t1
t0

ds(ṙ2− ˙̄r2)C(2)(r − r̄|t1, t0) , (A.24)

where C(2) is a Wilson line correlator that has a simple solution

C(2)(r − r̄|t1, t0) = d(2)
a

〈
VaV

†
ā

〉
= e−CR

´ t1
t0

ds n(s)σ(r−r̄)
. (A.25)

Changing coordinates to u = r − r̄ and v = 1/2(r + r̄) the potential does not depend on
v, and the path integral over v can be performed. This has the effect of forcing u to be on
the classical path, and the full two-point function becomes

(p1;p1|S2(t1 − t0)|p0; p̄0) =
(

E

2π∆t

)2 ˆ

u1u0v1v0

eiv0·(p0−p̄0)−iu1·p1+ 1
2 iu0·(p0+p̄0)

× ei
E
∆t (u1−u0)·(v1−v0)−CR

´ t1
t0

ds n(s)σ(ucl) . (A.26)

All but one of the integrals can be done immediately, leading to a momentum-conserving
delta function

(p1;p1|S(2)(t1 − t0)|p0; p̄0) = (2π)2δ(p0 − p̄0)P(p1 − p0|t1, t0) . (A.27)

Here we have defined the broadening distribution P as

P(p1 − p0|t1, t0) =
ˆ

u
e−iu·(p1−p0)−CR

´ t1
t0

ds n(s)σ(u)
. (A.28)
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A.4 Summary of color structure

In the main text we have written the n-point functions in a very general way, namely

(p1; p̄1|S(2)(t1, t0)|p0; p̄0) = d(2)
a 〈(p1|Ga(t1, t0)|p0)(p̄0|G†a(t0, t1)|p̄1)〉

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) = d
(3)
abc〈(k2|Gb|k1)(q2|Gc|p1 − k1)(p̄1|G†a|p̄2)〉

(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2) = d
(4)
bc 〈(k|Gb|k2)(q|Gc|q2)(p̄2 − k̄2|G†c |q)(k̄2|G†b |k)〉 .

(A.29)

Here we have neglected all the color indices. Here we present the n-point correlators for
the two processes γ → qq̄ and g → gg with full color dependence. The process dependent
color factors d(2)

a , d(3)
abc and d

(4)
bc then be inferred from this.

In the case of γ → qq̄ the two-, three-, and four-point functions are given as

S(2)(t1, t0) = (p1|G0|p0)(p̄0|G†0|p̄1)

S(3)(t2, t1) = 1
Nc
〈tr[(k2|GF |k1)(p0 − k1|ḠF |q2)]〉(p̄0|G†0(t1, t2)|p̄2)]〉

S(4)(t∞, t2) = 1
Nc
〈tr[(k|GF |k2)(q2|ḠF |q)(q|G†F |p̄2 − k̄2)(k̄2|Ḡ†F |k)]〉 . (A.30)

Finally, for the g → gg process we have

S(2)(t1, t0) = 1
N2
c − 1〈tr[(p1|GA|p0)(p̄0|GA|p̄1)]〉

S(3)(t2, t1) = 1
Nc(N2

c − 1)f
ā2b2c2fa1b1c1〈(k2|Gb2b1A |k1)(q2|Gc2c1A |p1 − k1)(p̄1|G†a1ā2

A |p̄2)〉

S(4)(t∞, t2) = 1
Nc(N2

c − 1)f
ā2b2c2f ā2b̄2c̄2

× 〈(k|Gbb2A |k2)(q|Gcc2A |q2)(k̄2|G†b̄2bA |k)(p̄2 − k̄2|G†c̄2cA |q)〉 . (A.31)

Here we have neglected the momentum dependence on the left-hand side to make the color
structure more clear.

B Calculation of different processes

Here we will show how to derive the emission spectrum for two different physical processes.

B.1 Pair production

The pair production matrix element is

Mij
si,sj (k, q) =

ˆ ∞

0
dt1
ˆ

p0p1k1q1

ei
k2

2zE t∞(k|Gii1F (t∞, t1)|k1)ei
q2

2(1−z)E t∞(q1|Ḡj1jF (t1, t∞)|q)

× (q1,k1|V i1j1
λsisj
|p1) 1

2E (p1|G0(t1, t0)|p0)M0λ(p0) . (B.1)

Here the photon propagator is simply the free propagator, given in (2.5). The vertex is
given by

(q1,k1|V i1j1
λsisj
|p1) = δi1j1(2π)2δ(p1 − k1 − q1)eΓλsisj (k1 − zp1) , (B.2)

– 38 –



where
Γλsisj (Q) = δ−sjsi(zδλsi − (1− z)δλsj )

2i√
z(1− z)

Q · ελ . (B.3)

The cross section is, after summing over flavor
d2σ

dΩkdΩq
= nf

∑
〈|M(k, q)|2〉 . (B.4)

After squaring the amplitude the cross section is
d2σ

dΩkdΩq
= e2nf

(2E)2 Re
ˆ ∞

0
dt2
ˆ t2

0
dt1
ˆ

p0p1k1q2k2p̄0p̄2k̄2p̄1

〈M0λ(p0)M∗0λ̄(p̄0)〉

× Γλsisj (k1 − zp1)Γλ̄sisj (k̄2 − zp̄2)〈(p1|G0(t1, t0)|p0)(p̄0|G†0(t0, t1)|p̄1)〉
× 〈(k2|Gi2i1F (t2, t1)|k1)(p1 − k1|Ḡi1j2F (t1, t2)|q2)(p̄1|G†0(t1, t2)|p̄2)〉
× 〈(k|Gii2F (t∞, t2)|k2)(q2|Ḡj2jF (t∞, t2)|q)(q|G†jī2F (t2, t∞)|p̄2 − k̄2)(k̄2|Ḡ †̄i2iF (t2, t∞)|k)〉 .

(B.5)
This equation contains a lot of information and should be understood in the following way:
The two-point function between t0 and t1 describes the propagation of the initial photon.
Then the splitting happens in the amplitude at t1, and in the complex conjugate amplitude
at t2, which is described by the three-point function. Finally, the quark-antiquark system
broadens until the end of the medium and propagates until t∞.

The two-point function is simply

〈(p1|G0(t1, t0)|p0)(p̄0|G†0(t0, t1)|p̄1)〉 = (2π)4δ(p1 − p0)δ(p̄1 − p̄0)e−i
p2
0−p̄2

0
2E (t1−t0) . (B.6)

The three-point function is

〈(k2|Gi2i1F (t2, t1)|k1)(p0 − k1|Ḡi1j2F (t1, t2)|q2)(p̄0|G†0(t1, t2)|p̄2)〉

= δi2j2

Nc
〈tr[(k2|GF (t2, t1)|k1)(p0 − k1|ḠF (t1, t2)|q2)](p̄0|G†0(t1, t2)|p̄2)〉

= δi2j2(k2, q2; p̄2|S(3)(t2, t1)|k1,p0 − k1; p̄0)
= δi2j2(2π)2δ(p̄0 − p0)S(3)(k2 − zp̄2,k1 − zp0,p0 − p̄2|t2, t1) . (B.7)

Finally, the four-point function becomes

〈tr[(k|GF (t∞, t2)|k2)(q2|ḠF (t∞, t2)|q)(q|G†F (t2, t∞)|p̄2 − k̄2)(k̄2|Ḡ†F (t2, t∞)|k)]〉
= Nc(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)
= Nc(2π)2δ(p̄2 − k2 − q2)S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) .

(B.8)
Plugging this into the cross section we get

d2σ

dΩkdΩq
= nfe

2

(2E)2NcRe
ˆ ∞

0
dt2
ˆ t2

0
dt1
ˆ

p0k1k2k̄2p̄2

〈M0λ(p0)M∗0λ̄(p0)〉

× Γλsisj (k1 − zp0)Γλ̄sisj (k̄2 − zp̄2)

× S(3)(k2 − zp̄2,k1 − zp0,p0 − p̄2|t2, t1)
× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) . (B.9)
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After using that the vertices combine as

Γλsisj (Q1)Γλ̄sisj (Q2) = δλλ̄(z2 + (1− z)2) 4
z(1− z)Q1 ·Q2 , (B.10)

we end up with

P2(k, q;p0) = e2

z(1− z)E2Pqγ(z)Re
ˆ ∞

0
dt2
ˆ t2

0
dt1
ˆ

k1k2k̄2p̄2

(k1 − zp0) · (k̄2 − zp̄2)

× S(3)(k2 − zp̄2,k1 − zp0,p0 − p̄2|t2, t1)
× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) , (B.11)

where we have introduced the Altarelli-Parisi splitting function

Pqγ(z) = nfNc[z2 + (1− z)2] . (B.12)

B.2 Gluon-gluon splitting

This is calculated in detail in [28], but we will repeat the most relevant parts here. The
matrix element is

Mbc
λb,λc

(k, q) =
ˆ ∞

0
dt1
ˆ

p0p1k1q1

ε∗jλbe
i k2
2zE t∞(k|Gbb1(t∞, t1)|k1)

× ε∗lλce
i q2
2(1−z)E t∞(q|Gcc1(t∞, t1)|q1)(q1,k1|V ijl

a1b1c1
|p1) 1

2E (p1|Ga1a0(t1, t0)|p0)Mia0
0 (p0) ,

(B.13)

where all the propagators are gluon propagators. The vertex is given by

(q1,k1|V ijl
a1b1c1

|p1) = (2π)2δ(p1 − k1 − q1)gfa1b1c1Γijk(k1 − zp1) , (B.14)

and
Γijk(Q) = 2

(1
z
Qjδil + 1

1− zQ
lδij −Qiδjl

)
. (B.15)

The cross section is simply achieved by squaring the amplitude and averaging over the
initial and summing over the final quantum numbers

d2σ

dΩkdΩq
=
∑
〈|M(k, q)|2〉 . (B.16)

After squaring the amplitude and use polarization sums ∑λ ε
i
λε
∗j
λ = δij this is

d2σ

dΩkdΩq
= g2

(2E)2 Re
ˆ ∞

0
dt2
ˆ t2

0
dt1
ˆ

p0p1k1q2k2p̄0p̄2k̄2p̄1

Γijk(k1 − zp1)Γījk(k̄2 − zp̄2)

× fa1b1c1f ā2b̄2c̄2Mia0
0 (p0)M∗̄iā0

0 (p̄0)(p1|Ga1a0(t1, t0)|p0)(p̄0|G†ā0ā1(t0, t1)|p̄1)
× (k2|Gb2b1(t2, t1)|k1)(q2|Gc2c1(t2, t1)|p1 − k1)(p̄1|G†ā1ā2(t1, t2)|p̄2)

× (k|Gbb2(t∞, t2)|k2)(q|Gcc2(t∞, t2)|q2)(k̄2|G†b̄2b(t2, t∞)|k)(p̄2 − k̄2|G†c̄2c(t2, t∞)|q) .
(B.17)
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We have divided into three regions by using the property

(k|Gbb1(t∞, t1)|k1) =
ˆ

k2

(k|Gbb2(t∞, t2)|k2)(k2|Gb2b1(t2, t1)|k1) . (B.18)

The cross section again looks quite complicated, but it can be divided into three distinct
physical processes.

The initial state can be simplified by using

Mia0
0 (p0)M∗̄iā0

0 (p̄0) = δa0ā0

N2
c − 1M

i
0(p0)M∗̄i0 (p̄0) . (B.19)

This makes it possible to simplify the 2-point function

δa0ā0(p1|Ga1a0(t1, t0)|p0)(p̄0|G†ā0ā1(t0, t1)|p̄1) = δa1ā1(p1; p̄1|S(2)(t1, t0)|p0; p̄0)
= δa1ā1(2π)2δ(p̄0 − p0)P(p1 − p0|t1, t0) . (B.20)

With this, the 3-point function becomes

fa1b1c1(k2|Gb2b1(t2, t1)|k1)(q2|Gc2c1(t2, t1)|p1 − k1)(p̄1|G†a1ā2(t1, t2)|p̄2)
= f ā2b2c2(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)
= f ā2b2c2(2π)2δ(p̄1 − p1)S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1) , (B.21)

Finally, the 4-point function is

f ā2b2c2f ā2b̄2c̄2(k|Gbb2(t∞, t2)|k2)(q|Gcc2(t∞, t2)|q2)(k̄2|G†b̄2b(t2, t∞)|k)(p̄2 − k̄2|G†c̄2c(t2, t∞)|q)
= Nc(N2

c − 1)(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)
= Nc(N2

c − 1)(2π)2δ(p̄2 − k2 − q2)S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) .
(B.22)

After using these relations the cross section becomes

d2σ

dΩkdΩq
= g2

(2E)2NcRe
ˆ ∞

0
dt2
ˆ t2

0
dt1
ˆ

p0p1k1k2p̄2k̄2

Γijk(k1 − zp1)Γījk(k̄2 − zp̄2)

×Mi
0(p0)M∗̄i0 (p0)P(p1 − p0|t1, t0)

× S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1)
× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) . (B.23)

NcΓijk(Q1)Γījk(Q2) =
[ 1
z2 + 1

(1− z)2

]
Q1 ·Q2δ

īi + 2Qi1Qī2

= 4
z(1− z)Pgg(z)δīiQ1 ·Q2 (B.24)

The last step is true if we only consider inclusive cross sections and average over azimuthal
angles.
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We can now combine the initial hard processes in dσ0
dΩp0

= |M0(p0)|2, and extract this
from the equation. Using this together with Eqs. (3.3) we get the generalized splitting
function

P2(k, q;p0) = g2

z(1− z)E2Pgg(z)Re
ˆ ∞

0
dt2
ˆ t2

0
dt1
ˆ

p1k1k2p̄2k̄2

× (k1 − zp1) · (k̄2 − zp̄2)P(p1 − p0|t1, t0)
× S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1)
× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) . (B.25)

Here we have introduced the Altarelli-Parisi splitting function

Pgg(z) = Nc
[1− z(1− z)]2

z(1− z) . (B.26)

C Deriving the Schrödinger equation

Here we show how to derive the Schrödinger equation (3.37) starting with the path integral
(3.35). We will do this for a general system, which the specific system in question is only
a special case of. Let the path integral go from some initial state at (t0,u0, ū0) to some
final state at (t+ ε,uf , ūf ).

Qi(uf , ūf ,u0, ū0|t+ ε, t0) ≡
ˆ uf

u0

Du
ˆ ūf

ū0

Dū ei
ω
2
´ t+ε
t0

ds (u̇2− ˙̄u2)Ci(u, ū|t+ ε) . (C.1)

In this equation Ci indicates some Wilson line correlator. In [69] it was shown that all
Wilson line correlators can be written as a system of differential equations.

d
dtCi(t) = MijCj(t) . (C.2)

Here Cj indicates some other color configuration of the same Wilson lines. Notice that this
implies that Ci(t+ε) = Ci(t)+εMijCj(t) when ε→ 0. Start by discretizing the path integral
with N time intervals with length ε. Let the whole path integral go from t0 to t+ ε. Then
we separate the very last interval from the N − 1 preceding ones. Then we have

Qi(uf , ūf ,u0, ū0|t+ ε, t0) =
1

AuAū

ˆ

duN−1

ˆ

dūN−1 exp
{
i
ω

2

ˆ t+ε

t
ds(u̇2

N − ˙̄u2
N )
}

×
ˆ uN−1

u0

Du
ˆ ūN−1

ū0

Dū exp
{
i
ω

2

ˆ t

t0

ds(u̇2 − ˙̄u2)
}

× (Ci(u, ū|t) + εMij(uN−1, ūN−1)Cj(u, ū|t))

= 1
AuAū

ˆ

duN−1

ˆ

dūN−1 exp
{
i
ω

2 ε
[(
uN − uN−1

ε

)2
−
(
ūN − ūN−1

ε

)2
]}

× (Qi(uN−1, ūN−1|t) + εMij(uN−1, ūN−1)Qj(uN−1, ūN−1|t)) . (C.3)
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We have used the more compact notationQi(uN−1, ūN−1|t) = Qi(uN−1, ūN−1,u0, ū0|t, t0).
The normalization factors are

Au = −Aū = 2πiε
ω

(C.4)

Using that uN = uf we see that the integral over uN−1 is dominated by terms where
uf−uN−1 is small (same for ūN−1 and ūf ). We define new variables through uN−1 = uf+ξ
and ūN−1 = ūf + η so the integration becomes

Qi(uf , ūf ,u0, ū0|t+ ε, t0)

= 1
AuAū

ˆ

dξ
ˆ

dη exp
{
i
ω

2ε
(
ξ2 − η2

)}
Qi(uf + ξ, ūf + η|t)

+ ε

AuAū

ˆ

dξ
ˆ

dη exp
{
i
ω

2ε
(
ξ2 − η2

)}
Mij(uf + ξ, ūf + η)Qj(uf + ξ, ūf + η|t) .

(C.5)

Now we Taylor expand Qi and Mij in ξ and η in the following way

f(uf + ξ, ūf + η|t) =
[
1 + ξ · ∂u + η · ∂ū

+ 1
2

(
ξ2

1
∂2

∂u2
1

+ ξ2
2
∂2

∂u2
2

+ η2
1
∂2

∂v2
1

+ η2
2
∂2

∂v2
2

)]
f(uf , ūf |t) . (C.6)

After using the normalization factors (C.4) the Gaussian integrals become

1
AuAū

ˆ

dξ
ˆ

dη exp
{
i
ω

2ε
(
ξ2 − η2

)}
= 1

1
AuAū

ˆ

dξ
ˆ

dη (ξ · ∂u + η · ∂ū) exp
{
i
ω

2ε
(
ξ2 − η2

)}
= 0

1
AuAū

ˆ

dξ
ˆ

dη
(
ξ2

1
∂2

∂u2
1

+ ξ2
2
∂2

∂u2
2

+ η2
1
∂2

∂v2
1

+ η2
2
∂2

∂v2
2

)
exp

{
i
ω

2ε
(
ξ2 − η2

)}

= iε

ω

(
∂2
u − ∂2

ū

)
. (C.7)

Going back to (C.5) one can see that after expanding all the terms linear in ξ and η are
zero. The second term in (C.5) already goes as ε, so the integrals quadratic in ξ and η
give something going as ε2, and can be discarded. In the end we get

Qi(u, ū,u0, ū0|t, t0) + ε
∂

∂t
Qi(u, ū,u0, ū0|t, t0)

=
[
1 + iε

2ω
(
∂2
u − ∂2

ū

)]
Qi(u, ū,u0, ū0|t, t0) + εMijQj(u, ū,u0, ū0|t, t0) . (C.8)

Gathering all the terms linear in ε we get the Schrödinger equation
[
i
∂

∂t
+ ∂2

u − ∂2
ū

2ω

]
Qi(u, ū,u0, ū0|t, t0)− iMij(u, ū)Qj(u, ū,u0, ū0|t, t0)

= iQi(u, ū,u0, ū0|t0, t0) . (C.9)
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Notice that there is a minus sign in front of ∂2
ū. This is something that would only normally

appear if the mass is negative. The initial condition is a delta function at the starting point
in the transverse plane

iQi(u, ū,u0, ū0|t0, t0) = iδ(t− t0)δ2(u− u0)δ2(ū− ū0) . (C.10)

D The eikonal limit

If the energy of both of the daughter partons is big one can use the eikonal approximation.
The eikonal approximation assumes that the partons travel on straight lines through the
medium, and neglects the effects of momentum broadening. The medium propagator Eq.
(2.1) then reduces to the eikonal propagator Eq. (2.6). The splitting process simplifies
greatly in the eikonal approximation. Starting with Eq. (3.1) all of the momentum integrals
can be done, and you end up with

P2(k, q;p0) = g2

z(1− z)E2Pba(z)(2π)2δ2(p0 − q − k)Re
ˆ ∞

0
dt1
ˆ ∞

t1

dt2

× ((1− z)k − zq)2e−i
1

2ω (zq−(1−z)k)2(t2−t1)C(4)(t∞, t2)C(3)(t2, t1) . (D.1)

The objects C(3) and C(4) represent Wilson line correlators, given in Eq. (3.20).
After defining p = zq − (1 − z)k and P = q + k, and integrating out P we end up

with the eikonal analogue of Eq. (3.14)

(2π)2 dI
dzd2p

= αsp
2

ω2 Pba(z)Re
ˆ ∞

0
dt1
ˆ ∞

t1

dt2

× e−i
p2
2ω (t2−t1)C(4)(t∞, t2)C(3)(t2, t1) . (D.2)

This is perhaps more conveniently written in terms of the angle θ between the two
daughter partons, using the relation p2 ' (θω)2. This is accurate for small angles θ � 1.
Then the emission spectrum is

dI
dzdθ = 2πθω2 dI in−in

dzd2p

= αs
2πω

2θ3Pba(z)Re
ˆ ∞

0
dt1
ˆ ∞

t1

dt2 e−i
ωθ2

2 (t2−t1)C(4)(t∞, t2)C(3)(t2, t1) . (D.3)

This spectrum was calculated for three different processes in [69]. In this paper we will
write the spectra in terms of the transverse momentum p.

Again, we can divide it into the out-out (vacuum), in-out, and in-in contributions. For
the vacuum contribution we have C(4) = C(3) = 1, and we get the same as in the non-eikonal
case

(2π)2 dIout−out

dzd2p
= 2αs
p2 Pba(z) . (D.4)
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For the out-out spectrum we have C(4) = 1, and we get

(2π)2 dI in−out

dzd2p
= αsp

2

ω2 Pba(z)Re
ˆ L

0
dt1
ˆ L

t1

dt2

× e−i
p2
2ω (t2−t1)C(3)(L, t1) . (D.5)

Lastly, the in-in spectrum is

(2π)2 dI in−in

dzd2p
= αsp

2

ω2 Pba(z)Re
ˆ L

0
dt1
ˆ L

t1

dt2

× e−i
p2
2ω (t2−t1)C(4)(L, t2)C(3)(t2, t1) . (D.6)

Let us consider the γ → qq̄ process and use the harmonic approximation. The partons
travel on straight lines, so u2(t) = (t − t1)2θ2 and ū2(t) = (t − t2)2θ2. The three-point
function is

C(3)(t2, t1) = e−
1
12
q̂p2
ω2 (t2−t1)3

. (D.7)

Hence, the in-out contribution is given by

(2π)2 dI in−out

dzd2p
= − 2αs

z(1− z)EPba(z)Re i
ˆ L

0
dτ e−i

p2
2ω τe−

1
12
q̂p2
ω2 τ

3
. (D.8)

The four-point function is not trivial to calculate in the eikonal approximation either.
However, it can now be calculated through an ordinary differential equation, instead of a
more complicated Schrödinger equation

d
dtC

(4)
i (t, t2) = Mij(t)Cj(t) . (D.9)

The matrix in Eq. (4.21) now has a simple time dependence

M(t) = − q̂θ2

4CF

[
CF [(t− t1)2 + (t− t2)2] + 1

Nc
(t− t1)(t− t2) − 1

Nc
(t− t1)(t− t2)

Ncz(1− z)(t2 − t1)2 [CF −Ncz(1− z)](t2 − t1)2

]
.

(D.10)
This can be solved numerically.

In the large-Nc approximation the above matrix simplifies

M(t) = − q̂θ
2

4

[
(t− t1)2 + (t− t2)2 0
2z(1− z)(t2 − t1)2 [1− 2z(1− z)](t2 − t1)2

]
. (D.11)

The zero in the upper right entry means that C(4)
1 can be solved analytically

C(4)
1 (L, t2) = e−

1
12
q̂p2
ω2 [(L−t2)3+(L−t1)3−(t2−t1)3] . (D.12)

The physical solution that we need in the emission spectrum is C(4)
2 . This can be solved

using the solution of C(4)
1 through

C(4)
2 (L, t2) = C(4)

2,fac(L, t2)− 1
2
q̂p2

ω2 z(1− z)(t2 − t1)2
ˆ L

t2

ds C(4)
2,fac(L, s)C

(4)
1 (s, t2) , (D.13)
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where the factorizable solution is

C(4)
2,fac(L, t2) = e−

1
4
q̂p2
ω2 [1−2z(1−z)](L−t2)(t2−t1)2

. (D.14)

This leads to the in-in spectrum

(2π)2 dI in−in

dzd2p
= 4αs
q̂[1− 2z(1− z)]Pba(z)

× Re
ˆ L

0
dτ 1

τ2 e−i
p2
2ω τe−

1
12
q̂p2
ω2 τ

3
(

1− e−
1
4
q̂p2
ω2 [1−2z(1−z)](L−τ)τ2

)
. (D.15)
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