
1. Introduction
Historically, ground magnetometers have played a key role in the study of ionospheric electrodynamics (Amm 
et al., 2010) as observations of the ground magnetic perturbation allow for the determination of an equivalent hori-
zontal ionospheric electrical current (Friis-Christensen et al., 1988). It is now common to use inverse modeling 
techniques to create regional and global estimates of such currents (Laundal et al., 2022; Madelaire et al., 2022; 
Richmond & Kamide, 1988). While the techniques used are very useful tools, it is sometimes forgotten that the 
resulting model depends on a series of choices made prior to solving the inverse problem. If these choices alter, 
then the conclusions drawn might change. It is therefore crucial that we, as a community, understand the limi-
tations of our models to avoid drawing false conclusions and improve the methods with which we analyze data.

The solution to an inverse problem is inherently probabilistic. Regardless of the method, for example, least squares 
or a Monte-Carlo Markov-Chain algorithm, the solution is the most probable, that is, other solutions of similar 
probability are likely to exist. The distribution of these solutions is the posterior model distribution. Analyzing 
the spread of the posterior model distribution quantifies how prior information about the model and measurement 
uncertainties propagate into the solution, referred to as model variance. Furthermore, the underlying assumptions 
in the physical model can be a source of uncertainty. Juusola et al. (2020) showed how accounting for ground 
induced currents can impact the estimated ionospheric currents and their uncertainties. In addition to model 
variance, spatial resolution is an important attribute that can be addressed. It is determined by multiple factors:

1.  The spatial distance between model parameters, assuming they are locally defined, unlike spherical harmonics 
where the model parameters describe global surface functions;

2.  The spatial distance between observations and in the case of magnetic fields the distance between the meas-
urement and source current;

3.  The choice of regularization parameters.
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Regarding the second factor, ground magnetometers are ∼110 km from the ionospheric current responsible for 
the observed magnetic perturbation. As measurements are obtained from increasing distance from the source 
current its strength decreases, but this decrease is faster for small scale sizes resulting in a smoothing of the 
magnetic field with increasing distance (Laundal et al., 2021). This concept plays a large role in the spatial scales 
that can be resolved for example, by ground magnetometers. Regarding the third and perhaps least intuitive factor, 
it is common to perform zeroth order Tikhonov regularization or truncated singular value decomposition when 
an inverse problem is ill-posed. As the level of regularization increases the spatial resolution degrades. In other 
words, one should keep in mind when working with a regularized solution that the resulting spatial resolution 
will be affected by the choice of regularization parameter. The issue of choosing a regularization parameter can 
be addressed by using techniques such as the L-curve (Hansen, 1992). Bauer and Lukas (2011) provide a compre-
hensive comparison of different techniques. However, determining the right value of the regularization parameter 
is significantly more difficult when there is more than one.

Both model variance and spatial resolution are important attributes to evaluate. The former can be exam-
ined by determining the posterior model covariance (Cousins et  al., 2015; Matsuo et al., 2015; Richmond & 
Kamide,  1988). Information about measurement uncertainty and prior information about the solution can be 
propagated through the inverse problem and provide the variance and covariance of the model parameters. The 
latter, to the knowledge of the authors, has not been explored in terms of the Spherical Elementary Current 
Technique (Spherical Elementary Current System [SECS]) (Amm & Viljanen, 1999). However, several stud-
ies have been reported from the tomography community (Gustavsson,  1998; Pascual-Marqui,  1999; Ren & 
Kalscheuer, 2020). Spatial resolution of a model parameter is often quantified by analyzing the spatial extent of 
its point-spread function (PSF). These functions are determined by the design of the inverse problem and can be 
analyzed without experimental data.

It is important to understand the spatial resolution with which a model can resolve structures. In one scenario, 
we may be looking for small scale structures in the model predictions to validate the existence of certain physical 
phenomena. A lack of such structures can only be considered significant if the model resolution implies that 
they should be detectable. It can be tempting to think of the spatial resolution purely as a function of the spatial 
distance between measurements, that is, the Nyquist sampling frequency. This would be applicable if a simple 
interpolation scheme was used on a series of measurements of a single magnetic field component. However, in an 
inversion scheme, for example, the SECS technique, the interpolation of the magnetic field is based on physics, 
that is, the existence of an equivalent current that can produce the observed magnetic field. Measurement uncer-
tainty and the inclusion of prior information add to the complexity of the problem. The spatial resolution based 
on the Nyquist sampling frequency should therefore only be considered a lower limit.

As measurement techniques improve and provide increasingly spatial dense observations it becomes crucial to 
analyze the spatial resolution. Dense observations make it possible to resolve small scale features which provides 
opportunities to test hypotheses and perform new analyses. An example is the NASA satellite mission Electrojet 
Zeeman Imaging Explorer (EZIE) (Laundal et al., 2021; Yee et al., 2021) scheduled to launch late 2024 or early 
2025. It will provide measurements of the magnetic field perturbation at mesospheric heights (∼80 km). In order 
to answer the science questions posed by the mission, the reconstruction of the ionospheric horizontal electric 
current needs to be achieved on mesoscales (100–500 km).

In this study, we address the question of spatial resolution using EZIE as an example and introduce ground 
magnetometer measurements to understand how these additional data affect the model. We present a method 
for determining a relationship between the two regularization parameters controlling the zeroth and first-order 
Tikhonov regularization applied in this study. Combining the two parameters facilitates choosing suitable param-
eter values. Section 2 describes the design of our inverse problem an previous existing work on spatial resolution, 
and explains how we calculate spatial resolution. Section 3 presents the method used to combine and determine 
the two regularization parameters. Section 4 compares model predictions, spatial resolution, and model variance 
with and without the inclusion of a ground magnetometer. Sections 5 and 6 discusses the results and concludes 
the study, respectively.

2. Spatial Resolution
The term resolution refers to the accuracy with which something can be observed/measured (e.g., grid resolution, 
temporal/spatial resolution of measurements). The aim of this study is to quantify the accuracy with which the 
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spatial structure of the ionospheric current can be resolved that is, answering the question: What is the smallest 
spatial scale our model can resolve? We refer to this as spatial resolution.

2.1. The Inverse Problem

The EZIE satellite mission (Laundal et  al.,  2021; Yee et  al.,  2021) consists of three cubesats flying in a 
pearls-on-a-string formation and will image the magnetic structure of the ionosphere. Each satellite will have four 
sensors pointing toward Earth measuring oxygen thermal emissions in a push-broom configuration. The EZIE 
technique is based on the Zeeman splitting of the 118 GHz oxygen emission. The result of this technique is the 
ambient magnetic field in the mesosphere (Yee et al., 2017, 2021). This novel method of measuring the magnetic 
field results in an unprecedented spatial resolution close to the source current (∼80 km altitude) compared to 
ground magnetometers (∼0 km altitude).

Laundal et al. (2021) showed how the magnetic perturbation observed by an EZIE satellite could be used to retrieve 
an equivalent ionospheric electric current using the SECS technique (Amm & Viljanen, 1999; Amm et al., 2002). 
The synthetic data used by Laundal et al. (2021) were based on the Gamera (MHD) model (Sorathia et al., 2020; 
Zhang et al., 2019). Magnetic field perturbations were determined using the Magnetosphere-Ionosphere Coupler/
Solver code (Merkin & Lyon, 2010) rewritten for Gamera. The magnetic field perturbations are used together 
with a main field model and an atmospheric model to simulate mesospheric O2 microwave emissions. A realistic 
model of the EZIE instrument performance (including various noise sources and uncertainties) was then used, 
together with the emissions, to generate realistic measurements. Finally, an inversion, explained in detail by Yee 
et al. (2021), was computed to retrieve simulated magnetic field measurements with realistic noise. Since that 
paper was published the viewing angle of the four sensors has been changed resulting in a new synthetic data set 
that will be used here. This new data set was produced in the same way as before and contains 3D vector magnetic 
field perturbations, along the satellite's four tracks. The measurements are provided with 3-s cadence in agree-
ment with the EZIE integration time. Furthermore, the variance of each component along with the covariance 
between the three vector components is included.

Figure 1 is a snapshot of the radial magnetic field perturbation (ΔBr) in the northern polar hemisphere from the 
MHD simulation used to generate the synthetic data set. The dotted lines represent the four tracks along which 
the satellite's four sensors measure the magnetic field. The black square is the boundary of the grid used in the 
inverse problem and the solid blue/orange/green/red lines, inside the black square, indicate the part of the satellite 
trajectory used in the inversion. The grid has been extended beyond the region where data are provided for illus-
tration purposes. Model predictions outside the region of data are subject to extrapolation. It is outside the scope 
of this study to determine how far it is safe to extrapolate.

The forward problem can be written as

𝒅𝒅 = 𝑮𝑮𝑮𝑮, (1)

where d is a column vector with measurements of the magnetic field components (ΔBr, ΔBθ, ΔBϕ), m is a column 
vector with model parameters that scale the strength of the divergence-free current field around each SECS pole 
and G is a matrix containing the linear relationship between d and m, often referred to as the design matrix. An 
estimate of m can be written in terms of a regularized least squares solution (Aster et al., 2013; Neumaier, 1998; 
Tikhonov & Arsenin, 1977)

�̃�𝒎 = 𝑮𝑮
†
𝒅𝒅 =

(

𝑮𝑮
𝑇𝑇
𝑪𝑪

−1

𝑑𝑑
𝑮𝑮 + 𝑪𝑪

−1
𝑚𝑚

)−1
𝑮𝑮

𝑇𝑇
𝑪𝑪

−1

𝑑𝑑
𝒅𝒅

𝑪𝑪
−1
𝑚𝑚 = 𝜆𝜆1𝑰𝑰 + 𝜆𝜆2𝑳𝑳

𝑇𝑇
𝑳𝑳.

 (2)

The column vector m is the true model while 𝐴𝐴 �̃�𝒎 is the estimated model. Here G † is the generalized inverse of G, 
Cd is the data covariance matrix, and Cm is the prior model covariance matrix. This inverse problem is ill-posed 
due to the spatial distribution of measurements and the amount of measurements compared to model parameters. 
Therefore, regularization is required to stabilize the solution. We employ a regularization scheme similar to 
Laundal et al. (2021); λ1I minimizes the 2-norm of the model while λ2L TL smooths the gradients of the SECS 
amplitudes in the magnetic east/west direction. Both λ1 and λ2 are regularization parameters to be determined, 
I is the identity matrix, and L describes the finite difference calculation of east/west gradients. The stability of 
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the model is challenged by the spatial separation between the four measurement tracks. The east/west gradient 
smoothing is included to stabilize the model between the tracks by assuming that current structures typically are 
aligned east/west. However, the solution is still data driven as there is no hard boundary on the possible gradients.

The variance of the model parameters and the covariance, as a result of measurement uncertainty and Cm, is 
contained in the posterior model covariance matrix (Aster et al., 2013)

𝑪𝑪𝑝𝑝𝑝𝑝 =
(

𝑮𝑮
𝑇𝑇
𝑪𝑪

−1

𝑑𝑑
𝑮𝑮 + 𝑪𝑪

−1
𝑝𝑝

)−1
. (3)

It is important to recognize that this is not an uncertainty related to how well the model reproduces the truth, 
but an uncertainty in the model parameters based on the information provided. As such, the posterior model 
covariance will decrease as the importance of regularization is increased. The uncertainty described by Cpm can 
be projected into any other quantity of interest, as long as there exists a linear relationship with the model. The 
posterior data covariance matrix can be written as

𝑪𝑪𝑝𝑝𝑝𝑝 = 𝑨𝑨𝑪𝑪𝑝𝑝𝑝𝑝𝑨𝑨
𝑇𝑇
, (4)

which can be used to examine how variance in the model is reflected in predictions of the magnetic field.

Figure 1. Illustration of ΔBr (80 km altitude) in the northern polar hemisphere from an MHD simulation (Gamera (Sorathia 
et al., 2020; Zhang et al., 2019)). A crossing by one of the Electrojet Zeeman Imaging Explorer satellites is overlain and the 
foot points (80 km altitude) of its four sensors are indicated by the dotted lines. The black square is the boundary of the grid 
used in the inverse problem to reconstruct the equivalent ionospheric horizontal electric current. The gray grid is a coarse 
version of the cubed sphere grid on which the model is defined (Laundal et al., 2021). The solid colored lines show where 
the data used in our inverse problem is located. The point of the figure is to give an overview of the geometry of the inverse 
problem before we zoom in on the black square.
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2.2. Quantifying Spatial Resolution

The subject of spatial resolution has been explored extensively in the tomog-
raphy community; magnetotellurics, seismology, electroencephalograms, 
etc. (Gustavsson,  1998; Pascual-Marqui,  1999; Ren & Kalscheuer,  2020). 
Although the scientific topics vary from medicine to geophysics, the under-
lying inverse problem is often similar. In tomography, the model parameters, 
for example, conductivity, tend to be the quantity of interest. If a 5 × 5 grid 
is used then there are 25 unknown conductivity values. In our inverse prob-
lem, the model parameters are similarly defined on a grid and represent the 
amplitude of the divergence-free current associated with the individual SECS 
poles. Therefore, the methods for quantifying spatial resolution in tomogra-
phy are applicable here. In this study, spatial resolution refers to the ability of 
the inverse problem to resolve a model parameter, that is, the strength of the 
divergence-free current in a single cell of the model grid.

The true model, m, can be directly related to the estimated model, 𝐴𝐴 �̃�𝒎 , by 
combining Equations 1 and 2

�̃�𝒎 = 𝑮𝑮
†

𝑮𝑮𝒎𝒎 = 𝑹𝑹𝒎𝒎. (5)

The model resolution matrix, R, describes how well the model parameters 
are resolved in the estimated model. If R is the identity matrix 𝐴𝐴 �̃�𝒎 is perfectly 
resolved, that is, 𝐴𝐴 �̃�𝒎 = 𝒎𝒎 . However, for regularized solutions, it is more 
common that R contains non-zero off-diagonal elements suggesting that the 
model parameters are not perfectly resolved. The level to which the individ-
ual model parameters are resolved can be determined by examining the rows 
and columns of R. The rows are referred to as averaging functions (AFs) and 
columns as PSFs. Miller and Routh (2007), Oldenborger and Routh (2009), 
and Ren and Kalscheuer (2020) provide an overview of these concepts. Here 
we attempt to give a conceptual illustration of AFs and PSFs by viewing R 
as a filter through which light passes. Figure 2a illustrates how a single point 
source is spread out as it passes through R. This is a PSF and is equivalent to 

evaluating Equation 5 when m is a δ-function. Figure 2b shows how a single value of 𝐴𝐴 �̃�𝒎 is a linear combination 
of multiple point sources. This linear combination is the AF and is important for understanding the interpolation 
between different spatial locations.

Various approaches for quantifying spatial resolution have previously been presented. Tarantola and Valette (1982) 
suggested using the posterior model covariance matrix, Barmin et al. (2001), An (2012), and Chiao et al. (2014) 
suggested using AFs, and Miller and Routh (2007) and Oldenborger and Routh (2009) suggested using PSFs. 
However, as pointed out by Oldenborger and Routh (2009), several studies, including some cited here, confuse 
the terms AF and PSF. This is understandable as the AFs and PSFs can be identical if the inverse problem is not 
regularized or if truncated SVD was used (Oldenborger & Routh, 2009). Miller and Routh (2007) studied the 
resolving capabilities of AFs and PSFs and concluded that PSFs were better suited for determining spatial reso-
lution. For this reason, we use the PSF when quantifying spatial resolution.

Figure 3 shows the absolute PSF for the model parameter located at the cyan dot on a map similar to Figure 1. 
Contrary to the conceptual illustration of a PSF in Figure 2, the PSFs are not limited to positive values as the model 
parameters can be negative. We therefore take the absolute value of the PSF before quantifying the spatial reso-
lution. The figure also illustrates how PSFs are elongated in the east/west direction when constraints are placed 
on the smoothness of the east/west gradients. On the bottom and to the right of the map we show the projection 
of the PSF onto one axis. The projection is the sum over the PSF in a specific direction and can be thought of 
as a marginal distribution. In addition, Figure 3 summarizes the result of three methods for quantifying spatial 
resolution. Barmin et al. (2001) and An (2012) suggested quantifying the spread by fitting an appropriate function 
to the PSF. Two ellipses indicating a non-linear fit of a 2D Gaussian function. The innermost is the Full Width 
Half Maximum (FWHM) (2.335σ) while the outermost is ±3σ, where σ is the standard deviation of the fitted 
Gaussian distribution. The FWHM of the marginal distributions is shown as an orange shaded area overlain the 

Figure 2. A conceptual illustration of averaging functions (AFs) and 
point-spread functions (PSFs). Imagine R to be a filter through which light 
passes. m is the light source and 𝐴𝐴 �̃�𝒎 is the observed pattern after the light passes 
through R. Panel (a)illustrates how light from a single point source spreads 
after passing through R, that is, a PSF. Panel (b) illustrates how the light 
observed at one location is a linear combination of multiple point sources, 
that is, an AF. The point of this figure is to provide a conceptual idea of AFs 
and PSFs before and after we introduce 2D versions and discuss how to derive 
information from them.
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projected PSF. The FWHM is the minimum distance between two impulses 
for them to be distinguished from each other. This method is informative as it 
provides the rotation of the PSF. The downside is its complexity as it requires 
a non-linear fit which when automated can result in substantial errors.

Oldenborger and Routh  (2009) presented a spread metric, similar to Miller 
and Routh (2007), based on the definition of variance using the squared PSF 
as a probability mass function. To translate the spread metric into the FWHM 
one must assume some known distribution. We assumed the PSF to be Gauss-
ian, requiring a scaling of the spread metric by 𝐴𝐴

√

2 , the result is illustrated 
as a green-shaded area. We quantify spatial resolution as the FWHM of the 
projected PSF, shown on the axis of Figure 3. This is done by locating the 
first point, on either side of the maximum, to fall below 50% of the maximum. 
Linear interpolation between the point above and below 50% of the maximum 
is used to estimate the FWHM. The results are shown as red lines spanning the 
projected PSF. The spatial resolution estimates are provided in the cross- and 
along-track directions as these reflect the geometry of the EZIE measurements.

3. Combining Regularization Parameters
We are interested in quantifying spatial resolution to better understand the 
performance of a model. Similarly, we are interested in how combining 
measurements from different sources affects spatial resolution, for exam-
ple, EZIE and ground magnetometer measurements. When comparing the 
resolution of two models it is crucial that the regularization parameters are 
determined objectively. It is tempting to tune them manually until the model 
predictions look “right,” but these parameters have a direct impact on the 
spatial resolution and model variance and should be chosen with care. If not, 
one might under- or over-regularize resulting in a scenario where the results 
are not reproducible since values were chosen subjectively. This is where 
methods such as the L-curve (Hansen, 1992) come into play. The L-curve 
allows a trade-off between minimizing the data misfit and the part of the cost 
function controlled by the regularization. However, the L-curve is commonly 
applied to problems with a single regularization parameter and we have two. 
Therefore, we present an approach to determine a relationship between λ1 and 
λ2, referred to as the λ-relation, allowing the use of the L-curve for a single 
regularization parameter.

The λ-relation is based on R. The AFs (rows of R) describe the linear relationship between 𝐴𝐴 �̃�𝒎 and m. The AF of 
a model parameter spatially close to a measurement will be sparse as that model parameter only will depend on 
other model parameters close to itself. The AF of a model parameter far away from measurements will depend on a 
much larger group of model parameters as those close to it also are poorly constrained by data. When the east/west 
gradients are smoothed, controlled by λ2, the model parameters between the measurements, for example, the green 
and red data track, will become less dependent on the model parameters in their immediate vicinity and more 
dependent on those close to measurements. In other words, for moderate values of λ2 the AF between the data 
tracks becomes more sparse. If the gradient smoothing is increased the dependence will not only be on the model 
parameters around the nearest measurements but also on those close to measurements on other data tracks (follow-
ing a path of equal latitude). At this point, the AF becomes less sparse. We find that the models perform best when 
the model parameters between data tracks mainly depend on the nearest measurements. Achieving this coincides 
with the sparsest AF, that is, the linear relationship that depends on the least amount of other model parameters.

Figure 4 is a conceptual illustration of how we determine the λ-relation. Figure 4a is a map of the Hoyer index 
(Hoyer, 2004) over the AFs for a specific λ1 and λ2. The Hoyer index,

information =

√

𝑛𝑛 −
‖AF‖1

‖AF‖2

√

𝑛𝑛 − 1
, (6)

Figure 3. Illustration of a point-spread function (PSF) and a comparison of 
three ways to quantify spatial resolution. The map is a close-up of the black 
square in Figure 1 and the contour is the absolute of the PSF associated with 
the model parameter located at the cyan dot. The four colored vertical lines 
indicate the foot points of the satellite's four sensors and the black ellipses 
represent a non-linear fit of a 2D Gaussian function. The graphs on the bottom 
and the right-hand side are projections of the PSF. The green shaded area 
reflects the result of using the spread metric suggested by Oldenborger and 
Routh (2009), under the assumption that the PSF is Gaussian. The orange 
shaded area is the Full Width Half Maximum (FWHM) of the marginal 
distribution of the 2D Gaussian fit. The red line is the FWHM of the 
projection of the PSF which we use to quantify spatial resolution. The point of 
this figure is to help visualize a PSF and provide a platform on which methods 
for quantifying spatial resolution can be compared.
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is the normalized ratio of the 1- and 2-norm making it well suited for quantifying information/sparsity/entropy 
(Hurley & Rickard, 2008). Here n is the size of the AF (the number of model parameters). Areas with high 
information reflect sparse AFs while areas with low information reflect denser AFs. Figure 4b shows a movie 
of how a cross-section of the map in Figure 4a changes if λ1 is kept constant and λ2 is varied. When λ2 is small, 
that is, little to no gradient smoothing, there is a big difference between the information contained in the AFs 
close to and further away from measurements. However, as λ2 increases the relative difference between the infor-
mation contained in the AFs decreases. We are specifically interested in how information in the AF belonging 
to the model parameter furthest away from data changes as a function of λ2. This model parameter is located 
halfway between the green and red track and its position on the cross-section is illustrated by a blue dot and line 
in Figures 4a and 4b, respectively. Figure 4c shows how the information in that AF changes as a function of λ2. 
Initially, when λ2 increases there is little to no change. At around log10(λ2) = −2 (red star) the information starts 
to increase. Then, around log10(λ2) = 2.5 (red square) the information is maximized and starts to decrease. This 
means that for the specific λ1 used to create Figure 4 we have found the λ2 that maximizes the information used 
to determine the model parameter furthest away from measurements.

By repeating the process summarized in Figure 4 for a series of λ1 values a λ-relation can be generated as illus-
trated in Figure 5. For each value of λ1 the λ2 value that maximizes information is selected. In addition, we select 
the surrounding nine λ2 that have the next highest information. This is done to help provide the B-spline fit, 
used  to make the λ-relation continuous, information about the gradient. The λ-relation is shown for both cases 
explored in Section 5, that is, with and without a ground magnetometer.

It is now possible to solve the inverse problem repeatedly while changing λ1, using the λ-relation to determine λ2, 
to create an L-curve from which the “optimal” pair of λ1 and λ2 can be determined. The L-curve does have some 
difficulties. The best trade-off is found in the “knee.” There have been many suggestions on how to determine this 
point, some of which are discussed by Hansen et al. (2007). We use the Kneedle algorithm (Satopaa et al., 2011), 
via. the python implementation (Arvai, 2020), that is designed to find the point of largest curvature. Figure 6 
shows the L-curve. The knee has been marked by a black dot from which λ1 and λ2 can be determined. These are 
the λ1 and λ2 values used to create the models examined in Section 5.

4. Results
In this section, we compare model predictions, spatial resolution, and model variance when solving the inverse 
problem with synthetic measurements from EZIE with and without a single ground magnetometer. The 
ground magnetometer was included by adding two 3D vector measurements assuming a 1-min cadence, which 

Figure 4. Conceptual illustration of how the λ-relation is determined. Panel (a) shows the Hoyer index of the averaging functions for a specific λ1 and λ2. Panel (b) 
shows how the cross-section in panel (a) changes with λ2, while keeping λ1 constant. Panel (c) shows how the Hoyer index changes as a function of λ2 for the model 
parameters furthest away from data. The point of this figure is to provide a conceptual idea of how the “optimal” λ2 is determined for a given λ1.
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approximately corresponds to the temporal span of the EZIE measurements used. The two ground magnetom-
eter measurements are taken directly from the MHD simulation, thus reflecting the truth. Their uncertainty is 
assumed to be 1 nT, which is 2–3 orders of magnitude lower than the EZIE measurements.

EZIE and ground magnetometers both provide measurements below the ionosphere, which means they are only 
affected by the divergence-free part of the ionospheric electric current. Therefore, these measurements are easily 
combined in an inversion. Figure 7 compares the truth (MHD, first column), to the predictions from two models: 
one based only on EZIE measurements (second column), and one that also includes a single ground magneto-
meter (third column). Each row refers to one of the magnetic field components (ΔBr, ΔBθ, and ΔBϕ). The gray 
arrows illustrate the divergence-free ionospheric electric current, from the MHD, responsible for the magnetic 

Figure 6. L-curve for the two models after testing numerous pairs of λ1 and λ2. The black dot indicates the best trade-
off and was determined using the Kneedle algorithm (Satopaa et al., 2011). The point of this figure is to show how both 
regularization parameters are easily determined using the classic L-curve after having determined the λ-relation.

Figure 5. The λ-relations for the two models using Electrojet Zeeman Imaging Explorer data with (orange) and without 
(blue) an additional ground magnetometer. The dots show the 10 λ2 that result in the highest Hoyer index for each λ1. The 
dashed lines are B-spline fits to make the λ-relation continuous. The purpose of this figure is to explain how we go from the 
figure to a continuous λ-relation.
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perturbation below the ionosphere while the black arrows illustrate the equivalent ionospheric electric current as 
produced by the models. The four vertical lines (blue/orange/green/red) indicate the location of the EZIE meas-
urements at 80 km altitude while the cyan star marks the location of the ground magnetometer.

Both the magnetic perturbation and ionospheric current are reconstructed rather well by both models. Outside 
the regions of data, the models perform worse which is no surprise as they are simply extrapolating. Between 
the green and red data tracks the MHD shows a current vortex that is better resolved in the model that includes 
a ground magnetometer. The difference between the two models is shown in the fourth column of Figure  7, 
calculated by subtracting the third column from the second. The difference is most prominent near the ground 
magnetometer. However, such qualitative comparisons do not provide details of the inherent properties of the 
models. Quantifying spatial resolution and model variance can provide an idea of how trustworthy the features in 
Figure 7 are and what physical phenomena can be resolved.

The first column of Figure 8 shows the spatial resolution in the cross- and along-track directions for the model 
based only on EZIE measurements, calculated as described in Section 2.2. The black background is visible when 

Figure 7. Comparison of the truth (MHD), first column, the model predictions based on Electrojet Zeeman Imaging Explorer measurements, second column, and 
model predictions after including the ground magnetometer, third column. The difference between the two models is shown in the fourth column, calculated by 
subtracting the third column from the second. The ground magnetometer's location is marked by a star. Each row shows a contour of one of the three magnetic field 
components 𝐴𝐴

(

ΔB𝜙𝜙, ΔB𝜃𝜃 , ΔB𝑟𝑟

)

 . The gray arrows show the divergence-free current from the MHD, while the black arrows show the equivalent ionospheric current 
determined from the models. The point of this figure is to show how well the models reproduce the truth.
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the FWHM could not be determined. This occurs when it is not possible to find a point smaller than 50% of the 
maximum on either side of the maximum. We see that the cross-track resolution is around 200–400 km with the 
lowest values close to the data and the highest values located between tracks. Looking at the along-track resolu-
tion we find that it is slightly lower, around 100–300 km. The areas where the FWHM could not be determined 
change depending on the direction of the spatial resolution. We suggest only considering the spatial resolution 
determined at locations constrained by more than one data point. That is, any value outside the blue and red track 
should be ignored, as well as values too close to the beginning and end of the data tracks. The second column in 
Figure 8 shows the spatial resolution after introducing the ground magnetometer while the third column shows 
the difference. The second column was subtracted from the first which means that a positive value indicates that 
the resolution has improved after including the ground magnetometer.

The spatial resolution in the cross-track direction between the ground magnetometer and the red track has improved 
by up to ∼200 km. Oddly, little to no improvement is seen between the ground magnetometer and the green/
orange track which could be an indication of the minimum scale size that a ground magnetometer can resolve due 
to its distance to the ionosphere. The spatial resolution in the along-track direction did not significantly change. 
However, symmetrically above and below the ground magnetometer, in the along-track direction, the spatial 
resolution degraded slightly. We attribute this to the elongation of the PSF toward the ground magnetometer 
due to its low measurement uncertainty. Additionally, the inclusion of the ground magnetometer has an indirect 
global impact on the spatial resolution. By including the ground magnetometer the amount of east/west gradi-
ent smoothing necessary to stabilize the model has decreased. As a result the PSFs become more circular. This 
deformation occurs in east/west and north/south which maps into the cross- and along-track directions differently 
depending on location. The changes in spatial resolution due to the deformation of the PSFs is most pronounced 
in the along-track direction close to the data tracks. The improvements in spatial resolution after inclusion of the 

Figure 8. Comparison of the spatial resolutions in both cross- and along-track directions before and after including a single 
ground magnetometer. The difference, in the third column, is calculated by subtracting the second column from the first. A 
positive value thus means that the spatial resolution improved after including the ground magnetometer. The point of this 
figure is to show how a single measurement with low uncertainty, for example, from a ground magnetometer, can lead to 
significant improvements in the spatial resolution.

 21699402, 2023, 5, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JA

031394 by U
niversitetsbiblioteket I, W

iley O
nline L

ibrary on [08/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Space Physics

MADELAIRE ET AL.

10.1029/2023JA031394

11 of 15

ground magnetometer depends on the location and noise level of the ground magnetometer as well as the noise 
level and spatial separation between the EZIE measurements. It is therefore not possible to provide a single quan-
tity to summarize the expected improvement when including ground magnetometer measurements.

Although the spatial resolution becomes worse in some areas after introducing the ground magnetometer, one 
should not conclude that the ground magnetometers have a negative impact on the model. This is clear when 
examining the posterior data covariance matrix, Cpd. In Figure 9 the square root of the diagonal of Cpd is visual-
ized when A (Equation 4) is the linear relationship between the model and the individual magnetic field compo-
nents. The columns are ordered as ΔBϕ, ΔBθ, and ΔBr while the first two rows refer to the model with and without 
a ground magnetometer, respectively. Furthermore, the third row shows the difference between the models, calcu-
lated by subtracting the second row from the first. This implies that positive values are improvements due to the 
inclusion of the ground magnetometer. There are two clear differences. First, the variance decreases on a global 
level as the ground magnetometer measurements provide the model with additional information about the magni-
tude of the magnetic perturbation. Second, the variance is decreased in the area immediately around the ground 
magnetometer.

We did not find any substantial differences from the comparison of model predictions in Figure 7, except close to 
the current vortex after the introduction of the ground magnetometer. However, Figure 8 showed a clear improve-
ment in spatial resolution. Figure 9 showed how the variance in the model prediction was reduced, both globally 
and locally. It should therefore be clear that examining attributes such as spatial resolution and model variance 
should be a more common practice as they contain crucial information regarding the design of the inverse prob-
lem and the performance of its solution.

Figure 9. Comparison of the posterior data variance before and after including the ground magnetometer. The third row 
shows the difference between the first two rows, calculated by subtracting the second row from the first. The point is to 
show that even though the ground magnetometer mainly impacted the spatial resolution locally it affected the posterior data 
covariance both locally and globally.
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5. Discussion
In this study, we presented a method for quantifying spatial resolution when 
modeling ionospheric dynamics with SECS. Our method quantifies the spatial 
resolution of the model parameters, that is, the strength of the divergence-free 
current, by assessing the width of PSFs. This type of approach is called a 
resolution test (Aster et  al.,  2013). In general, the resolution test involves 
testing how the true model, m, changes when passed through R. The most 
common approach is to use a spike model, which we refer to as a δ-function, 
where only one model parameter is non-zero (Rawlinson & Spakman, 2016). 
Using a δ-function is in reality a special case. It would likewise be inform-
ative to test true models with different shapes, sizes, and/or gradients. 
However, it is not feasible to test all possible scenarios and we therefore only 
show resolution tests with the δ-function. In addition to the strength of the 
divergence-free current, we are also interested in the horizontal current and 
associated magnetic field that can be derived from the model parameters. The 
magnetic field has three components and the horizontal current two, totaling 
five quantities. To avoid confusion over six different spatial resolutions we 
have chosen to work specifically with those related directly to the model 
parameters. It is possible to examine the spatial resolution of the other quan-

tities. However, this requires formulation of a structure, for example, in ΔBr, in terms of a true model that can 
be passed through R. The resulting model can be used to calculate model predictions that can be compared with 
the truth. The only issue is how to get the true model. One way, in case of synthetic data, could be to solve the 
inverse problem with a very high and even data coverage, along with no measurement noise. This would likely 
make the inverse problem well-posed and thus require virtually no regularization. The resulting model could be 
considered the truth.

It is tempting to think that an alternative to examining R is to test how well a model can reproduce a checkerboard 
pattern. The size of the tiles could be varied to find the smallest resolvable size. Although the method is intuitive 
and illustrative, Lévěque et al. (1993) showed it to be misleading as it might be possible to resolve small scale 
structures while large scale structures are poorly resolved.

We advocate for the use of spatial resolution and model variance to better understand the inherent properties of 
inverse problems. Spatial resolution is especially compelling as it does not require experimental data and can 
therefore play an important role when designing the inverse problem. We compared the spatial resolution of two 
models in Figure 8 and saw improvements when a single ground magnetometer was included. Figure 10 shows 
how many ground magnetometers will be in EZIE's field of view as a function of quasi-dipole longitude (Laundal 
& Richmond, 2017), in the northern hemisphere. Figure 10 is based on the ground magnetometers available 
from SuperMag (https://supermag.jhuapl.edu/). This assumes that the distance between the blue and red track is 
1,000 km, the orbit is north/south and measurements are taken between 60° and 75° latitude. Based on the median 
of the distribution there will typically be around seven ground magnetometers in EZIE's field of view. Therefore, 
it seems natural to include ground magnetometers as they can provide valuable information. Likewise, the meas-
urements by EZIE fit neatly into the SECS-based Lompe technique (Hovland et al., 2022; Laundal et al., 2022), 
that like AMIE Richmond and Kamide (1988) and AMGeO Collaboration (2019) combines multiple types of 
measurements to model the ionospheric electric field.

In this study ground magnetometer measurements were included to illustrate the value of using spatial resolution 
and model variance to compare and assess the performance of models. It is outside the scope of this study to 
analyze the implications of including multiple ground magnetometer stations. However, in a future study it would 
be interesting to carry out case studies for when the EZIE orbit intersects with certain ground magnetometer 
arrays, for example, North America, Greenland, and Fennoscandia.

Spatial resolution, model variance and regularization are related. The smallest spatial scale a model can resolve 
increases when the regularization is increased. It is therefore clear that the choice of regularization parameter 
is important. Figure 4 shows how the λ-relation is determined. The question is; what range of λ1 and λ2 should 
be tested? It can be a good idea to scale λ1 by some quantity of 𝐴𝐴 𝑮𝑮

𝑇𝑇
𝑪𝑪

−1

𝑑𝑑
𝑮𝑮 , for example, median of the diagonal, 

Figure 10. The estimated number of ground magnetometers in the Electrojet 
Zeeman Imaging Explorer field of view. This is based on the ground 
magnetometers available at SuperMag. The point of this figure is to show that 
the improvements, after including the ground magnetometer, shown in our 
study will be possible to achieve in every orbit and likely be better as many 
ground magnetometers will be available (the median is 7).
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such that λ1 = 1 will have a significant impact. By scaling λ1 in this way, we are almost certain to find the desired 
trade-off with 𝐴𝐴 𝐴𝐴1 ∈

[

10−3; 103
]

 . Unfortunately, determining a range for λ2 is not as straightforward. It can be 
scaled in a similar fashion as λ1, but since it controls gradient smoothing its magnitude does not have to be close 
to 1. The example shown here is well-behaved, such that the surface formed by λ1, λ2 and the Hoyer index has 
one clear maximum before the model solution becomes dominated by zonal structures. For this reason, it has 
not been necessary to define an upper threshold for λ2. However, this can become relevant if the measurement 
geometry changes. The measurement geometry is not only determined by the viewing angle of the instruments, 
but also by where the measurements lie on the spherical surface and the declination of the tracks. Changing these 
aspects of the measurement geometry determines if λ2, controlling east/west gradient smoothing, smooths struc-
tures cross-track direction, along-track direction or some direction in between. In addition, it is possible for the 
gradient smoothing to essentially loop around on itself, at higher latitudes. This is observed as an additional peak 
in the Hoyer index at large λ2 values. By examining the PSF and/or model solution for this last peak it is easily 
concluded that it is undesirable. We therefore suggest that the localization error (Oldenborger & Routh, 2009) can 
be used to indicate the upper limit of λ2. The localization error is determined by evaluating the Euclidean distance 
between the maximum of the δ-function and the PSF. Ideally, the two maxima should be at the same location. 
However, small deviations are likely to occur. By examining the localization error we found that a discontinuous 
increase occurs at large λ2 values and the λ2 at which it happens increases with λ1. By locating the discontinuity a 
threshold after which λ2 should not be increased further can be determined.

The λ-relation is defined based on how the AF of a specific model parameter behaves. If we chose another model 
parameter the relation would change. However, the geometry between the green and red track of Figure 4 is 
symmetric, and changing to a neighboring model parameter in the along-track direction would not lead to any 
significant change. This is not the case near the end of the data tracks. At the top of the red track, it is easy to find 
a measurement that does not have a counterpart on the green track if a path of equal latitude is followed. This is 
an issue because we have imposed prior information about how the structures are aligned (east/west) and thus 
with sufficient east/west gradient smoothing model parameters on such a path are subject to extrapolation and 
not interpolation. Therefore, it is wise to avoid determining the λ-relation based on model parameters that are not 
constrained by data on either side when λ2 is increased.

The presented method for combining regularization parameters works well for the measurement geometry of 
EZIE. However, there are alternatives to tackling multiple regularization parameters. Belge et al. (2002) devel-
oped a method for creating an L-hypersurface allowing for the determination of any number of regularization 
parameters. Working in multiple dimensions tends to be computationally expensive and it can therefore be advan-
tageous to try and reduce the dimensionality by using the λ-relation. It is also possible to consider these regular-
ization parameters as model parameters and embrace the non-linearity of the problem. If so, a solution can be 
found using Monte-Carlo Markov-Chain algorithms. In these types of algorithms the posterior model distribution 
is explored by continuously solving the forward problem. However, with a large number of model parameters 
comes the curse of dimensionality which can make these algorithms impractical. It is especially difficult if the 
posterior model covariance turns out to be multi-modal. Alternatively, model selection (Akaike, 1974; Virtanen 
et al., 2018) can be used to determine an adequate level of model complexity. Here the grid resolution could be 
varied while calculating the likelihood of the associated solution, for example, using the Akaike Information 
Criterion or the Bayesian Information Criterion (Akaike, 1974; Burnham & Anderson, 2002). The solution that 
reproduces the observations best while keeping the model complexity low can then be selected. This could also 
be done with anisotropic grids to accommodate variations in data coverage and/or quality. Instead of using an 
anisotropic grid it is also possible to use spatially varying regularization parameters such that local variations of a 
regularization parameter does not affect the solution globally (Roininen et al., 2014). The approach for determin-
ing the λ-relation (Figure 4) was initially carried out for all cross-track locations to determine position dependent 
east/west smoothing. However, this was found to cause multi modality of the PSFs and thereby affect the spatial 
resolution estimation and was therefore not used.

The EZIE satellites will measure 118 GHz oxygen emission using the Microwave Electrojet Magnetogram (Yee 
et al., 2021). In the mesosphere, the foot point will be a few tens of km, but vary with viewing angle and the 
altitude of the satellite. Spatial scales small enough to vary within the MEM's field of view could lead to a higher 
measurement uncertainty. The MHD, shown in Figure 1, contain large-scale features. In the scenario where parts 
of the measurement track is co-located with structures small enough to affect measurement uncertainty the spatial 
resolution of the surrounding area could be affected.
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6. Conclusion
In this study we have presented a method for quantifying spatial resolution, and illustrated this via an example in 
which the SECS technique (Amm et al., 2002) was employed to model the equivalent ionospheric current using 
synthetic measurements from one of the EZIE satellites (Laundal et al., 2021; Yee et al., 2021). The spatial reso-
lution is found to be around 200–400 km in the cross-track direction and around 100–300 km in the along-track 
direction. This is sufficient to resolve mesoscale features (100–500 km), which is necessary to answer the science 
questions posed by the EZIE mission. In addition, we have compared the spatial resolution and model variance to 
another model which includes a single ground magnetometer. This comparison shows that the cross-track spatial 
resolution around the ground magnetometer improves. However, the comparison also illustrated that there are 
limitations to how small spatial scales the ground magnetometer can resolve. This is due to the ∼80 km distance 
between the peak 118 GHz thermal oxygen emission and the ground location. Comparison of the posterior data 
covariance of the two models shows how inclusion of the ground magnetometer reduces the variance locally and 
globally. We attribute this to a significantly lower uncertainty associated with the ground magnetometer meas-
urements, thus providing a better constraint for the magnitude of the model parameters. We hope that by further 
developing the concept of spatial resolution to the ionospheric science community we improve the way that we 
analyze and draw conclusions based on inverse models.

Besides the quantification of spatial resolution and comparison of models, we have presented a method for 
combining two regularization parameters based on the model resolution matrix. This makes determining the 
trade-off between minimizing data misfit and the regularization term easier. Our method enables comparison 
between the two models, one with and one without a ground magnetometer, as the need to choose the regulariza-
tion parameters by manual tuning is not needed. In particular, the method is highly efficient in scenarios where 
measurement geometry remains constant, for example, ground magnetometer arrays, as it does not depend on the 
actual measurement values, but rather the location and uncertainty of the measurements.

Data Availability Statement
The simulation dataset used in this study is available at Zenodo via https://doi.org/10.5281/zenodo.7823088 
(Madelaire, 2023).
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