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Abstract

Over the years, wind turbines have been steadily increasing in size, with
newer models boasting larger dimensions. For instance, the diameter of
an installed prototype offshore wind turbine in late 2022 was over 200
m, which is significantly larger than in 2010, where the average size was
90 m. This results in new interactions between the wind turbine and
the atmosphere in the form of Low-Level Jets (LLJs). The thesis aims
to study the effect of a LLJ on the wind-induced response of a 15 MW
offshore wind turbine. Engineering tools, i.e. TurbSim and OpenFAST,
were used to simulate the turbulence boxes and the load response of a
large offshore floating turbine. The results showed that the interaction
between the LLJ profiles and the wind turbine response is not trivial,
and the development of the loads as the LLJ height increases can’t be
described by one single pattern. They were however closely related to
the aerodynamic loads.
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Chapter 1

Introduction

1.1 Motivation

A tracking report by IEA (2022) stated that the electricity generation
from wind energy increased by 17% from 2020 to 2021. Apart from
hydro power, wind is the largest source of renewable energy production,
and wind energy increased by a record amount in 2021 including all
power generation methods. The majority of wind energy production
comes from onshore wind turbines, and it dominated the capacity in-
stalled in 2021. However, onshore wind power production is a developed
technology. Unlike onshore wind, offshore wind is at the start of its era,
and the offshore sector is expected to grow in the coming years.

Innovations in wind turbine technology often focus on the develop-
ment of larger wind turbines to capture more of the wind energy (IEA,
2022). This is due to the fact at wind power is proportional to the
square of the rotor radius and to the cube of the wind speed. At a higher
altitude, the wind speeds are generally higher. As a consequence, the
wind turbine dimensions have increased since the early 2000s (EERE,
2022). This limits the innovations of onshore technology, as wind turbine
dimensions are often hindered by environmental policies and public
acceptance. In contrast, for offshore applications, these restrictions do
not apply (IEA, 2022). Problems with visual and noise impact are
reduced depending on the distance from shore, and the transportation
of components is not restricted by the road sizes (Breton & Moe, 2009).
Additionally, the development of floater technology enables the use of
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Figure 1.1: Comparison of a LLJ profile (black line) vs a traditional
wind profile (dashed blue line). Normalized in terms of LLJ core-speed
(x-axis) and LLJ height (y-axis).

deeper waters, where large amounts of potentially suitable areas are
unlocked (Archer & Jacobson, 2005). For water depths larger than 50
m, it is impractical with bottom-fixed foundations due to issues with
installation, cost and decommissioning (IEA, 2022).

As wind turbines grow in size, the frequency of interactions between
Low-Level Jet (LLJ) peaks and wind turbines will increase (Gutierrez
et al., 2017). LLJs are air currents with high velocity in the Atmo-
spheric Boundary Layer (ABL) (Stull, 1988). They are characterized
by a peak of the wind speed on top of the stable nocturnal inversion
layer (Blackadar, 1957). The height and core-speed of the LLJ varies
significantly depending on the site.



1.2 Problem Statement 3

1.2 Problem Statement
In light of increasing wind turbine sizes, it may be important to assess
the differences in structural loading due to varying LLJ heights. Thus,
the main research question of this thesis is: How does the LLJ height
affect the structural loading of a large floating wind turbine? To do this,
the thesis will utilize a wind turbine engineering tool, i.e. OpenFAST,
capable of applying various physics models. Three-dimensional wind
fields will be generated using TurbSim, which is a turbulence generator.
Additionally, the thesis will also briefly mention how the LLJs affect the
aerodynamic loads, since the aerodynamics loads are directly related to
the structural loads.

A peak implies regions of positive and negative shear. As wind
turbines have been designed the expectation of positive shear, the
effects of negative shear have not been thoroughly studied (Gutierrez
et al., 2017; Zhang et al., 2019). Furthermore, an assessment of the
sensitivity of the atmosphere on wind turbines is critical for improving
turbine design and efficiency (IEA, 2022). To the author’s knowledge,
negative shear is rarely considered in wind turbine design. Thus, the
thesis explored how the structural and aerodynamics loads were affected
by the LLJ. It is found that the interaction between the LLJs, structural
and aerodynamic loads are not trivial.

The rest of the thesis is divided in the following way. Chapter 2
describes background theory. The section will mention aerodynamics,
hydrodynamics, structural dynamics and the atmosphere. Chapter 3
describes the design of the research and section 3.2 describes the simu-
lation tools. Chapter 4 presents and discusses the results of the thesis,
and section 4.4 outlines the limitations of the thesis. Lastly, chapter 5
presents the final conclusion of the thesis and provides insight into any
further work necessary.
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Figure 1.2: Thesis outline.



Chapter 2

Theory

This chapter describes the theoretical background necessary for under-
standing the dynamics of floating offshore wind turbines. It starts by
introducing some previous studies related to the research question.

2.1 Previous studies
A previous study by Gutierrez et al. (2017) considered the effects of
negative shear inside the rotor swept area on the turbine’s response. In
their paper, a quantity which described the amount of negative shear
inside the rotor swept area was derived, and then it was gradually
modified to develop different LLJ cases. The authors concluded that
the presence of negative shear generally lead to lower loading with
respect to a traditional wind profile, and recommended to build larger
turbines. This result was attributed to the lower value of absolute shear
in the negative shear region and the lower magnitude of distributed
loads, both leading to lower forces and moments.

Another study by Ahmed & Paskyabi (2023) compared the effects of
a LLJ shear on wind turbine loading with a traditional power-law wind
profile. In the paper, the LLJ height was at hub height, and the profiles
below hub height were kept equal. The authors generally observed a
lower wind turbine loading in the presence of a LLJ. However, higher
loading during a LLJ was observed for the streamwise and spanwise
moments at the tower top.

Zhang et al. (2019) studied the effects of LLJ core-speed on aero-
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dynamic loads when the LLJ was located at hub height. The authors
established a model for the LLJ wind profile with a user-defined von
Karman spectral model. The conclusion of the paper was that the aero-
dynamic loads increased with LLJ core-speed. The authors attributed
this to the increasing wind shear which caused unbalanced aerodynamic
loading.

2.2 Wind power
Wind turbines produce energy by converting the kinetic energy of the
wind to mechanical energy. The mechanical energy is converted to
electrical energy by the generator. The power available in the wind is
given by the following equation (Ehrlich, 2013).

Pwind = 1
2ρArotorV 3

∞, (2.1)

where ρ is the air density, Arotor is the rotor swept area and V∞ is the
free stream velocity of incoming wind. In reality, only a fraction of this
energy is extracted by the wind turbine, and the efficiency of the wind
turbine is given by the power coefficient Cp. Thus, a general formulation
for the extracted power can be expressed as (Ehrlich, 2013):

P = PwindCp. (2.2)

The wind behind the turbine would have to stand still to convert all of
the energy, and this is not physically possible. Therefore, there exists
a limit to the maximum efficiency of a wind turbine, i.e. Betz limit
Cp,max = 0.593 (Betz, 1920).

2.3 Atmospheric Boundary Layer (ABL)
The lower part of the troposphere is affected by the surface friction.
This part of the atmosphere is known as the Atmospheric Boundary
Layer (ABL). The lowest 10% of the ABL is defined as the Atmospheric
Surface Layer (ASL) (Stull, 1988).
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2.3.1 Atmospheric Surface Layer (ASL)
The characteristics of turbulence and mean variables in the ASL are
relatively simple, albeit important. This is because most engineering
problems are related to the ASL characteristics. The characteristics are
influenced by both mechanical and thermal forcing, thus, the Monin-
Obukhov similarity theory (Monin & Obukhov, 1954) was developed to
explain the ASL characteristics. Monin & Obukhov (1954) introduced
two scaling parameters, namely the surface friction velocity u∗ and the
length L, which stays constant through the ASL (Panofsky & Dutton,
1984).

The surface friction velocity u∗ is a rewritten form of the surface
stress in units of velocity. It depends on the surface shear stress τ0 and
the air density ρa (Stull, 1988).

u∗ =
√

τ0
ρa

=
(

u′w′2 +v′w′2
) 1

4
. (2.3)

A physical interpretation of the Monin-Obukhov length L is that it
is proportional to the height where buoyancy effects first dominate the
mechanical shear production (Stull, 1988). Furthermore, the scaling
length L can be used to define a ratio z/L to describe the relationship
between buoyancy and shear. The ratio z/L is given by (Kaimal &
Finnigan, 1994):

z

L
= (g/θ)(w′θ′)s

u3
∗/κz

, (2.4)

where (w′θ′)s is the temperature flux in the surface layer, θ is the mean
potential temperature, g = 9.81 ms−2 is the gravitational acceleration
and κ is the von Kármán constant, and typically, κ = 0.4. The afore-
mentioned ratio is defined by ζ ≡ z

L (Stull, 1988), and the sign of ζ

is directly connected to the static stability of the ABL (Kaimal &
Finnigan, 1994).

• A negative ζ suggests a statically unstable atmosphere,

• a positive ζ suggests a statically stable atmosphere.

Various atmospheric properties are functions of z/L when normal-
ized by u∗ and L, however, in the case of mean wind profiles, this
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does not hold. Rather, the (logarithmic) wind profile is derived from
integrating ∂u

∂z , where the surface roughness z0 length appears (Panof-
sky & Dutton, 1984). The roughness length z0 is the height above the
surface where the wind velocity is zero, and it is directly related to the
surface elements. After z0 has been determined, it does not change with
temperature or stability conditions (Stull, 1988), although it is affected
by changes in the surface (e.g. growth of grass, foliation, lumbering).
Above the sea surface, the roughness length is dependent on the sea
state and wave conditions. In 1955, Charnock proposed a relationship
to calculate the roughness length above the ocean (Charnock, 1955).

z0 = ac
u2

∗
g

, (2.5)

where ac is Charnock’s constant (Charnock, 1955). It is important to
keep in mind that the observed value of ac varies widely (Wu, 1980).

Theoretically, the surface layer parameters are to be strictly defined
by the surface fluxes, however, in practice, the parameters are often
calculated with measurements from some convenient height (Kaimal &
Finnigan, 1994).

2.3.2 The mean wind speed profile
The mean vertical wind shear in neutral stability can be represented
with the logarithmic wind profile (Stull, 1988).

uLog(z) = u∗
κ

ln

(
z

z0

)
, (2.6)

where z is the height above the surface. The logarithmic wind profile
can also be rewritten with a stability correction to account for different
stability conditions (Businger et al., 1971). This equation is derived
from applying Monin-Obukhov similarity theory (Stull, 1988).

An alternative to the logarithmic profile is the Power-Law (PL)
wind profile, which is an empirical relationship given as (Frost, 1948):

uP L(z) = uref

(
z

zref

)α

, (2.7)
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where uref is a reference velocity at a reference height zref and α is the
shear exponent. α is an empirical constant that describes the stability
(Frost, 1948). It is typically set to 0.14 (onshore) or 0.11 (offshore)
for neutral atmosphere (Hsu et al., 1994), but it can be adjusted for
non-neutral stability conditions. In Newman & Klein (2014), values
for the shear exponent for different stability regimes were extrapolated.
Generally, the shear exponent increased with increasing stability, which
was expected (Petersen et al., 1998).

2.3.3 Turbulence as a random process
Wind velocity fluctuations are three-dimensional and the components
are denoted i = u,v,w. The components can be separated into a mean
part (denoted by an overline) and a fluctuating part (denoted by an
apostrophe). This is a common approach used in wind analysis, and it
is known as Reynolds decomposition. Furthermore, the assumption of
horizontal flow is often made, thus, v = w = 0 (Stull, 1988).

u = u+u′, (2.8)
v = v +v′, (2.9)
w = w +w′. (2.10)

Turbulence can be visualized as swirls of motion of different sizes. These
are called eddies, and turbulence consists of eddies of several different
sizes. The surface is responsible for most of the turbulence in the ABL.
Turbulence can be generated either by mechanical effects (i.e. terrain,
hills) or buoyancy effects. The buoyancy effects are due to the sun
heating up the surface and causing vertical convection. Turbulent wind
fluctuations are suppressed by a statically stable atmosphere or through
dissipation into heat (Stull, 1988).

Turbulence is defined as a random process, which means that it
is a collection of random variables that are functions of time. In this
thesis, one assumes homogeneous, stationary, Gaussian and ergodic
turbulence. The first two assumptions imply that the statistical prop-
erties do not change in space and time, respectively. The Gaussian
turbulence assumption means that the turbulent fluctuations follow a
Gaussian distribution. Lastly, the ergodic assumption means that the
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statistical properties of turbulence can be derived from a single time
series assuming that is it long enough (Cheynet & Jakobsen, 2022).

Information about the turbulence characteristics in the ABL is often
needed in wind turbine design, bridge design, weather forecast, etc.
However, it is difficult to create a large, three-dimensional picture of the
atmosphere. An alternative approach stating that turbulence can be
considered frozen was suggested by Taylor in 1938. In this approach,
the wind velocities are measured at one location over a period of time
and converted to spatial measurements (Stull, 1988). This is known
as Taylor’s hypothesis, and the general expression of the equation is
shown below (Tong, 1996).

s′(x, t) = s(x −Ut), (2.11)

where s′ is a variable at a fixed point x, s is the spatial signal of the
same variable and U is the mean convection velocity (Tong, 1996).
Physically, this means that the characteristics of turbulence might be
considered constant while it passes through a sensor. It is important to
remember that turbulence is never truly frozen and this simplification
is useful in cases where the time evolution of turbulence is slow (Stull,
1988).

In wind energy, two parameters are widely used to quantify the
turbulence levels in the ABL: Turbulence Intensity (TI) for the u-
component and Turbulence Kinetic Energy (TKE). The former is
defined as the ratio between the standard deviation of the wind com-
ponent and the mean wind velocity in x-direction (Stull, 1988). The
TI is a function of height, and should generally decrease with height
(European Committee for Standardization, 1991).

TIi = σi

u
. (2.12)

The latter is a measure of the kinetic energy in turbulence, and is
related to the velocity variances u′,v′,w′ (Stull, 1988). It is widely used
in Computational Fluid Dynamics (CFD). The equation for the TKE

is often given in terms of per unit mass (Stull, 1988).

TKE

m
= 1

2(u′2 +v′2 +w′2). (2.13)
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In wind engineering, the coherence and the wind spectrum are
important quantities for studying wind-induced loading on the turbines.
To define them, the thesis will first define spectral density. Take two
stationary data sets, M(t) and N(t). The correlation function shows
the relationship between them. It is termed cross-correlation function if
the data sets represent different quantities. If the data sets represent the
same quantity (i. e. M(t) = N(t)), which is a special case, the correlation
function is termed the autocorrelation function. By taking the Fourier
transform of the correlation function, the spectral density function is
derived. This aforementioned naming convention also applies for the
spectral density function, where the functions are called Cross-Spectral
Density (CSD) and Power Spectral Density (PSD), respectively. The
general equations for the spectral density functions, SMN and SMM

respectively, are given by (Bendat & Piersol, 1980):

SMN (ω) =
∫ +∞

−∞
RMN (τ)e−iωtdω, (2.14)

SMM (ω) =
∫ +∞

−∞
RMM (τ)e−iωtdω, (2.15)

where RMM is the autocorrelation function, τ is a time lag, ω is
the angular frequency and RMN is the cross-correlation function. The
spectral densities are often estimated using algorithms based on the Fast
Fourier Transform (FFT) such as the Welch’s algorithm. Furthermore,
the correlation functions themselves are usually calculated with the
FFT.

The wind spectrum is the spectral density of the wind fluctuations,
and gives the power of the wind as a function of the frequency (Cheynet
& Jakobsen, 2022). It is often estimated using spectral models, particu-
larly an empirical formulation described by Kaimal et al. (1972) known
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as the Kaimal spectral model. The Kaimal spectral model is given as:

fSu(f)
u2

∗
= 105fr

(1+33fr) 5
3

, (2.16)

fSv(f)
u2

∗
= 17fr

(1+9.5fr) 5
3

, (2.17)

fSw(f)
u2

∗
= 2fr(

1+5.3(fr) 5
3
) , (2.18)

fSuw(f)
u2

∗
= − 14fr

(1+9.6fr)2.4 , (2.19)

where Su(f), Sv(f), Sw(f) and Suw(f) are the wind spectra and fr =
fz/u is a non-dimensional frequency (Kaimal et al., 1972).

10−2 10−1 100 101
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fSuw/u2
*

Figure 2.1: An example of the Kaimal spectral model.

The coherence, which is the normalized 2-point CSD of the velocity
fluctuations, is used to study the correlation of turbulence between two
points in the frequency domain (Ropelewski et al., 1973). The root of the
coherence is called the root-coherence. The root-coherence can be split
into a real part and an imaginary part. The real part is called the co-
coherence and the imaginary part is called the quad-coherence (Watson,
1975). In wind engineering, the quad-coherence is often ignored, and
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the root-coherence is approximated with the co-coherence (Cheynet
et al., 2017).

Cohi(y1,y2,f) = Re{Si(y1,y2,f)}√
Si(y1,f)Si(y2,f)

, (2.20)

where Si(y1,y2,f) is the CSD of the i-th component between two points
y1 and y2, Si(y1,f) is the PSD for the i-th component at location y1
and Si(y2,f) is the PSD for the i-th component at location y2. Note
that Eq. (2.20) is only applicable for the lateral separation.

In 1961, Davenport showed that the vertical co-coherence could be
estimated using an exponential function. This model is known as the
Davenport coherence model, and it is given by the following function
(Davenport, 1961).

γi(y1,y2,f) = exp

(
− ci

1
fr

um

)
, (2.21)

where ci
1 is a decay coefficient for wind components i = u,v,w, r is the

distance between the two points y1 and y2, and um is the mean wind
velocity between the two points. In 1970, Pielke & Panofsky (1970)
discussed the extension of Eq. (2.21) to other directions, and remarked
that the data supported the extension of the Davenport coherence
model to the lateral and longitudinal directions.

0 1 2 3 4
fr/u

0.0

0.2

0.4

0.6

0.8

1.0

γ i

Figure 2.2: An example of the Davenport coherence model.
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2.3.4 Stability
The local lapse rate Γ in Eq. (2.22) describes the vertical temperature
gradient, and defines the static stability. The wind velocity does not
affect the static stability. The ABL is typically defined as statically
unstable if Γ > 0, neutral if Γ = 0 and stable if Γ < 0. Physically, the
static stability can be interpreted in the following way (Stull, 1988):

1. Γ > 0 (unstable): an air parcel perturbed upwards (downwards)
will continue to move away from its origin due to the surrounding
air having higher (lower) density,

2. Γ = 0 (neutral): a vertically perturbed air parcel will remain at its
new location due to the surrounding air having the same density,

3. Γ < 0 (stable): an air parcel perturbed upwards (downwards) will
move back towards its origin due to the surrounding air having
lower (higher) density.

Γ = −∂T

∂z
. (2.22)

Vertical convection takes place when the warmer air is beneath the colder
air due to density differences. This promotes turbulent fluctuations,
and this occurs in statically unstable atmosphere. On the contrary, the
colder air underlies the warmer air in a statically stable atmosphere.
This results in less convective mixing. The latter usually occurs at night,
and compared to the former description, the latter has an inverted
temperature gradient. Thus, this layer (at night) is often called the
nocturnal inversion layer (Stull, 1988).

The lapse rate may not be enough to classify neutral stability.
Neutral stability is defined by two things: the adiabatic lapse rate and
the lack of convection. Convection can still exist even when Γ = 0. Thus,
non-local variables such as the heat flux (or direct measurements) are
necessary to identify neutral stability (Stull, 1988).

A way to quantify the stability of the atmosphere is with the
Richardson number, which is the relationship between buoyancy and
shear effects. There are several forms of the equation for the Richardson
number. The form most often used is known as the gradient Richardson
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number Rig (Kaimal & Finnigan, 1994).

Rig =
g
θ

∂θ
∂z(

∂u
∂z

)2 , (2.23)

The type of flow (turbulent or laminar) depends on the sign and value
of Rig. The transition between turbulent and laminar flow is governed
by the critical Richardson number Rcrit = 0.25, and this value was by
both theory and observations (Panofsky & Dutton, 1984).

The stability parameters ζ and Ri are similar, but the usefulness of
ζ is boosted compared to Ri. This is a result of the Monin-Obukhov
similarity theory (see section 2.3.1), as ζ can be considered constant
through the surface layer (Kaimal & Finnigan, 1994).

2.3.5 Low-level jet formation
LLJs have been observed both above land and sea (Wagner et al., 2019).
However, the formation mechanism may be different depending on
the location (Pichugina et al., 2017; Wagner et al., 2019). LLJs occur
commonly above the Great Plains, and the formation is usually linked
to Inertial Oscillations (IOs) (Blackadar, 1957; Pichugina et al., 2017).
Baroclinic effects, which are the effects of temperature and pressure
on the density, are often mentioned as the cause for LLJ occurrences
in coastal areas (Jiang et al., 2010; Pichugina et al., 2017; Guest
et al., 2018). Furthermore, winds crossing the land-sea border might
experience a decoupling from the surface. This happens since the ocean
surface is less rough compared to the land, thus, the winds crossing
experience an acceleration resulting in a LLJ (Wagner et al., 2019). In
the IO mechanism (Blackadar, 1957), the wind above the surface is
disconnected and it experiences less friction (Stull, 1988; Gutierrez et al.,
2014; Paskyabi et al., 2022). The pressure-gradient forces accelerate the
wind to near-geostrophic speeds (Stull, 1988). Additionally, an IO is
induced due to a disparity between the pressure-gradient forces and the
Coriolis force (Stull, 1988; Gutierrez et al., 2014; Paskyabi et al., 2022).
Thus, the wind speed fluctuates about the geostrophic wind (Stull,
1988). The period of oscillation, called the inertial period, is given
by T = 2π

fC
, where fC is the Coriolis force (Stull, 1988). This usually
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Figure 2.3: Examples of different LLJ wind profiles with different core-
speeds and heights.

happens at sunset, when daytime convection is reduced (Blackadar,
1957; Gutierrez et al., 2014), and a nocturnal inversion starts to form
(Blackadar, 1957). Later at night, the daytime subgeostrophic wind is
accelerated to supergeostrophic speeds (Blackadar, 1957; Stull, 1988;
Paskyabi et al., 2022).

In the baroclinicity mechanism, a horizontal temperature gradient
causes a sloped isobaric surface. According to the thermal wind
relationship (see Eqs. (2.24) and (2.25)) (Stull, 1988), the geostrophic
wind Vg will decrease with height z if the temperature T decreases in
the x-direction (Stull, 1988; Paskyabi et al., 2022). In the case where
the wind is geostrophic everywhere except near the surface, where the
wind speeds are reduced due to frictional drag, a LLJ can occur. This
can happen either at day or night, however, it is more likely to occur at
night due to the large amounts of convective mixing at daytime. The
horizontal temperature gradient can be caused by several mechanisms
such as sloping terrain, cold fronts or land-sea differential heating (Stull,
1988). If the horizontal temperature gradient is caused by a sloping
terrain, the direction (and LLJ core-speed) might oscillate with the



2.4 Waves 17

diurnal cycle (Holton, 1967).

∂Ug

∂z
= − g

fCT

∂T

∂y
, (2.24)

∂Vg

∂z
= + g

fCT

∂T

∂x
. (2.25)

The formation of LLJ might happen due to a combination of effects
(Stull, 1988; Wagner et al., 2019; Paskyabi et al., 2022), which makes
studying formation mechanisms challenging (Wagner et al., 2019).
Above the Southern North Sea, the LLJ formation is attributed to
both IOs and baroclinic effects (Wagner et al., 2019). Furthermore, the
IO LLJ is dependent on geostrophic winds, which itself is dependent
on baroclinic effects (Paskyabi et al., 2022).

2.4 Waves
The generation of waves starts when pressure perturbations in the
atmosphere disturbs the ocean surface. This causes small capillary
waves which diminishes when the wind reduces due to surface tension.
In the event where the wind does not reduce, and affects the surface
over a longer period, waves big enough can occur where gravity acts as
a restoring force. These are commonly known as surface gravity waves,
and are of most importance in regards to marine structures (Massel,
1996).

Generally, one would assume that the mean surface elevation is
of most interest, however, observers tend to notice the larger waves
in the ocean, making this definition rarely used. Rather, definition
based on a visual approach is preferred, namely the significant wave
height Hs (Holthuijsen, 2007). The significant wave height was originally
introduced by Sverdrup & Munk (1947) as the average wave height of
the third highest waves, however, it is now commonly defined by the
standard deviation of the wave record (Massel, 1996).

Hs = 4ση, (2.26)

The significant wave period Tp is another important wave charac-
teristic, which was defined as the average of the third highest wave
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Figure 2.4: Example of a wave elevation time series. Based on JON-
SWAP spectrum with Hs = 10 m and Tp = 8 s.

periods. However, the significant wave period can be estimated with
the spectrum. Based on observational data, the significant wave period
is nearly equal to the peak period (Holthuijsen, 2007).

2.4.1 Governing equations for fluid flow
The governing equations for fluid flows are the continuity equation
(conservation of mass) and the Navier-Stokes momentum equation
(conservation of momentum). For an incompressible fluid, they are
respectively (Benitz et al., 2015; Kundu et al., 2016).

∇·u = 0, (2.27)

ρ

(
∂u
∂t

+u ·∇u
)

= −∇p+ρg +µ∇2u, (2.28)

where u is the velocity vector, p is the pressure, g is the gravity
vector, µ is the viscosity, ρ is the fluid density and t is time. Assuming
irrotationality and constant-density, the momentum equation can be
simplified (Kundu et al., 2016).

ρ

(
∂u
∂t

+u ·∇u
)

= −∇p. (2.29)
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Figure 2.5: The JONSWAP spectrum of which Fig. 2.4 is based on.
Red dot shows the peak spectral period (≈ significant wave period) Tp.

This is the form of the momentum equation used for ideal flows. It is
applicable for inviscid, irrotational and homogeneous flows. The ideal
flow theory is widely used in aero- and hydrodynamics (Kundu et al.,
2016).

It is important to note that the incompressibility assumption often
means constant-density, however, in reality the flow may still have baro-
clinic density variations. Therefore, the constant-density assumption
needs to be explicitly made for the application of Eq. (2.29) (Kundu
et al., 2016).

In potential flow theory, the fluid is considered inviscid. The velocity
vector field can be defined as the gradient of a scalar function, called
the velocity potential φ. The velocity potential can be applied in any
irrotational flow, and such flows are often called potential flows (Benitz
et al., 2015; Kundu et al., 2016).

u = ∇φ (2.30)

2.4.2 Linear wave theory
The surface elevation η is given by (Kundu et al., 2016):

η(x,t) = acos(kx−ωt), (2.31)
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where a is the amplitude, k = 2π
λ is the wave number, λ is the wavelength,

ω = 2π
T is the angular frequency and T is the wave period. The phase

speed c, which is the travel speed of a wave crest, is given as c = ω
k .

The wave period is given by T = 2π
kc (Kundu et al., 2016).

Linear wave theory is concerned with waves with small amplitudes
and small slopes, i.e. a/λ << 1 and a/H << 1, respectively. H is the
depth of the liquid layer, i.e the ocean. Ideal flow (incompressible,
irrotational, inviscid) is assumed, and the velocity potential is applied
to the continuity equation. This leads to the continuity equation to be
rewritten as the Laplace equation (Kundu et al., 2016).

∇2φ = ∂2φ

∂x2 + ∂2φ

∂z2 = 0, (2.32)

where the velocity components are defined as u = ∂φ
∂x and ∂φ

∂z . To solve
the above Laplace equation, three boundary conditions are needed
(Kundu et al., 2016):

1. The normal velocity of the fluid is zero at the bottom of the liquid
layer.

2. The velocity of the fluid-particle normal to the surface and on the
surface is equal to the velocity of the surface normal to itself. This
ensures that the interfaces remains defined, and the fluid-particles
at the surface do not move away from the interface.

3. The pressure right below the surface is equal to the ambient
pressure. This means that the surface is considered as a free
surface where the stresses are neglected.

By choosing the initial condition η(x,t = 0) = acos(xt) and using the
first two boundary conditions the following solution for the velocity
potential is derived (Kundu et al., 2016).

φ = aω

k

cosh(k(z +H))
sinh(kH) sin(kx−ωt), (2.33)

which results the following equations after substituting Eq. (2.33) into



2.4 Waves 21

the definitions for the velocity components (Kundu et al., 2016).

u = aω
cosh(k(z +H))

sinh(kH) cos(kx−ωt), (2.34)

w = aω
sinh(k(z +H))

sinh(kH) sin(kx−ωt). (2.35)

By using the last boundary condition, a relationship between ω and k

can be derived. This is known as the dispersion relation (Kundu et al.,
2016).

ω =
√

gk tanh(kH). (2.36)

The dispersion relation can be applied to the phase speed to derive the
following equation (Kundu et al., 2016).

c = ω

k
=
√

g

k
tanh(kH). (2.37)

The dispersion relation is a fundamental concept in linear wave theory
as it shows that waves are dispersive because the speed depends on the
wave number. Physically, this means that waves with longer wavelength
will travel faster than waves with shorter wavelength (Kundu et al.,
2016).

2.4.3 Morison’s equation
The Morison’s equation is a widely used approach to model the hy-
drodynamic loads on an offshore structure, specifically surface-piercing
structures. It is an empirically based equation valid for slender bodies,
and it consists of two terms: drag and inertia, respectively (Morison
et al., 1950).

FMorison = 1
2ρCdragAp|Uf |Uf +ρCmVobj

dUf

dt
, (2.38)

where Cdrag is the drag coefficient, Ap is the projected area of the
structure, Uf is the fluid velocity, Cm is the inertia coefficient and Vobj

is the fluid displacement volume.
There are a few limitations in the Morison’s equation. It doesn’t

account for fluctuating lift forces, it cannot model the inline forces
accurately, ignores hysteresis and it uses a long-wavelength assumption.
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The latter is used to simplify the diffraction modelling, which is how
the wave scatters when hitting an impermeable object. However, even
with the aforementioned limitations, the model works well for load
prediction (Benitz et al., 2015).

2.4.4 JONSWAP spectrum
Spectral representation is used to accurately represent a variety of sea
states. A wave spectrum represents the energy in the total wave field
as a function of frequency. The most common spectral model is the
JONSWAP spectrum. The JONSWAP spectrum is an empirical model
based on measurements in the North Sea (Hasselmann et al., 1973).

2.5 Aerodynamics
This section describes the 1-D momentum theory and the blade-element
momentum theory. These are important in wind engineering, particu-
larly the latter, since the aerodynamic loads are of interest. Furthermore,
the theories are often used in engineering tools to model the aerody-
namics.

2.5.1 1-D momentum theory
The 1-D momentum theory is a simple method to describe the aerody-
namics of a wind turbine. The rotor is modelled as a permeable disc
with a constant wind load across the rotor. Two important factors are
to be introduced before describing this method: the axial induction
factor a and the tangential induction factor a′. The induction factors
describe how the free wind velocity changes as it reaches the rotor plane.
The axial wind is reduced, thus, the actual wind velocity at the rotor
can be written as urotor = (1−u)V∞. On the contrary, the tangential
wind is increased, and can be written as utangent = (1+a′)ωrd, where
rd is the distance from the rotational axis (Letcher, 2017).

In the 1-D momentum theory, one assumes that the wind cannot
cross the streamlines at the rotor tip. In addition, the assumption of no
external losses is made. Thus, the power can be described by the mass
flow rate at the rotor and the velocity deficit. Furthermore, the pressure
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drop caused by the rotor can be described by applying Bernoulli’s equa-
tion separately for the upstream and downstream streamline (Letcher,
2017).

By deriving a thrust equation with the axial momentum theory and
applying the above definitions, the power coefficient CP and the thrust
coefficient CT can be derived in terms of the axial induction factor a

(Letcher, 2017).

CP = 4a(1−a)2, (2.39)
CT = 4a(1−a). (2.40)

Keep in mind that Eq. (2.40) is only valid for low values for the axial
induction factor, typically a ≥ 0.3 (Letcher, 2017).

2.5.2 Blade-Element Momentum Theory (BEMT)
A limiting factor of the 1-D momentum theory is that it doesn’t consider
the geometry of the blades. A way to overcome this issue is by combining
the 1-D momentum theory with the Blade Element Theory (BET). In
BET, the aerodynamic loads are considered at each section of the blade,
and the wind inflow is considered as the vector sum of the inflow velocity
and the angular velocity of the rotor. The combination of both theories
lead to the Blade-Element Momentum Theory (BEMT) (Letcher, 2017).
In BEMT, the rotor is again considered as a disc, however, the disc
is divided into annular rings. It is assumed that each annular ring is
independent and that there are an infinite amount of blades (Letcher,
2017). To calculate the normal force Fn (thrust) and tangential force Ft

(torque) at each blade section, three quantities are required: the angle
between the relative incoming wind and the rotor plane φ, the lift force
l and the drag force d. These are given as (Letcher, 2017):

tanφ = (1−a)V∞
(1+a′)ωrd

, (2.41)

l = 1
2ρV 2

relcCl, (2.42)

d = 1
2ρV 2

relcCd, (2.43)

where c is the chord line, Vrel is the relative velocity, rd is the distance
of the section from the axis of rotation, Cl is the lift coefficient and
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Figure 2.6: Aerodynamic forces and associated angles on an airfoil.
Copyright ® 2023 by Dr. Bruno A. Roccia, Geophysical Institute.
BOW, UiB. All rights reserved.

Cd is the drag coefficient. The coefficients are provided by a look-up
table for the airfoil and are functions of the angle of attack. Then, the
aerodynamic forces can be defined (Letcher, 2017):

Fn = l cosφ+dsinφ, (2.44)
Ft = l sinφ−dcosφ. (2.45)

The aerodynamic forces can be applied further to define the thrust
coefficient CT and the tangential induction factor a′ (Letcher, 2017).

CT = 4aFP (1−a), (2.46)

a′ = 1
4FP sinφcosφ

σCt
−1

. (2.47)

where FP is the Prandtl tip loss factor, σ = Bc
2πrd

is the solidity and
Ct = Cl sinφ − Cd cosφ is the tangential coefficient. The Prandtl tip
loss factor is a correction applied to account for the infinite blade
assumption made at the beginning. It is important to remember that
Eq. (2.46) is not valid for large values for the axial induction factor,
typically a ≥ 0.3 (Letcher, 2017).
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2.6 Structural dynamics
Structural dynamics is how a structure behaves when affected by dy-
namic loading. For a floating wind turbine, the dynamics have to be
modelled for both the turbine and the floating platform. Thus, two
equations of motions are of importance: one for the floating platform
and one for the body.

2.6.1 IEA reference wind turbine
The wind turbine model used in this thesis was the IEA 15 MW
Reference Wind Turbine (RWT) (Gaertner et al., 2020) with a semi-
submersible floating platform as the supporting structure (Allen et al.,
2020). The RWT was developed by IEA, whilst the modelling of the
floating platform was a collaborative effort between NREL and the
University of Maine (UMaine). The controller consists of a variable
speed and collective pitch system, and the drivetrain is a direct-drive
system (Gaertner et al., 2020).

2.6.2 Equation of motion for a floating platform
The motions of a floating platform is governed by the following (lin-
earized) equation of motion (Nielsen, 2021):

(M +A)η̈ +(Bv +Br)η̇ +(Cm +Ch)η = Fwa +Fwi + Fcu +Fwt,

(2.48)
where M is the dry mass matrix, A is the added mass matrix, Bv

is the damping matrix, Br is the added damping matrix, Cm is the
stiffness matrix, Ch is the added stiffness matrix, the four forces are
the excitation forces due to wave, wind, current and the wind turbine
itself, and η is the motion vector (Nielsen, 2021).

The first term of the equation consists of the dry mass matrix and
the added mass matrix. The dry mass matrix includes the mass and the
moment of inertia of the platform. The moment of inertia is a measure
of the body’s resistance to change in angular momentum. The added
mass matrix includes the moment of inertia due to the movement of
fluid surrounding the body (Nielsen, 2021).
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Rated power 15 MW
Hub height 150 m

Rotor diameter 120 m
Cut-in, rated, cut-out wind speed 3 ms−1, 10.59 ms−1, 25 ms−1

Minimum, maximum rotor speed 5 rpm, 7.56 rpm
Maximum tip speed 95 ms−1

Tip speed ratio 9

Draft 20 m
Total system mass 20093 t
Mooring system Three-line chain catenary

1st tower FA bending mode 0.493 Hz
1st tower SS bending mode 0.483 Hz

Surge ωn 0.007 Hz
Sway ωn 0.007 Hz
Heave ωn 0.049 Hz
Roll ωn 0.036 Hz
Pitch ωn 0.036 Hz
Yaw ωn 0.011 Hz

Table 2.1: Main properties of the 15 MW RWT. FA denotes fore-
aft direction, SS denotes side-to-side direction and ωn is the natural
frequency (Gaertner et al., 2020; Allen et al., 2020).

The second term consists of the damping and added damping.
Damping is connected to the pressure distribution over the body due
to flow separation. This means that the drag of the body is directly
related to the geometry of the body and the flow conditions. The added
damping is the contribution of the radiated waves from the floating body,
and it is a linear contribution to the total damping matrix. Physically,
this means that a body submerged deeper (shallower) generates less
(more) waves, which causes the radiation damping to be larger (lesser)
(Nielsen, 2021).

The third term consists of the stiffness and added stiffness. The
stiffness matrix is the contribution from the mooring lines to the restor-
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ing forces. The added stiffness accounts for the restoring forces due to
the surrounding fluid and buoyancy effects (Nielsen, 2021).

2.6.3 Kane’s equation of motion
Kane’s Equation of Motion (KEoM), which is a rewritten form of
Newton’s second law of motion, has been widely used to study multi-
body dynamics. In wind engineering, this is useful since the wind turbine
structure consists of several bodies connected at the joints. Therefore,
KEoM can be used to simulate the structural dynamics of a wind
turbine. The general formulation is given as (Roithmayr & Hodges,
2016):

Fj +F ∗
j = 0, (2.49)

where Fj are the generalized active forces, F ∗
j are the generalized inertia

forces and j are the degrees of freedom. The active forces are forces that
are directly affecting the system either by contact and/or at distance
(i.e aerodynamics, hydrodynamics, etc.). The inertia forces depend on
the mass of the system (i.e. nacelle mass, tower mass, etc.) (Roithmayr
& Hodges, 2016).

2.6.4 Damage equivalent load
Comparisons of structural loading between incident wind fields is im-
portant in the wind industry to evaluate the differences. However, if
using a standard statistical measure (e.g. mean, median), the variations
in the loading are lost. Even by using the standard deviation of the time
series, only the amplitude is considered, and the number of oscillations
is lost (Nybø et al., 2021). A way to overcome this issue is to use the
Damage Equivalent Load (DEL) (Frandsen & Christensen, 1994), which
accounts for both the amplitude of the time series and the number of
oscillations by using the Rainflow cycle-counting algorithm (Matsuishi
& Endo, 1968).

DEL =
(∑

i(Rm
i ni)

Neq

) 1
m

, (2.50)

where Ri is the load range for i-th cycle, ni is the number of cycles
for i-th cycle, m is the Wöhler exponent and Neq is a number of
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equivalent cycles (Frandsen & Christensen, 1994). The Wöhler exponent
is dependant on the material. For steel and composites, the Wöhler
exponent is 3 and 10, respectively (IEC, 2015).



Chapter 3

Methods

This chapter describes the case studies, the load responses and their
definitions, the procedure for obtaining the results, and the modelling
tools used in this thesis.

Figure 3.1: Modelling flowchart of this thesis. Black (red) arrow denotes
input (output).
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3.1 Research design

The thesis studied 15 different LLJ cases. Three different LLJ core-
speeds were chosen based on the power curve of a 15 MW wind turbine
(Gaertner et al., 2020): below rated, at rated and above rated wind
speed. This way, the thesis gathered information of how the turbine
reacted regardless of the amount of response from the control system.
At each LLJ core-speed, five LLJ heights were selected.

Three locations for the load response were chosen: tower base, tower
top and blade root. For each location, both streamwise and spanwise
loads were studied. These were selected based on parameters used
in previous studies (e.g. Gutierrez et al. (2017); Ahmed & Paskyabi
(2023)), and based on where the author expected the largest responses.
The interface between the substructure (yellow) and tower (orange) is
the tower base, the interface between the tower (orange) and nacelle
(grey) is the tower top and the interface between the hub (blue) and
blade (green) is the blade root (shown in Fig. 3.2).

Specifically, the 12 load responses were: tower base streamwise shear
force, tower base spanwise shear force, tower base spanwise moment,
tower base streamwise moment, tower top streamwise shear force, tower
top spanwise shear force, tower top spanwise moment, tower top stream-
wise moment, blade root out-of-plane shear force, blade root in-plane
shear force, blade root in-plane moment and blade root out-of-plane
moment.

The thesis also looked at the aerodynamic loads along the blades
since the aerodynamics are closely related to the structural loading.
This was mainly the thrust (normal to the rotor plane) and torque
(tangential to the rotor plane). In addition, the lift (normal to the
chord) and drag (tangential to the chord) were also briefly mentioned.
For further elaboration on the aerodynamic forces, see section 2.5.2.

To better understand the streamwise structural loads on a wind
turbine, I simplified the wind turbine (in Fig. 3.2) as a vertical cantilever
beam with a mass on top (in Fig. 3.3). When a force is applied on the
mass on top (i.e. rotor thrust), it will induce a streamwise shear force
and a bending moment at the interfaces. Since much of the energy in
a LLJ wind profile is concentrated at the LLJ core, it was somewhat
expected to find a correlation between the LLJ height, the corresponding
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Figure 3.2: Definitions of the streamwise, spanwise, out-of-plane and
in-plane directions. Dashed lines indicate the rotor plane.

summed thrust force and the pattern of how the DEL developed. In
addition, the mean hub velocity also likely plays a role in governing
the loads due to the mode shapes. As the LLJ height increases to the
hub height, the mean wind velocity at the hub increases. When the
LLJ moves upwards from the hub height, the mean wind velocity at
the hub height decreases.

3.1.1 Constructing low-level jet profiles

The LLJ wind profiles in this thesis were developed according to method-
ology described in Zhang et al. (2019). The authors established a model
for the LLJ inflow based on the theory of plane wall jet. The expression
was developed by combining the power-law equation with a free jet
term. Additionally, a shape function was multiplied with the free jet
term to satisfy the no-slip condition. The final expression is shown
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Figure 3.3: Simplified model of a wind turbine. F is an applied force and
the yellow lines show the interfaces. Upper (lower) yellow line denotes
the tower top (base).

below (Zhang et al., 2019).

vLLJ(z) =

vref +vm

[
1− tanh2

(
Cs

z − zs

zs

)]
(

z

zref

)α

, (3.1)

where z is the height, vref is a reference velocity, vm is the jet velocity,
Cs is a shape parameter, zs is the jet height, zref is the reference height
and α is the shear exponent (Zhang et al., 2019).

Based on Eq. (3.1), a function was developed to generate a group of
LLJs. By choosing a reference LLJ core-speed, the function can generate
a group of random LLJs by varying the LLJ height. In this case, the
function was run three times with three different LLJ core-speeds: below
rated (6.8 ms−1), at rated (10.59 ms−1) and above rated (17.8 ms−1).
For each case, LLJs with five different heights were picked from the
group: 70 m, 110 m, 150 m, 190 m and 230 m, corresponding to (2/3)R
below hub height, (1/3)R below hub height, at hub height, (1/3)R
above hub height and (2/3)R above hub height, where R = 120 m is
the rotor radius. The wind profiles are shown in Fig. 4.1.

3.1.2 Generating turbulence boxes
The wind profiles mentioned in section 3.1.1 were provided as inputs
to TurbSim for the generation of the turbulence boxes. For each wind
profile, 10 seeds were simulated to reduce the randomness in synthetic
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turbulence. The IEC recommends 6 seeds, however, a larger value was
picked to study uncertainties due to random errors. The simulation
time was set to 720 seconds, and the first 120 seconds were removed to
eliminate the model spin-up time. This was selected to follow the IEC
recommendation of 600 s of simulated data. The wind spectrum was
generated internally by TurbSim with the IEC Kaimal spectral model,
which is a slightly modified version of the original Kaimal spectral
model. When utilizing this model in TurbSim, the Richardson number
is automatically set to 0. The wind direction was set to 0◦, meaning that
the wind inflow was always perpendicular to the rotor plane. Turbulence
intensity was set constant as 5% across the simulations. This value was
based on a paper by Schepers et al. (2021), where the authors observed
a similar value for the TI at 150 m (i.e. hub height) during a LLJ
event. Coherence was modelled with the Davenport model, and only
the decay coefficients were provided to TurbSim. The decay coefficients
were calculated with the following model by Cheynet et al. (2018).

cu
1 = 11+1.8exp(4.5ζ), (3.2)

cv
1 = 7.1+3.4exp(6.8ζ), (3.3)

cw
1 = 3.5+0.7exp(2.5ζ), (3.4)

where cu
1 is the decay coefficient for the u-component, cv

1 is the decay
coefficient for the v-component, cw

1 is the decay coefficient for the w-
component and ζ is the stability parameter. The aforementioned model
was deemed accurate for −2 < ζ < 0.2 by the authors. Since LLJs mainly
occur in stable atmospheric conditions, when the Monin-Obukhov length
L and ζ are positive, the thesis assumes ζ = 0.2. The model for the
decay coefficients are really for vertical separations, however, there
is a lack of detailed database of the lateral coherence under stable
stratification (Putri et al., 2022).

The surface roughness length z0 is generally between 0.001 and
0.0001 above the ocean surface depending on the sea state (Panofsky
& Dutton, 1984). However, the inputs in TurbSim are rounded to three
decimals. Thus, the author decided to keep z0 constant at 0.001 across
the simulations.

The grid dimensions were 350 m by 350 m with 36 nodes in each
direction. The time step was selected as 0.05 s, which corresponds to
20 Hz.
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Input parameter Selection

Spectral model IEC Kaimal
IEC standard 61400−3
Turbulence intensity, TI 5%
Decay coeff. cu

1 15.427
Decay coeff. cv

1 20.347
Decay coeff. cw

1 4.654
Surface roughness length z0 0.001

Table 3.1: A summary of inputs used in TurbSim.

3.1.3 Calculating structural loading

The turbulence boxes were provided as inputs to OpenFAST, which
calculated the load response of the wind turbine. The Kane’s Equation
of Motion (KEoM) was solved using Adams-Bashforth-Moulton 4th
order predictor corrector method to calculate the loads. The integration
time step was 0.010 s, corresponding to 100 Hz, and this value was
chosen to keep the solution stable. From previous experience, a larger
time step sometimes caused errors in the software. The environmental
conditions used in OpenFAST are shown in Table 3.2.

The waves were generated internally with the HydroDyn module.
The wave elevation time series was based on the JONSWAP spectrum
with the significant wave height Hs and the significant wave period Tp

Environmental parameter Value

Gravity 9.81 ms−2

Air density 1.225 kgm−3

Water density 1025 kgm−3

Kinematic viscosity of air 1.464×10−5 m2s−1

Speed of sound in air 335 ms−1

Water depth 200 m
Offset between still-water and mean sea level 0 m

Table 3.2: Environmental conditions used in OpenFAST.
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as inputs. Both parameters were parameterized in terms of the mean
wind speed at 10 m (U10) and calculated individually for each wind
profile. The parametrization is shown below (Carter, 1982):

Hs = 0.0248U2
10, (3.5)

Tp = 0.729U10. (3.6)

An alternative approach would be to use a joint probability distribution
function. However, this would require access to measurement data for
both wind and wave. For the sake of simplicity, the aforementioned
approach was taken.

3.2 Modelling tools
This section describes the wind engineering tools utilized in this thesis,
i.e. TurbSim and OpenFAST.

3.2.1 TurbSim v2.00
TurbSim is a random turbulence generator based on statistical models
and it generates fluctuations for three velocity components in a two-
directional plane. The velocity time series is generated by performing
an inverse Fourier transform to the user-specified spectral model. Al-
ternately, the spectral model/time series can be generated externally
and used as inputs in the software (Jonkman, 2014).

3.2.2 OpenFAST v3.4.1
OpenFAST is a multi-fidelity engineering tool. The main driver module
combines an array of sub-modules to calculate the aero-servo-hydro-
elastic dynamics of a wind turbine. The relevant sub-modules are as
follows: AeroDyn, ElastoDyn, HydroDyn, ServoDyn and InflowWind
(NREL, 2023).

AeroDyn calculates the aerodynamic loads on both the tower and
blades for a wind turbine. It is coupled to the OpenFAST driver,
however, it can also be used as a standalone software. The modelling of
the structure is based on the actuator line model, where the tower and
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blades are modelled as lines with nodes. The local forces at each node
are calculated based the Blade-Element Momentum Theory (BEMT)
(Jonkman et al., 2017).

The ElastoDyn module is responsible for the wind turbine model and
the structural dynamics. The load and motion quantities for the wind
turbine are calculated based on KEoM. The equations are solved numer-
ically with an Ordinary Differential Equation (ODE) solver (Jonkman
& Jonkman, 2016).

The HydroDyn module is responsible for the sea state and hydro-
dynamic loads. The wave conditions can be modelled as either regular
or irregular waves, either internally or externally. The waves are gener-
ated with a combination of first (linear) and second-order wave theory
(alternatively, second order wave theory can be turned off), and the
wave spectrum is based on JONSWAP. The hydrodynamics loads are
calculated with a combination of potential flow theory and Morison’s
equation (Jonkman, 2009).

ServoDyn is responsible for the control system of the wind turbine.
This includes the blade pitch control, generator control, generator
properties (i.e. efficiency, start-up, shut-down), torque control, braking
controls and nacelle-yaw controls. Additionally, tuned mass and liquid
dampers can be defined (Jonkman & Buhl, 2005).

The InflowWind module is responsible for the wind inflow, and the
inflow can be generated either internally or externally. Internally, only
the generation of steady inflow is possible. Externally, a wide range of
file formats and inflow types are supported (e.g. binary TurbSim full-
field, bladed-style full-field, etc.). Taylor’s frozen turbulence hypothesis
is used to translate the flow to three dimensions (Platt et al., 2016).



Chapter 4

Results and Discussion

This chapter presents the results of different case studies. 15 case
studies were performed, and they consisted of five LLJ heights for three
LLJ core-speeds (shown in Fig. 4.1). As mentioned in chapter 3, the
shear forces and bending moments were analyzed for three response
locations: tower base, tower top and blade root in streamwise and
spanwise directions.
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Figure 4.1: LLJ with varying heights for three different cases: below
rated wind speed (left), at rated wind speed (middle), and above rated
wind speed (right). LLJ core-speed for each respective case is 6.8 ms−1,
10.59 ms−1 and 17.8 ms−1. The dashed horizontal lines show the rotor
swept area.



38 Results and Discussion

4.1 Aerodynamic loads
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Figure 4.2: Normalized sum of the aerodynamic loads for each LLJ
core-speed at each LLJ height.

Figure 4.2 reveals that the sum of the distributed aerodynamic
loads along the blade span are similar for all LLJ heights, except for
the lowest LLJ. This may be explained by the narrow LLJ peak when
the peak is close to the surface. Otherwise, the LLJ peaks have similar
”peakedness”.

The distributed thrust and torque forces when the LLJ core-speed
is below and at rated wind speed were roughly alike in pattern (see
Figs. 4.3a to 4.3d). However, this changed when the LLJ core-speed was
above rated wind speed (see Figs. 4.3e and 4.3f). This was likely caused
by the large amounts of blade pitching provided by the control system
(see Fig. 4.5), since the nacelle was detecting large wind velocities. I
also noticed that the slope in the mean distributed aerodynamic forces
when the LLJ was at hub height was generally the steepest regardless
of core-speed. This was possibly caused by the imbalanced loads due
to half the rotor experiencing positive wind shear and half of the rotor
experiencing negative wind shear.

From Fig. 4.2, I also observed that the pattern for the total thrust
force changed when the LLJ core-speed was above rated wind speed.
Generally, both the total thrust and total torque force are the largest
when the LLJ height was at hub height, likely explained by the mean
hub velocity. However, the largest value for the total thrust force when
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Figure 4.3: Local mean aerodynamic loads (thrust Ft and torque Fq)
along the blade span.
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the LLJ core-speed was above rated wind speed occurred when the LLJ
was closest to the surface. This was likely due to the blade pitching.

Results from Fig. 4.2 show that the mean hub velocity and the
natural blade twist likely played a larger role for the aerodynamic
thrust force when the LLJ core-speed was at or under rated wind speed.
However, the shape of the LLJ profile likely had a larger role when the
LLJ core-speed was above rated wind speed and the control system
was in play. Additionally, when the pitch control was active, the height
of the LLJ likely played a larger role.

The wind profile with a LLJ at 70 m had a narrow peak which
directly impacted the blades. This results in the sum of the time-
averaged distribution of normal forces along the blade span to have
a high value (see Fig. 4.2). As the LLJ peak travels towards the hub
height, the sum decreases. Further, when the LLJ peak moves upwards
above the hub height, the sum of the thrust forces increases again due
to the LLJ impacting the blades more directly. Although, in this case, I
did not observe a perfectly symmetrical behaviour of thrust force. This
is likely due to the LLJ peak being narrower for the LLJs closer to the
surface.

The height of the LLJ also had an effect on how much the aero-
dynamic loads varied at the blades nodes (see Fig. 4.4). Generally,
the largest standard deviation of the local aerodynamic forces at the
blade nodes were observed when the LLJ was closest to the surface.
This was likely caused by the large gradients in the vertical wind shear
present in the wind profile. Additionally, this interaction seemed to be
enhanced when the LLJ core-speed was at rated wind speed. This may
be explained due to the fact that the LLJ core-speed was at the very
peak of the thrust curve.

The lowest variations in the aerodynamic loads were observed when
the LLJ was at hub height. Since half of the rotor is experiencing
positive shear, and half the rotor is experiencing negative shear, the
LLJ is likely providing some stabilizing effects during a full rotation.
Although, a definite answer is hard to provide due to the asymmetric
nature. Generally, the further the LLJ peak was from the hub height,
the larger aerodynamic variations at the blade nodes were observed
(see Fig. 4.4).
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(c) Local Ft for rated LLJ core-speed.
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Figure 4.4: Standard deviation for the local aerodynamic loads (thrust
Ft and torque Fq) along the blade span.
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Figure 4.5: Local Angle of Attack (AoA) along the blade span.
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4.2 Tower loads
This section presents the results for the tower loads corresponding to
the different cases. It is divided into four parts. The first two parts
(i.e. sections 4.2.1 and 4.2.2) merely present the results. In the last two
parts (i.e. sections 4.2.3 and 4.2.4), the results are discussed further
and an interpretation is provided. This is done for the sake of brevity.

4.2.1 Tower base loads
This sub-section describes the results found from the case studies for
the tower base streamwise and spanwise loads. I divided the section
into three segments: below rated, at rated and above rated.
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Figure 4.6: Tower base spanwise loads. Error bars show 1 standard
deviation.
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Below rated:

The tower base streamwise shear force in Fig. 4.6a increased by approx.
4% when the LLJ height moved from 70 m to 150 m. Afterwards, it
decreased by approx. 7% when the LLJ height moved from 150 m
to 230 m. Although, the absolute value of the differences were small,
and might be considered unimportant. Figure 4.6b shows a non-linear
trend in DEL for the tower base streamwise bending moment. The
DEL decreased and then increased when the LLJ height moved from
70 m to 110 m and 110 m to 150 m, respectively. Then, I observed a
decreasing trend when the LLJ height moved upwards from the hub
height. However, the change in DEL from LLJ height 150 m to 190 m
was < 1%.

The tower base spanwise shear force in Fig. 4.6c was roughly equal
for all LLJ heights. I observed an approx. 4% decrease in DEL when
the LLJ height moved from 70 m to 110 m, but the DEL went back to
its initial value when the LLJ height moved to 150 m. Accounting for
the standard deviation across simulations and the absolute value of the
differences, I considered this parameter unaffected by LLJ height at
this core-speed. This also roughly applies for the tower base spanwise
bending moment in Fig. 4.6d, which showed approx. 2% increase when
the LLJ height moved from 70 m to 150 m, and approx. 4% decrease
when the LLJ height moved from 150 m to 230 m. A slight decrease in
DEL was observed when the LLJ height was at 110 m, resulting in a
non-linear pattern. However, accounting for the relatively large standard
deviation across simulations, I considered this parameter lightly affected
by the LLJ height at this core-speed.

At rated:

Figure 4.6a shows a decreasing pattern for the tower base streamwise
shear force. The DEL decreased by about 22% when the LLJ height
moved from the highest to the lowest position. Although, the largest
decrease of approx. 11% was observed when the LLJ height moved from
70 m to 110 m. Then, the DEL declined by approx. 12% till the end.
On the contrary, the tower base streamwise bending moment showed
a non-linear pattern in Fig. 4.6b. I observed a decrease when the LLJ
height moved to 110 m, then an increase when the LLJ height moved
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to 150 m. Thereafter, for the last two LLJs, the DEL decreased, taking
its lowest value when the LLJ height was at 230 m. The highest values
occurred when the LLJ was closest to the surface.

For the tower base spanwise shear force in Fig. 4.6c, I observed a
step-wise increase in the DEL when the LLJ height moved from 70 m
to 190 m. The total increase was by approx. 29%. Thereafter, the value
decreased by about 7% for the last step (from LLJ height 190 m to
230 m). The same pattern was also noticed in the tower base spanwise
bending moment (see Fig. 4.6d), with values of approx. 24% and 7%,
respectively.

Above rated:

I noticed a decreasing trend for the tower base streamwise shear force
in Fig. 4.6c. The same pattern was also observed for the tower base
streamwise bending moment in Fig. 4.6b. A decrease of approx. 20%
and 22% in DEL was observed when the LLJ height moved from the
lowest to the highest, respectively.

The tower base spanwise shear force shows an increasing, albeit
non-linear trend in Fig. 4.6c. The DEL increased with the LLJ height
until hub height. Then, it decreased when the LLJ height was at 190 m.
Lastly, it increased to its highest value when the LLJ moved to 230 m.
However, the standard deviation between the simulations was relatively
large, thus, it might be difficult to detect the actual trend. It may also
be necessary perform more cases to form a pattern. The tower base
spanwise bending moment showed a similar pattern in Fig. 4.6d, but the
highest DEL occurred when the LLJ was at hub height. Additionally,
the increase in DEL when the jet height moved from 190 m to 230 m
was < 1%.

4.2.2 Tower top loads

The tower top streamwise and spanwise loads are described in this
sub-section. The sub-section is divided into three segments for each
LLJ core-speed: below rated, at rated and above rated.
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Figure 4.7: Tower top spanwise loads. Error bars show 1 standard
deviation.



4.2 Tower loads 47

Below rated:

Figure 4.7a shows that the DEL for tower top streamwise shear force
is essentially unchanged when the LLJ is close to hub height, i.e. LLJ
height moves from 110 m to 190 m. At the ends (LLJ height 70 m
and 230 m), I observed that the DEL is slightly decreased compared
to when the LLJ was close to the hub. Although, the absolute value
of the difference is small. The tower top streamwise bending moment
in Fig. 4.7b shows a similar pattern as the streamwise shear force.
However, a more distinct pattern is observed. The DEL increases with
LLJ height until hub height. Thereafter, the DEL decreases as the
LLJ height increases. The total differences in DEL are 102% and 35%,
respectively.

The tower top spanwise shear force (see Fig. 4.7c) remains mainly
unchanged across LLJ heights at this core-speed. The values for DEL
varied between 65 kN and 69 kN, and I considered this parameter
unaffected by the LLJ height at this core-speed. From Fig. 4.7d I
observed the same pattern for the spanwise bending moment as the
streamwise bending moment (i.e. increasing DEL until hub height,
decreasing DEL after hub height). The changes in DEL were approx.
23% and 17%, respectively.

From the LLJ at hub height and upwards, the decrease in the DELs
as the LLJ height increases is likely partly related to the absolute values
of the positive and negative shear. Essentially, the DELs decreased
as the absolute value of both shears decreased. This coincides with
Ahmed & Paskyabi (2023), where the authors observed this and briefly
mentioned this relationship.

At rated:

Figure 4.7a shows a decreasing pattern for the tower top streamwise
shear force. The total decrease of DEL from the highest to the lowest
LLJ was approx. 21%. However, the DEL decreased by approx. 14%
when the LLJ height increased from 70 m to 110 m. For the tower
top streamwise bending moment (Fig. 4.7b), I observed an increasing
pattern in the DEL when the LLJ height moved from 70 m 150 m, and a
decreasing pattern in the DEL when the LLJ height moved from 150 m
to 230 m. The change in DEL was approx. 89% and 32%, respectively.
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The DEL for the tower top spanwise shear force (Fig. 4.7c) increased
step-wise when the LLJ height moved from 70 m to 150 m. The largest
difference occurred when the LLJ height moved from 70 m to 110
m. For the increase in LLJ height from 150 m to 190 m, the DEL
remained unchanged. Lastly, from 190 m to 230 m, the DEL decreased
slightly. Apart from the first step (i.e. 70 m to 110 m), the values for
DEL were similar, especially considering the standard deviation for
variations between simulations. For the spanwise tower top bending
moment shown in Fig. 4.7d, the DEL increased with the LLJ height
until the LLJ was at hub height. Then, the DEL decreased step-wise
for the last two LLJ heights. The increase and decrease in DEL were
approx. 43% and 20%, respectively.

As mentioned in the last section, the progression of the DELs when
the LLJ height moved from 150 m to 230 m is likely related to the
absolute values of the positive and negative shear.

Above rated:

Figure 4.7a shows a decreasing trend for the tower top streamwise shear
force. The DEL decreased by about 23% from the highest to the lowest
DEL. Similar to previous observations, I again observed the largest
change in DEL when the LLJ height moved from 70 m to 110 m. The
streamwise bending moment at the tower top showed a different trend
in Fig. 4.7b. The DEL increased with the LLJ height until hub height,
thereafter, it decreased. From the lowest LLJ to the LLJ at hub height,
the DEL increased by about 68%. From the LLJ at hub height to the
highest LLJ, the DEL decreased by about 34%.

The tower top spanwise shear force showed an increase in DEL until
hub height, thereafter it decreased (see Fig. 4.7c). From the lowest LLJ
to the LLJ at hub height, the DEL increased by 35%. From the LLJ
at hub height to the highest LLJ, the DEL decreased by about 12%.
The same pattern was observed for the tower top spanwise bending
moment (see Fig. 4.7d). The differences in DEL were approx. 51% and
35%, respectively.

Similar to the two prior cases, the pattern in the DELs caused by
the increasing LLJ height (150 m and above) is likely related to the
vertical shear. For the sake of brevity, see previous cases.
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4.2.3 Further discussion about streamwise tower
loads

For the below rated LLJ core-speed, the correlations mentioned in
section 3.1 (i.e. a relationship between LLJ height and total thrust)
were observed for all streamwise tower loads, however, the amount
of correlation varied. The tower base and tower top shear forces all
exhibited the pattern to some degree. On the contrary, the bending
moments showed a more distinct pattern. This is likely because the
bending moments are more sensitive to the wind speed compared to
the shear forces. A correlation was also observed between tower base
and tower top streamwise loads and the summed thrust force when
the LLJ core-speed was above rated wind speed, with the exception
of the tower top streamwise bending moment. Although, the pattern
of the total thrust force as the LLJ height increased was flipped for
the above rated LLJ core-speed case (see Fig. 4.2). Lastly, the tower
top streamwise bending moment was likely governed by the mean hub
velocity.

The tower base streamwise loads and the tower top streamwise
shear force at rated LLJ core-speed all show a decreasing trend with
increasing LLJ height. After comparing this trend with the aerodynamic
loads on the blades at this core-speed, very little correlation was found.
However, it was observed that variation in the aerodynamic loads was
large when the LLJ was at 70 m (see Fig. 4.4b), and this might explain
why the aforementioned loads showed the largest DEL at this LLJ
height. Furthermore, the absolute value of shear both above and below
the LLJ core was decreasing as the LLJ height was increasing. This
might lead to lower loads as mentioned in section 4.2.2 and Ahmed &
Paskyabi (2023).

This wind turbine model in Fig. 3.3 is highly simplified, and only
provides a part of the explanation for the observed streamwise tower
loads. In reality, a large number of factors are playing a role in the
structural loading. This might be the turbulence, the system damping
and the floating aspect of this system (i.e. waves and mooring lines).
The exact description of the interactions causing the particular patterns
in the loading might therefore be difficult to provide. This is also why I
did not find a perfect correlation between the aerodynamic loads and
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the structural loads. However, the coupling between the aerodynamics
and structural loading provides a good baseline, and is likely the most
important aspect.

To summarize, I generally noticed a rough correspondance between
the LLJ height, the corresponding summed thrust along the blade, and
the pattern of how the DEL develops. However, as previously mentioned,
the pattern flipped when the pitch control system was fully active at
above rated LLJ core-speed. In addition, a contribution from the mean
hub velocity was also seen. The results for the tower base loads (for
above rated wind speed) did not coincide with results by Gutierrez
et al. (2017). In this study, the standard deviation of the tower base
streamwise shear force decreased with higher LLJs. This differs from
their results. The cause for this is likely the large difference between the
research designs (wind turbine, inflow conditions, etc.), however, to the
author’s knowledge, a closer matched study is not available. Regarding
the streamwise bending moment, the results are in better agreement.
Although, they attributed their results for this response to modelling.
This is likely not the case for the results of this thesis as the pattern is
distinct and the uncertainty is small.

4.2.4 Further discussion about spanwise tower loads
Generally, the spanwise loads showed a distinct pattern. The DEL
usually increased until the LLJ was at about hub height, afterwards,
the DEL decreased as the LLJ height moved upwards. This pattern
is found in the how the mean hub velocity changes as the LLJ height
increases. Thus, this seems consistent with mode shape 1 for the tower
bending, which can govern the tower bending and loads. Further, this
pattern roughly corresponded to the sum of the distributed torque force
along the blade span. This was likely because the torque force was
carried through the blades and to the tower, where it later induced
spanwise loads on the tower top and tower base.

For the below rated LLJ core-speed, the aforementioned pattern
was observed for the tower base spanwise bending moment, tower top
spanwise shear force and tower top spanwise bending moment. Apart
from the latter, the values did not alter much as the LLJ height increases.
This is however consistent with the torque force and the mean hub
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velocity, as they also only varied slightly across the different LLJs. The
tower top spanwise bending moment showed a more distinct pattern,
and this might be caused by a higher sensitivity to the wind speed and
mode shape.

The tower base spanwise shear force for below rated LLJ core-
speed was fairly consistent across LLJ heights. However, I did observe
a relatively large standard deviation across simulations. Due to the
uncertainty of the results, other external forces (e.g. mooring lines and
waves) and variations of the mean hub velocity, it was difficult to draw
a definite conclusion on the reason behind the consistency.

When the LLJ core-speed was above rated wind speed, the pattern
(mentioned in the beginning of the section) was not fully recognized
in the tower base spanwise shear force. A plausible explanation might
be the uncertainties in the modelling, which was supported by the
relatively large standard deviation across simulations in Fig. 4.6c. A
similar argument can be made for the tower base spanwise bending
moment in Fig. 4.6d.

The spanwise loads are likely also affected by factors other than
the torque force and mean hub velocity, such as gyroscopic effects and
gravitational effects. Gyroscopic effect is the tendency of a rotating
body to turn perpendicular to the rotating axis, and this might induce
loads at the tower top. The gravitational effects might result in higher
loads due to the mass of the blades. These forces are likely to carry
through the structure and cause higher loads.

The results for the spanwise tower base loads (at above rated
LLJ core-speed) agrees to some extent with the results in Gutierrez
et al. (2017), and the lowest loading (i.e. lowest standard deviation)
is often observed when the LLJ is closest to the surface. It is however
important to remember that the results don’t correlate perfectly, and
the uncertainty across different seeds for the spanwise responses is
relatively large.

4.3 Blade root loads (for blade 1)
The results for the blade root loads for blade 1 are presented and
discussed here. This sub-section is divided into the out-of-plane and



52 Results and Discussion

in-plane loads, and the results are analyzed accordingly.
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Figure 4.8: Blade root out-of-plane loads for blade 1.
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Figure 4.9: Blade root in-plane loads for blade 1. Error bars show 1
standard deviation.

4.3.1 Blade root out-of-plane loads
The blade root out-of-plane shear force at below rated LLJ core-speed
shows a step-wise decreasing pattern in Fig. 4.8a. Although, the change
in DEL when the LLJ height moved from 70 m to 110 m was insignificant
(2 kN). The DEL for the out-of-plane bending moment in Fig. 4.8b
stayed essentially equal between 70 m and 110 m LLJ height. However,
from LLJ height 110 m to 150 m, the DEL decreased by about 22%.
Afterwards, I noticed a slight step-wise increasing pattern. When the
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LLJ height increased from 150 m to 230 m, the DEL increased by about
2%.

The blade root out-of-plane shear force at rated LLJ core-speed (in
Fig. 4.8a) decreased step-wise from LLJ height 70 m to 190 m. However,
the decrease was insignificant for the first step (LLJ height 70 m to
110 m). Additionally the DEL only changed by 1 kN when the LLJ
moved from 190 m to 230 m, which is negligible. From Fig. 4.8b, it was
observed that the blade root out-of-plane bending moment decreased
step-wise from LLJ height 70 m to 150 m. For the last two steps (i.e.
LLJ height: 150 m to 190 m and 190 m to 230 m), the DEL showed a
slightly increasing trend. The changes in DEL were approx. 36% and
16%, respectively.

The out-of-plane blade shear force at above rated LLJ core-speed
(shown in Fig. 4.8a) decreased with the LLJ height until hub height.
Thereafter, it showed a slight increase with the LLJ height. The dif-
ferences correspond to roughly 36% and 6%, respectively. I observed a
similar pattern in the evolution of DEL for the out-of-plane blade root
bending moment from Fig. 4.8b. However, in this case, the increase in
DEL when the LLJ height moved upwards above hub height was more
significant. The DEL decreased and increased by about 29% and 31%,
respectively.

To get a better understanding of the blade root out-of-plane loads,
I applied the simplification mentioned in section 3.1. A wind turbine
blade can be simplified as a slender beam with a fixed and a free end.
By conceptualizing a distributed force across the slender beam, the
structural loads at the fixed end will largely depend on the variation
of the distributed force in time. Generally, a larger variation in the
distributed force in time results in higher loads at the fixed end. This
was precisely displayed by the results of my case study. Figures 4.4a
to 4.4c show the standard deviation of the time-dependent thrust force
at each blade node. By approximating the area under each graph, which
will provide a measure of the total force, and comparing it with the
pattern in DEL shown in Figs. 4.8a and 4.8b, a significant correlation
was found.

As mentioned in section 4.1, the large variation at the nodes were
caused by the LLJ profiles, which contained large gradients in the
vertical wind shear. As a blade rotated, the nodes experienced widely
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different wind velocities depending on the azimuth (and the associated
wind profile). This resulted in large variations in the aerodynamic loads,
which was visible in the blade root loading. In addition, as the blade
rotates, the centrifugal and rotational forces may push the blades away
from the rotational plane, affecting the out-of-plane loads.

Gutierrez et al. (2017) obtained similar results for the in-plane
blade root loads as the out-of-plane blade root loads, i.e. no significant
changes. However, the results for the out-of-plane loads in this thesis
are not consistent with theirs. This is likely due to a combination of
several factors. First, the wind turbine model is significantly different:
onshore vs offshore (floating) and 1.5 MW vs 15 MW. Second, the LLJ
profiles are also significantly different. These factors, along with the
differences in turbine specifications and the wind inflow, likely caused
the results to be dissimilar.

4.3.2 Blade root in-plane loads
The blade root in-plane loads stayed fairly consistent regardless of
LLJ height, and this was true for every LLJ core-speed studied in this
thesis. Depending on the LLJ core-speed, it might be argued that the
in-plane loads in Fig. 4.9 show a slight increasing trend, however, this
was minimal.

This was similar to results obtained by Gutierrez et al. (2017). This
likely occurred since the regime of the power curve where the structure
resides in for each case was mainly responsible for this consistency. The
results revealed a very slight decrease in the loads the closer the LLJ
was to the surface, and this might be the main take-away.

At below rated LLJ core-speed, this was likely due to the fact that
the rotor was rotating with a similar angular velocity across the LLJ
heights, resulting in a similar amount of loading at the blade root.
Since the blades are not pitched a significant amount in this regime
of the power curve, only the natural blade twist was capturing the
wind energy. Additionally, the mean hub velocity was not changing
significantly, causing the blades to rotate with a similar angular velocity
regardless of LLJ height. The lift and drag are also likely contributing
factors, and this might explain any discrepancies.

The explanation for why the blade root in-plane loads stayed similar
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when the LLJ core-speed was at rated wind speed was likely controlled
by the lift/drag, pitch control and the mean hub velocity. As the mean
hub velocity increases, the angular velocity and the lift increases, thus,
the loads will increase. However, in this case, the loads stayed similar. A
likely explanation might be that the drag and pitch control system was
regulating the damage on the blade roots. Although, it might be difficult
to perfectly explain the interactions that are causing this, especially
since there are other factors contributing such as the waves, mooring
lines and damping.

Lastly, when the LLJ core-speed was at above rated wind speed, this
was likely caused by the interactions between the torque force and the
blade pitch. As the torque increases, the control system had to increase
the blade pitch to control the rotational velocity of the blades. This
resulted in the rotational velocity of the blades being similar across
LLJ heights along with the in-plane loads. Additionally, the lift and
drag force plays a role in the in-plane blade root loads, which might
explain any discrepancies.

4.4 Limitations
The limitations of this thesis are described here. The section mentions
limitations of the modelling software, limitations of the choices of the
author and limitations of the current framework of turbulence.

The standard deviation of turbulent fluctuations in TurbSim is
considered to be similar across the grid. Hence, the TI is only dependent
on the local wind velocity. Thus, the shape of the LLJ profile results in
the TI increasing after the LLJ peak when the mean wind velocity is
decreasing. This is atypical since the TI above the peak is expected to
decrease due to the stable conditions. Still, this result is not unphysical,
as it has been observed before by Schepers et al. (2021).

In OpenFAST, the user has the choice to use either stable or unstable
aerodynamics. Due to unstable aerodynamics turning off for specific
nodes along the blade, it was decided to turn off unstable aerodynamics
all together. This likely causes the wind turbine loads to be under-
predicted, since the effects of the turbulent wake region behind the
blade is not considered. However, since the thesis was interested in the
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differences rather than the absolute values, the results would likely not
change even if the unsteady aerodynamics were turned on.

The turbulence boxes in this thesis were generated using mathe-
matical models and parameterized variables rather than observational
data. Since the wind conditions and wave conditions are often site
specific (Ma et al., 2019), the absolute values for the DEL might not
be representative for an actual wind farm site.

The current theoretical framework of turbulence modelling is based
on micro-scale turbulence and surface layer scaling. However, due to
the large scale of current wind turbines, this might not be sufficient
to estimate structural loading, particularly for atypical atmospheric
conditions such as a LLJ event. This is an inherent problem of current
turbulence modelling, and not necessarily particular for this thesis. In
addition, the turbulence is assumed as Gaussian. A study by Berg
et al. (2016) found that the loads (both extreme and fatigue) caused
non-Gaussian turbulence is not significantly different from Gaussian
turbulence. Although, the authors utilized a 5 MW land-based wind
turbine, and the effects on a 15 MW floating wind turbine might or
might not be different.

The thesis only considered a single floating wind turbine. In reality,
the wind turbine is likely placed inside a wind farm, and the inflow
wind is much more turbulent.



Chapter 5

Conclusions and Future Work

The thesis studied the effects of the Low-Level Jet (LLJ) height and
the accompanying shape on the structural loading of a 15 MW floating
wind turbine. It also briefly discussed how the aerodynamic loads were
affected to get a better understanding of the structural loads. 15 case
studies were performed with five LLJs at three different core-speeds
using TurbSim and OpenFAST.

The results revealed that the interactions between structure and
wind profile were not trivial, and there is no singular pattern on how
the loads develop as the LLJ height increases. However, it was observed
that the structural loads are related to the aerodynamic loads, the
mean hub velocity and the shear of the profile.

The wind speed at hub height was highest when the LLJ was at
hub height, and decreased when the LLJ moved upwards or downwards.
However, the decrease was not symmetrical due to the shape of the
profiles. This effect (i.e. change in mean hub velocity) seemed to have
an affect on most of the load responses.

The mean distributed aerodynamic loads were affected by the shear
of the wind profile, the wind speed at hub height and the extent of
response from the control system. It was noticed that the slope of the
mean distribution was largest when the LLJ was at hub height and
the aerodynamic load variations at the nodes along the blade were
particularly affected by the profile. In addition, the total thrust and
torque was largest when the LLJ was at hub height. The variations
were the largest when the LLJ was closest to the surface due to the



58 Conclusions and Future Work

vertical wind shear.
The least affected load parameter was the blade root in-plane loads,

and they stayed fairly consistent. This was due to a combination of
blade design, wind speed and the control system (depending on the
LLJ core-speed). On the contrary, the out-of-plane blade root loads
were significantly affected. This was mainly due to the large amount of
variation in the aerodynamic loads caused by the different LLJ shapes
at different heights, which was present regardless of LLJ core-speed.
Generally, the lowest out-of-plane loads were observed when the LLJ
was at hub height.

The streamwise loads were often related to the total thrust and
the mean hub velocity (which governs the tower bending). The total
thrust was related to the LLJ height and the accompanying shape. This
is because the thrust and the wind at hub height acts as a pushing
force on the tower, causing the loads at the tower top and tower base.
Additionally, the shear in the wind profile also seem to have an affect.
The spanwise loads seem to be related to the mean hub velocity, which
governs the bending of the tower, and the summed torque force, which
is passed to the tower through the shaft. The error between simulations
was also usually larger for the spanwise loads compared to streamwise
loads. Lastly, the results also showed that the loads were affected by
the absolute value of shear in the wind profile.

To the author’s knowledge, the field of LLJs and their effects on a
wind turbine has not been widely studied, and this thesis serves as a
starting point for future work. In future studies, I recommend: more
case studies with larger number of LLJ core-speeds and heights, the
use of observational data for generating wind fields, the use of higher
fidelity models and the inclusion of wind farm effects. Furthermore, the
theoretical framework of turbulence modelling is outdated with regards
to the large scale of newer wind turbines, particularly for atypical
processes such as LLJ events. Therefore, work on turbulence modelling
is recommended.
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