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Abstract

Purpose: Ultrasound is an imaging modality that is commonly used during cardiovas-
cular surgeries globally. The purpose of this thesis is to investigate how machine learning
techniques can be used to identify vessel properties and probe orientation in cardiac ul-
trasound images. The ultimate goal is developing a machine learning algorithm that can
automatically recognize vessels in the region of interest with high mean average precision,

identify vessel orientation, and run in near real-time.

Method: This thesis present a thoroughly data exploration of ultrasound images ac-
quired from a multicenter study. A pilot study of three different object detection models;
Yolo, RetinaNet and EfficientDet, was done to find the best model fit for the dataset
in the thesis. The three object detection models were trained, tuned and evaluated on
the ultrasound data. The object detection model that performed the best after the pi-
lot study was explored further. Yolo outperformed the other models and was therefore
chosen as the object detection model for the final study. To overcome the dataset’s class
imbalance and size problem, data augmentation, resizing and upscaling of the ultrasound
images were employed. The resulting data was used to train multiple yolo models with
varying hyperparameter tunings. Model selection was then performed on these trained

models, and the final model was evaluated on test data.

Results: The final model achieved an overall mean average precision at 50% at 71.77%.
The vessel orientation achieved a mean average precision at 64.6% for the longitudinal
orientation and 75.8% for the transversal orientation. The model found it easier to locate
the aorta compared to the anastomosis, which proved to be more challenging. The speed
of the inference of all of these task was 5.6 milliseconds. Although the overall mean
average precision was lower than the objective in this thesis, the model excelled in terms

of speed.

Conclusion: In conclusion, this thesis explored the application of machine learning
techniques on ultrasound data for vessel recognition and orientation. Although the final
model did not improve the state of the art, the research from this master thesis can serve as
a starting point for future reasearch in the field. It represents pioneering work in utilizing
a multicenter dataset for machine learning on ultrasound images, providing valuable
groundwork and shedding light on the feasibility and potential of machine learning in

intraoperative ultrasound.
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Chapter 1

Introduction

Cardiovascular diseases are a leading cause of death globally [52]. It is estimated that
around 17.9 million people die each year with a cause of death attributed to a cardio-

vascular disease, accounting for 31% of all deaths worldwide [52]. One treatment option

for advanced cardiovascular disease is (Coronary Artery Bypass (CABG)) surgery, which

can be life-saving. According to a study by Roth et al., over five million [CABG] surgeries
(see section were performed worldwide in 2017 [59]

During a surgery, ultrasound is commonly used to monitor the procedure in real-
time. Ultrasound has become one of the core diagnostic imaging modalities because of
its several advantages over other medical imaging methods [5]. Ultrasound is a low-cost,
non-ionizing, real-time imaging modality and more cost-effective than popular modalities
like computed tomography (CT) and magnetic resonance imaging (MRI). The advantages
make ultrasound a popular choice for particular purposes like intra-operative surgeries.
Even though this is the case, ultrasound also presents unique challenges. These include
operator skill dependence, noise, and artifacts. [5]. Automated ultrasound imaging could

play a crucial role in addressing some of these challenges.

Medistim ASA is a company working with intra-operative open surgery ultrasound imag-
ing. Medical professionals use the ultrasound systems that Medistim provides to reduce
risk and enhance the quality of cardiac, vascular, and transplant surgery. Today, most
systems are operated by nurses or other medical professionals in the operation room (OR),
helping the surgeon. A long-term goal of Medistim is to make the ultrasound systems
more surgeon-directed and not dependent on other medical professionals to control the
system. This is to increase the effectiveness of their ultrasound systems and minimize

communication errors between the surgeon and the operator of the system.



In recent years, there has been a growing interest in the use of machine learning in ultra-

sound systems for various applications. [Artificial Intelligence (Al)l and more specifically,

supervised machine learning algorithms, enable systems to learn and improve from ex-
perience without being explicitly programmed. Combining machine learning techniques
with Medistim’s existing products could increase the effectiveness of their ultrasound sys-
tems. This will also be an important step towards a surgeon-directed system. The main

purpose is to assist users in using the ultrasound modality by automatically identifying

properties of the vessels in the [Region of Interest (Rol)| being scanned, thereby adjusting

application settings accordingly to best match the specific usage of the system. This
study will therefore primarily focus on the identifying vessel properties in ultrasound
images in a cardiac setting using machine learning techniques based on existing clinical

ultrasound data acquired using the existing system.

1.1 Objective

Broadly speaking, the aim of this thesis is to investigate how machine learning could be
used on existing intra-operative ultrasound data, contribute to vessel recognition on the
ultrasound images, and identify vessel properties and vessel orientation indicating the
[Roll Exploration of classification and object detection techniques is essential to complete

this goal.

An article published in December 2022 using ultrasound video frames with object detec-
tion techniques achieved a mean average precision of 82.10% [18] for vessel recognition

in ultrasound (see section [1.3). To improve the current state of the art, the machine

learning model in this thesis has to have a [Mean average precision (mAP)| over 82.10%.

In addition to this objective, a successful machine learning model that is used for clinical
practice should have a mean average precision of more than 95%, according to domain
experts. The model has to be general enough to be used in different medical scenarios but
still be precise. Another important requirement for the machine learning model is speed.

The model has to be able to run in near real-time to be useful as operator assistance.

The overall goal of the thesis is thereby finding an algorithm that can automatically
identify the properties of the vessels on the ultrasound images. More specifically, the
objective of this thesis is to develop a machine learning algorithm with the following

properties:



e Improve the current state of the art mean average precision for object detection of
vessel recognition in ultrasound with 82.10%

e Recognize vessels in with 95% mean average precision to make it feasible to
implement in clinical practice.

e Identify vessel orientation with 80% mean average precision in both transversal and

longitudinal directions.

e Solve these tasks in less than 10 milliseconds.

1.2 Structure of the thesis

The thesis starts reviewing some of the field’s past work. Chapter [2| continues by going
through the central heart structure in the data used, as well as explaining the physics
behind medical ultrasound. This is key to understanding how the images are created
and which artifacts and elements are important to remember while working with medical
ultrasound data. Because this thesis uses machine learning to increase the effectiveness of
ultrasound systems, the principles of supervised machine learning and deep learning are
described in section [2.3] This summarizes the important background information that

the methods used in this thesis require.

Chapter [3| consists of pipelines, including data acquisition and different network-based so-
lutions. The object detection algorithms described in this thesis are Yolo, RetinaNet and
EfficientDet. Chapter [4] will present the results, while chapter |5 discusses and concludes

the thesis as well as proposing some further work.

1.3 Related work

In medical imaging, machine learning for CT and MRI images have been in primary
focus for the past few years, leaving ultrasound slightly behind. Nevertheless, machine
learning in ultrasound is at an early stage but is rapidly progressing. A review article
written by Brattain et al. [5] is focused on research in ultrasound where machine learning,
particularly deep learning, has been in center. Table 1 in [5] shows that until 2018, 1 paper
about segmentation and 8 papers about classification around the heart with machine
learning were published. The paper about segmentation [6] presented a new supervised

learning model designed for automatic segmentation of the left ventricle of the heart in



ultrasound images. The issues with needing a large annotated training set and a complex
search process were also addressed. According to the results in the article [0], the model

was robust to the training set and showed a reduction in the search complexity.

Six of the eight articles about classification around the heart with machine learning
mentioned in [5] were centered around the fetal heart. Four of the articles, [3], [34], [7],
and [65], were about localization of the fetal heart and detecting a standard scan plane,

which is the cross-sectional view of the body that is being imaged. Two articles [3], [34],

used deep |[Convolutional Neural Network (CNN)|to create automated systems to find the

scan planes. In one article [7], transfer learning with recurrent neural network was used,
while another article [65] used fully convolutional networks. One of the articles [76] used
guided random forest to identify critical fetal anatomy on the ultrasound images. The
last article about the fetal heart was about transfer learning on object detection with
videos from childbirth [29]. Natural images were used on a to initialize the network
to see if this would enhance the model used on ultrasound data afterward and reduce

overfitting.

The two other classification articles were about classification of echocardiography videos.
One article [33] used a discriminative learning dictionary to automatically classify stan-
dard echocardiogram views. The other article [28] used to classify viewpoint classes
in echocardiography automatically. All of these studies have promising results, when us-
ing machine learning on ultrasound data. This indicates that machine learning techniques
can be implemented on ultrasound images and have potential in automating different pro-

cesses.

In 2016 Erik Smistad published an article about vessel detection in Ultrasound images
using deep convolutional neural networks [62]. Ultrasound images from the femoral region
were used, and the method was also validated on a dataset of carotid arteries. The method
from the article, performed an ellipse fitting at each pixel of the image, to create a real-
time vessel detection. A simplified AlexNet network was used as the deep convolutional
neural network classifier, and the vessel candidate search was performed on every fourth
pixel. The average accuracy of this method was achieved at 94.5% [62]. In the article
written by Smistad, an alternative to the proposed ellipse fitting method was proposed
for further work. General object detection, such as the method used in this master thesis,

was mentioned as part of this.

A problem with machine learning in ultrasound is the number of patients and images

available for training and testing. Another common problem in the articles described in
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[5] is how the ultrasound images are often collected at a single location by a single type

of ultrasound device.

In a recent work by Iriani et al [I§], object detection of nine different fetal heart sub-
structures in ultrasound videos were tested. The machine learning framework You Only
Look Once (Yolo), with version Yolov7, was used on 60 fetal echocardiography videos.
The results achieved the mean average precision at 82.10%, with 17 frames per second for
the nine substructures in 0.3 ms. The main finding from this study was that the machine
learning model Yolov7 could detect fetal substructures even with a small dataset. In this
thesis, the data used to train and test the machine learning model is from

[of Quality Assessment with Ultrasound Imaging and Transit-time Flow Measurement in|

|Cardiac Bypass Surgery (REQUEST)|study. This study is a multicenter study was done

a few years back, with over 13 000 images from 12 000 videos.

Table contains information about the task, method, number of images, and perfor-

mance of the articles mentioned in this section.

Table 1.1: The different tasks, methods, number of ultrasound images used and the
reference to the articles mentioned in Related Work. Abbreviations for the methods
translates to: Convolutional Neural Network (CNN), Transferred Recurrent Neural Net-
work (T-RNN) and Fully Convolutional Neural Network (FCN)

Task Method # Images | Performance Cite
Segmentation Deep Belief Networks | 400 35.2% error rate | [0]
Classification CNN 1003 71% accuracy [3]
Classification CNN 7568 38.7% accuracy | [34]
Classification T-RNN 12343 90.8 % accuracy | [7]
Classification FCN 12343 23.48% error rate | [65]
Classification Guided Random Forest | 29858 91% accuracy [76]
Classification CNN 10820 91.5% accuracy | [29)]
Classification Cuboid Detector 309 95% accuracy [33]
Classification CNN 432 89.4% accuracy | [28]
Classification AlexNet 12 804 94.5% accuracy | [62]
Object Detection | Yolov7 60 videos | 82.10% lm [18]







Chapter 2

Background

2.1 The human heart and CABG procedure

The human heart is the organ that pumps blood throughout the human body through
the vessels in the circulatory system, also called the cardiovascular system [51]. The car-
diovascular system consists of the heart, which is a muscular organ, vessels, which consist
of arteries, veins and capillaries, and the blood [1]. Cardio stands for the heart, while
vascular refers to blood vessels. The blood flow from the cardiovascular system supplies
the tissues with oxygen and nutrients. Another important task of the cardiovascular sys-
tem is to remove carbon dioxide and other waste from the cells and organs and carrying
de-oxygenated blood back to the lungs. This is important to keep the cells in the human
body healthy, and keep us alive [1].

The heart is a four-chambered double pump situated between the two lungs in the center
of the chest in the human body, slightly to the left [51]. The heart is divided down the
middle into a right and left heart, which in turn are divided into two chambers, as shown
in fig. 2.1} The upper chambers is called an atrium, while the lower chambers is called a
ventricle [51]. Low-oxygen blood from the right ventricle is sent to the lungs. The blood
cells pick up oxygen in the lungs, and the blood is then carried to the heart’s left atrium.
The left atrium sends the oxygenated blood to the left ventricle, which is the muscular

part of the heart. The blood is pumped out of the heart through arteries [63].
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Figure 2.1: This is a diagram of the anatomy of the human heart. The image shows the
four different chambers in the heart, as well as the main arteries and veins [I1].

Credit: Image from [11], reproduced from public domain.

The heart muscle is supplied blood through the left and right coronary arteries. These
are the first branches of the aorta, the body’s main artery. The coronary arteries are
both wrapped around the outside of the heart and inside the heart muscle. The left
and right coronary arteries contain smaller branches, which dive into the heart muscle to
bring blood to the heart [63]. Any form of coronary artery disease can reduce the supply
of nutrients and the oxygen flow to the heart muscle [63]. An example of a coronary
artery disease is plaque buildup inside the arteries. This can lead to clogged arteries and

prevent blood from getting to the heart, leading to a heart attack.

CABG] grafting has been a central procedure established at the end of the 1960s [72].
This surgical procedure is used to treat coronary heart diseases by diverting blood around
narrowed or clogged parts of the major arteries. The surgery aims to improve the blood
flow and oxygen supply to the heart [72]. If the heart has a deficiency of oxygen-rich
blood, the deficiency can cause a coronary heart disease and chest pain can appear. This
is often a warning sign that the patient could be at risk of a heart attack. [CABG is

one of the procedures recommended for selected patient groups, especially patients with



multi-vessel diseases, to reduce the chance of having a heart attack from coronary heart

disease.

The [CAB(] surgery involves taking a blood vessel from another part of the body and
attaching it to the coronary artery above and below the narrowed area or blockage [49).
The blood vessels can either be taken from inside of the chest from the vessels called
internal mammary arteries, from the leg from the vessels called saphenous veins, or from
the arm from the radial arteries [49], as fig. These areas are chosen because the other

blood vessels in these areas are able to compensate for the loss of the blood vessels.

internal
mammary
arteries

radial
arteries

greater
saphenous
veins

Figure 2.2: The blood vessels used in the [CABG| procedure are taken either from the
internal mammary arteries, radial arteries or the greater saphenous veins [49].

Credit: Image from [49], reproduced from public domain.

The new blood vessel is called a graft, and the procedure can include several grafts. The

surgical connection between the blood vessels is called an anastomosis. The procedure

9



includes different techniques along with the different configurations of where the blood

vessels are taken from [49]. The four main techniques are (Off-pump coronary artery by-|

[pass surgery (OPCAB)| [On-pump coronary artery bypass surgery (ONCAB)| [Endoscopic]

isaphenous vein harvesting (ESVH)| and [Totally endoscopic robotically assisted coronary|
lartery bypass grafting (TECAB)| During [OPCAB] a heart-lung bypass machine is not
used, and the heart still beats during the surgery [49]. is when a heart-lung ma-
chine is used during the surgery. The [ESVH] procedure is a less invasive method of using

the veins from the legs. Keyhole surgery is done to access the saphenous vein instead
of making a large cut in the leg [49]. The last procedure, , is a keyhole method
of heart bypass [49]. The surgeon deflates the lungs and makes small cuts between the
ribs. Using robotic arms controlled by the surgeon, the [TECAB]| procedure can be more
effective and lower the wound infection rate. This is however, a newer technique, only

carried out on a small number of people [49].

The [CABG] procedure creates new paths for the blood to flow from the aorta through the

coronary arteries around the blockage. Ultrasound is used on the graft to measure the

blood flow with [Iransit Time Flow Measurement (T'TFM)| and the imaging module is

used to look at the graft. The medical images used in this thesis are from a study done by
Medistim on [CABG] procedures, and they are therefore images of the aorta, anastomosis,

coronary arteries and conduit vessels.

2.2 Ultrasound

Ultrasound is one of the core diagnostic imaging modalities in medicine. It is a non-
invasive way of visualizing different structures of tissues in the body with high frequency
sound waves. Ultrasound images are real-time images that can capture the movement
of the body’s internal organs, and the blood flow through the vessels. The probes used
in ultrasound are called transducers, which create the high frequency sound waves [31].
Ultrasound can be used by placing the probes on the skin or inside the body. However,
the images used in this thesis are taken by ultrasound during surgery. This is done by
placing a sterile probe into the area that is being operated. The Region of Interest

on the images are often vessels, anastomosis, or other anatomic structures.

The main advantages of ultrasound are that it is very accessible and relatively cheap in
comparison to other imaging modalities. Diagnostic ultrasound images are very good

on soft tissue, and there are no side effects with the use of ultrasound. There are,

10



however, some disadvantages with ultrasound as well. Ultrasound is very dependent on
the operator, and the images can be hard to interpret. A high level of understanding is
required to perform and interpret ultrasound images. Even though ultrasound is good
on soft tissue, it is not very good on bone or when gas appears. There are also several

artifacts that can influence the ultrasound images.

2.2.1 Sound waves and acoustics in ultrasound

Sound waves are longitudinal waves, where the particles in the medium move back and
forth parallel to the direction the wave travels [43]. Ultrasound waves are waves with a
frequency of over 20 000 Hz. These are sound waves outside of humans’ audible range
of sound and will spread out in liquid and soft tissue in the body. The transducer
converts electrical impulses to mechanical vibrations that propagate through the tissue
with microscopic movements. Medical ultrasound uses waves with frequencies around
2-20 MHz [71]. The velocity of the sound is dependent on the material the wave is
propagating through. The density p and rigidity x determine the sound velocity in the

material through the relationship

c= /- (2.1)

where ¢ is the sound velocity. The sound velocity in tissue is given as 1540 m/s relative
to the velocity of sound in bones, which is 4080 m/s [43]. The velocity of sound can
also be defined with the wavelength A and frequency f of the wave. The wavelength is

proportional to the velocity of sound with the relationship

c=f-\ (2.2)

and inversely proportional to the frequency [43]. In ultrasound, the frequency is often
set by the transducer used in imaging, the wavelength is therefore mostly affected by the

velocity of sound.
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The intensity I of an ultrasound wave is defined by power P per unit area A. The

equation

P
I=, (2.3)

describes this relationship. Power is the rate at which energy is transferred by the sound
wave [3§]. As the distance increases from the source of the sound wave, the energy from
the wave will spread out over a larger area. This causes the intensity to decrease as the
distance increase. The unit for intensity is % The sound intensity level 8 of a sound

measured in decibels dB,

i

ﬁ(dB) =10- lOglo
I

(2.4)

is the ratio between two intensities [38]. The amplitude and intensity of an ultrasound
wave decrease as the wave travels through different materials. This is known as at-
tenuation [43]. Attenuation is the result of several mechanisms, known as absorption,
reflection, refraction, and scatter when a sound wave propagates through two materials

with different physical properties.

Absorption is the main cause of attenuation [43]. The intensity decrease is caused by
energy transmission to the material as heat. The higher frequencies are absorbed more

rapidly and the attenuation will therefore be quicker for waves with higher frequencies.

The difference in acoustic impedance between two materials can also cause attenuation.
Acoustic impedance is a physical property of tissue and describes how much resistance
an ultrasound beam encounters as it passes through a tissue [48]. Acoustic impedance Z

is dependent on the density p and the velocity of sound ¢ with the equation

Z =p-c=/pk. (2.5)

Two materials with different densities or velocities of sound will cause a reflection because
of the difference in acoustic impedance. This is the reason why ultrasound is not good
at imaging bones. Bones have a high density, which makes most of the sound wave
reflected. This can cause artifacts in the ultrasound image (see section [2.2.4). The
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reflection coefficient R is described with the acoustic impedance to two different materials
[43], Z1 and Z,, with the equation

2y — 2

R:(ZZJFZ1

)2 (2.6)

The amount of energy reflected depends on the difference in the acoustic impedance
of the tissues. This is called acoustic impedance mismatch. The difference in acoustic
impedance is also why a gel is often used in ultrasound. The velocity of sound in air is
340 m/s which is different from the speed of sound in the tissue. The gel minimizes the
acoustic impedance difference and excludes the air between the ultrasound transducer
and the skin.

The remaining ultrasound wave that is not reflected will transmit further into the tissue.
When the wave passes through the following material, the velocity of the wave changes.
This causes a refraction, also known as a bending of the ultrasound wave [43], as shown

in fig. 2.3] The refraction angle depends on the wave’s velocity change.

Incident beam
91 = Incident angle

9,_ = Refracted angle

Figure 2.3: The angle of refraction depends on the velocity change of the wave.

Credit: The image was drawn by the author.

Scattering of an ultrasound wave occurs when the sound wave interacts with objects
smaller than a wavelength. These objects are called ”diffuse reflectors” [43], an example
being red blood cells. Since the objects are smaller than a wavelength, most of the waves
will not interact with the object, and the ultrasound wave will be scattered. This can
cause artifacts in the ultrasound image, called speckles (see section .
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2.2.2 Imaging formation in ultrasound

The probes used in ultrasound are called transducers. These produce the high frequency
ultrasound waves and register the reflected waves used to form the ultrasound image. The
transducer is made up of piezoelectric material. The material can be natural crystals,

like quartz, or artificial crystals, like lead zirconate titanate (PZT) [4].

The piezoelectric material has two essential properties that are very useful in ultrasound;
The first property called the piezoelectric effect, is when mechanical stress is applied
to the material. The mechanical stress is the return of the ultrasound waves that hit
the piezoelectric material. When this happens, the material starts to vibrate, causing

generation of electrical current, which is possible to measure [71]. This is shown in the
first box in fig. 2.4]

The second property called the inverse piezoelectric effect, is when an electrical field
is present near the piezoelectric material. The electrical field causes the material to
vibrate and thus generate an ultrasound wave. The electrical energy from the electrical
field is converted to mechanical energy, which causes a sound wave to propagate into
the tissue. This is shown in the second box in fig. 2.4, where the vibration makes the
displacement of the piezoelectric material. The piezoelectric material can therefore be

both the transmitter and the receiver of the ultrasound signals [71].

v NN
/@1/ Electric field

Piezo material Piezo material

T T T TMechanicaI stress Displacement

Figure 2.4: The piezoelectric material have two important properties that are very useful
in ultrasound: the piezoelectric effect and the inverse piezoelectric effect.

Credit: The image was drawn by the author.

The thickness of the piezoelectric element determines the resonance frequency of the

crystal. The thickness will be equal to half the wavelength of the desired frequency.

14



A thicker element will produce a lower frequency, while a thinner element will produce
a higher frequency [4]. The piezoelectric material comprises polarized crystals, with a
positive electrode in the back of the element and a negative electrode in the front of the
element. This allows for an electrical connection when mechanical stress is applied to the
element [4]. The transducer may consist of a single piezoelectric element or a band of

multiple elements.
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Figure 2.5: This image shows an example of an ultrasonic transducer from [4].

Case courtesy of Dr Rachael Nightingale, Radiopaedia.org, rID: 54040 from [4]

The image in fig. shows an example of an ultrasonic transducer. The blue lines around
the piezoelectric element are the positive and negative electrodes that allow the electrical
signals to form. At the bottom of the transducer, a matching layer is shown. This is the
part of the transducer touching the tissue and is therefore a layer to increase the acoustic
coupling between the tissue and the element. The matching layer is made of materials

with acoustic impedance between the soft tissue and the transducer. This can be one or
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multiple layers, and each layer is one-quarter wavelength thick at a chosen frequency [4].
As the image in fig. [2.5] shows, a damping block is used in the transducer as backing.
This is to dampen the wave released from the element’s backside. If the damping block
had not been there, this wave would have been reflected back and forth [4]. The image

also shows an acoustic insulator, which stops the transducer from vibrating in the hand.

The ultrasound waves are produced when an electric current is applied to the piezoelectric
crystals. This causes mechanical stress on the crystals, producing the sound wave. The
ultrasound waves are produced in pulses, where the pulse length is the distance each
pulse travels. The pulse repetition frequency is how often the transducers send out the
pulses. The transducer emits around 1000 pulses each second, but each pulse is only
around one microsecond. The rest of the time between each pulse, the transducer acts as
a receiver [71]. At the top of the transducer, a cable that leads the electrical signal to the
transmitter is shown in fig. 2.5l When a returning echo sound wave reaches the crystals,
the piezoelectric crystals start to vibrate, causing the production of the electric signal
that can be measured. The intensity of the sound wave is proportional to the amount of

voltage produced. This can therefore be used to produce different ultrasound images.

It is possible to form images from different angles with the ultrasound transducer. The
ultrasound waves created from one point will spread out as circles in the water [71]. This
is called spherical waves. When placing multiple sources beside each other, a wavefront is
created. This principle is called the Huygens principle. If multiple piezoelectric elements
are used, and the elements are activated one by one with a time interval in between, the

wavefront will be angled when propagated through the tissue. This is shown in the image
in fig. 2.6] below.
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Figure 2.6: By activating multiple wave sources with a time interval in between, an angled
wave front is created.

Credit: The image was drawn by the author, with inspiration from [71]

Imaging resolution determines the clarity of the ultrasound image. Resolution in ultra-
sound is dependent on the frequency and the pulse length. A higher frequency with
a shorter pulse length will give better resolution than a lower frequency. When the
frequency is high, the attenuation will be high, and the resolution will be high. Low
frequencies will however, penetrate further into the tissue. One must therefore find a
compromise between the desired resolution and the ability to penetrate deeper into the

tissue.

Using different imaging probes in ultrasound creates a varying scattering of the ultrasound
beam, which leads to different properties for each probe. The images in this master thesis
are taken with a linear probe. A linear probe produces ultrasound waves in straight
parallel lines [42]. The probe has high frequencies, which provides better resolution
and less penetration. The probe is often ideal for imaging superficial structures and in
ultrasound guided procedures [42]. In this thesis, the linear probe L.15 - High-frequency
Ultrasound Imaging Probe from Medistim was used for all the images. The probe operates
at frequencies from 8 - 18 MHz, which allows for extreme near-field resolution and is

approved for direct contact with the cardiac tissue [2].
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2.2.3 Different ultrasound modalities

Ultrasound imaging is often divided into different modalities; A-mode, B-mode, and M-
mode [44]. Fig. shows examples of the three different modalities. A-mode is called
the amplitude modality and is the simplest form of displaying the received echo. This is
imaging in one dimension, and the echoes are represented with the amplitude of peaks
indicating the signal strength. The height of the peaks depends on the strength of the

signal.

B-mode is the brightness modality, where the echoes are displayed as pixels, with the
brightness of each pixel corresponding to the strength of the reflected signal [44]. Each
of the lines in the B-mode image is an A-mode line. The ultrasound images with B-mode
show a slice of the tissue and is the most used modality in medical ultrasound to visualize
anatomical features. If the scan rate is high enough, real-time imaging is possible with
the B-mode. The images used in this master thesis are B-mode images with anatomical

structures.

M-mode is the motion modality. The M-mode image is the motion from one of the A-
mode lines in the B-mode image [44]. Instead of peaks indicating the signal strength, the
echoes are represented with a vertical line of motion as a function of time. The advantage
of this modality is that the time resolution is very good, making it helpful in studying

movement.

18



* Amplitude

 n a.

Time
(depth)

A-mode image

06/01/05 14:25:43
P8e 4MHz S611

Figure 2.7: Different examples for the modalities in Ultrasound mentioned above. Image
(a) is an example of an A-mode image which is the display of amplitude spikes in the
vertical axis, and time required for the return of the echo in the horizontal axis. Image
(b) is an example of B-mode, with the two-dimensional map of the data. Image (c) is
an example of M-mode, with a B-mode image displayed over. The M-mode captures the
returning echoes in one line of the B-mode image displayed over time.

Credit: (a) from [12] and (c) from [I0] reproduced from public domain, (b) REQUEST study from Medistim.
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2.2.4 Artifacts

As mentioned in the introduction, ultrasound imaging presents a few unique challenges.

One of these is identifying and reducing the artifacts that occur during scanning.

One common artifact in ultrasound is called speckle [71]. This occurs when sound waves
are reflected in different directions, resulting in spots or specks appearing in the ultra-
sound image. Speckle is an artifact that is more influenced by the imaging system rather
than the object being imaged. Speckle arises from differences in interference between
waves and resolution. Although speckle reduces the imaging contrast, it can be useful for

observing tissue motion.

While ultrasound is effective for visualizing soft tissue, it encounters difficulties when
the ultrasound wave encounters materials with significantly different acoustic impedance
than soft tissue. The reflected wave becomes very strong in such cases, causing ultrasound
attenuation. Because of attenuation, a shadow can appear behind the structure in the
ultrasound image. This artifact is referred to as the attenuation effect or shadowing [44].
The attenuation effect or shadowing is commonly observed with materials like gas and

bone.

Reverberation is another common artifact in ultrasound images. Reverberation occurs
when a reflected pulse strikes a highly reflective surface, such as the skin or the ultrasound
probe itself [44]. The ultrasound wave then re-enters the tissue, creating a deeper echo
that does not correspond to the anatomical features. This is one of the reasons why a

dampening block is used on the transducer, as explained in fig.

Similar to reverberation, the mirror artifact occurs when multiple ultrasound beams are
reflected between an organ in the body and a strongly reflective surface [44]. This artifact

appears as a virtual mirrored object.

In the B-mode modality, a common artifact known as side lobes can occur. This happens
when anatomical structures outside of the main ultrasound beam are mistakenly mapped

into the main beam [44].
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Figure 2.8: This is two images with examples of some of the artifacts mentioned above.
Both Image (a) and (b) have a lot of structure in the image, where the structure is an
example of the speckle artifact. Image (a) is also an example of attentuation artifact,
where you can see a black shadow going down from the round vessel at the top. Image
(b) is an example of mirroring, where you can see a vessel being reflected, appearing as
a virtual object in the image.

Credit: REQUEST study from Medistim
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2.3 Machine Learning and Deep Learning

Machine Learning is a type of where the algorithm learns and improves from input
data to make future predictions [32]. The goal of machine learning is to be able to
solve problems more effectively and more efficiently. Machine Learning is often divided
into supervised, unsupervised, and reinforcement learning [32]. In supervised machine
learning, the algorithm learns from labels or targets in the training data. In unsupervised
machine learning, the input is unclassified and unlabeled. The algorithm has to uncover
the patterns in the data. Reinforcement learning is a goal-oriented algorithm [32]. The
method has an agent with a goal, and when action is taken, the agent receives a reward
or punishment depending on the action relative to the goal. The algorithm will learn a
behavior that aims to maximize the reward. Deep learning is also a subdivision of machine
learning. Deep learning refers to the algorithms learning from examples by mimicking
the human brain with neural networks. This section will focus on supervised machine

learning and deep learning since this is used in this master thesis.

2.3.1 Fundamentals of supervised machine learning

As mentioned above, supervised machine learning is a type of machine learning where the
model is trained on labeled data. This means the data has been labeled with the correct
output, and the model is trained to predict the output for a given input. An example of
a supervised machine learning problem is creating a model that can predict whether an
image is of a human heart or brain. Suppose we have a dataset of images of hearts and
brains. We would use a supervised machine learning algorithm to train the model on the
labeled dataset. After training, the model could classify new images of hearts and brains
based on the features it learned from the training data. For example, if we showed the
model an image of a human heart with smooth surfaces, it would predict that the image
contains a human heart. If we showed it an image of a brain with a dimpled texture, it

would predict that the image contains a brain.

Supervised machine learning is often used for classification or regression. Classification
is the process where a model predicts the most probable category, class, or label. Some
examples of supervised classification algorithms include Random Forest and Support
Vector Machine [32]. Regression is used to analyze the relationship between different

independent variables and a numeric dependent variable or outcome.
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Object detection is a machine learning task that involves identifying objects in images or
videos with bounding boxes around the objects along with a label of the category of the
object [45]. This can be used to detect abnormalities in ultrasound images or identify
specific structures in ultrasound images, as done in this thesis. In this thesis the specific

structures are vessels, aortas, or anastomosis.

The basic idea behind object detection is to train a model to recognize specific objects in
the images by feeding it a large number of labeled examples. These examples typically
consist of images with bounding boxes drawn around the objects of interest, and cor-
responding labels. The model learns to associate specific patterns with different object
classes during training. These patterns are called features and are extracted with the
help of deep learning algorithms such as convolution neural networks (see section
[45]. For example, the algorithm might learn that a particular texture in an ultrasound
image corresponds to plaque or that a particular shape and intensity pattern indicates a
vessel. Once the model has been trained, it can be applied to new images to identify the

objects they contain.

One of the main concepts of object detection with multiple objects is anchor boxes.
Anchor boxes are predefined bounding boxes that represent the ideal location, shape
and size of the object it specializes in predicting [9]. They are fixed initial boundary
box guesses. During the training of an object detection model, the algorithm uses these
anchor boxes as references to predict the location and size of objects in the image or
the [Rol| in the case of an ultrasound image. Instead of directly predicting the bounding
boxes, the model predicts the probability and refinements corresponding to the anchor

boxes.

During detection, thousands of predefined anchor boxes for each predictor are tiled across

the image. For each anchor box, the [[ntersection over Union (loU)| (Defined precisely in
section is calculated with the objects bounding boxes. If the is higher than a
specific threshold, the anchor box detects the object with the highest [oU] If the highest
[[oU]is less than the threshold, then the content of the anchor box is detected as no object

[9].

One of the key advantages of using anchor boxes is that they allow object detection
algorithms to handle objects of different sizes and aspect ratios, which is vital in real-
world applications where objects can vary widely in size and shape [9]. Anchor boxes

enable the algorithm to detect overlapping objects as well.
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There are several methods for generating anchor boxes, including manually defining them
based on knowledge of the objects in the dataset. In recent years, deep learning methods
such as have been used to generate anchor boxes automatically, allowing for greater
flexibility and scalability in object detection algorithms.

Pipeline of a supervised machine learning model

In machine learning, a pipeline divided into three different parts is one of the fundamental
concepts. The three parts are training, validation, and testing, and the model’s input
data is also split similarly [47]. The training and validation are part of the model selection
process, while the testing is done in the model evaluation process. The training set is used
to train the model, the validation set is used to evaluate the model during the training

and tune the hyperparameters, and the test set is used to evaluate the final model.

The pipeline and the data are divided into three parts to prevent overfitting and underfit-
ting and improve generalization of the machine learning model [57]. Overfitting is when
a model performs well on the data it was trained on but poorly on new unseen data [57].
This can happen when a model is too complex and starts picking up on random noise
in the training data instead of learning the true underlying pattern. On the other hand,
underfitting is when a model needs to be more complex to capture the true underlying

pattern in the data. This can lead to poor performance on the training data [57].

The aim of the training process is generalization, which means that the model should
perform well on new and unseen data [32]. The bias-variance tradeoff is a fundamental
concept in machine learning, and it refers to the balance between two sources of error in
the model: bias and variance. Bias is the error introduced by simplifying assumptions
made by the model, while variance is the error introduced by the model’s sensitivity
to the specific training data it was trained on [I5]. In machine learning, the goal is to
minimize both bias and variance, but lowering one often increases the other. In order to
achieve good generalization, a model must strike a balance between bias and variance. A
model with too much bias will be underfitted, while a model with too much variance will
be overfitted [15]. The evaluation of the model is done on new unseen data, and not the
same data that the training was done on, to ensure generalization. Fig. shows how

the bias-variance tradeoff can influence the model.
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Figure 2.9: The images shows a bulls-eye diagram of bias and variance. The image show
the center of the target as the ground truth, and moving away from the center gives worse
predictions. [I5]

Credit: Image made by author, inspired by Bill Howe UW from [I5].

The no free lunch theorem is a mathematical result that shows that, in general, no
machine learning algorithm can be expected to perform better than any other on all
possible data sets [30]. In other words, the performance of a machine learning algorithm
depends on the specific data it is trained on, and there is no ”one size fits all” solution

that will work for all data sets.

In light of this theorem, it is important to carefully evaluate the performance of a machine
learning algorithm on the specific data set that it will be used on rather than assuming
that a particular algorithm will always be the best choice. Dividing the data into training,
validation, and test sets can help with this evaluation by providing a way to measure the
performance of a model on unseen data. However, the no free lunch theorem tells us that
even with careful evaluation, there is no guarantee that a particular machine learning

algorithm will always perform well [30].

Parameters and hyperparameters

In supervised machine learning, a model is trained predict new data based on labeled

training examples. Parameters are the internal values that are learned by the model
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during training [47]. The model typically has one or more parameters adjusted during
training to minimize the error in the training data. These parameters are often referred to
as the model’s weights [47]. Hyperparameters are the external values set before training,

such as the learning rate, which controls how quickly the model updates its weights [47].

Tuning the hyperparameters of a learning algorithm is an important part of the training
process, and it can significantly impact the performance of the resulting model. In general,
we use a validation set to evaluate the performance of different hyperparameter values
and to choose the combination that produces the best performance on the validation set
(see section . This can help ensure the model has a good bias-variance tradeoff and

can generalize well to new data.

Loss function

In machine learning, the loss function is related to the prediction of the machine learning
model. The loss is a number indicating how bad the models’ prediction was on a single
example [47]. The higher the loss output, the worse the model performs. When a model
is trained on a dataset, it adjusts its parameters in order to minimize the loss. In other
words, the model strives to make predictions that are as close as possible to the true

values in the dataset.

There are many types of loss functions, and the appropriate loss function depends on
the specific task and the model type. For example, in a classification task, where the
model predicts the class of an input, a common loss function is the cross-entropy loss. In
a regression task, where the model predicts a continuous value, the mean squared error
(MSE) is often used as the loss function.

The mean square error loss also called the L2 loss, is measured as the average of the
squared difference between predictions and actual observations [56]. Due to the square,
predictions far from the actual values are penalized heavily compared to less deviated
predictions. If n equals the number of samples, y; is the correct value, and y; is the

predicted value for sample i, the equation for L2 loss is given as
1 A2
L2=— (y;— i) (2.7)
i=1

L1 loss, also called Mean Absolute Error Loss (MAE), is a loss function used for regression

tasks. This is the absolute difference between the predicted and the actual values. If y
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is the actual value, g is the predicted error, and n is the number of samples, the L1 loss

can be described as

1 — X
1= =3y = il 2.5)
=1

The disadvantage of L1 loss is that the loss is not sensitive to outliers because it is an
absolute value. The loss called smooth L1 loss is an answer to this problem along with
the problem of the L2 loss, where the L2 loss can have an exploding gradient when the
actual and the predicted values are too different. The smooth L1 loss is a version of the
L1 and L2 loss that are more robust to outliers and can prevent exploding gradients [66].

The smooth L1 loss is described mathematically as

fy—9)% ifly—9/ <6

(2.9)
ly— 9| — 3, otherwise

L1 smooth —

where ¢ is a hyperparameter to define the range for L1 and L2 loss. The intuition is
to use the L1 loss when the difference between the actual value and the predicted value
is small and use the L2 loss for larger errors to enforce a high penalty to decrease the

impact of outliers.

Another common loss function is cross entropy loss, divided into binary and categorical
cross entropy. Binary cross-entropy (BCE) is used for binary classification tasks. If we
keep n as the number of samples, y as the correct value, either 0 or 1, and ¢ as the
predicted probability that the class is 1, the BCE loss can be described as

n

BOE = == > (s log(ii) + (1 ) log(1 — ) (2.10)

=1

Categorical cross entropy (CCE) loss is essentially BCE loss expanded to multiple
classes[47]. The CCE loss can be described as

n

1 ° .
i=1 j=1
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where ¢ is the number of classes, y;; is 1 if sample i is in class j and 0 otherwise, ¥;; is

the predicted probability for sample i of class j.

The loss function is an important part of the training process for a machine learning
model. By minimizing the loss function during training, the model can improve its

performance and make more accurate predictions on unseen data.

Performance measures and metrics for classification

Performance measures are used in machine learning to evaluate the accuracy and effec-
tiveness of machine learning models. There are multiple different techniques to evaluate

a model in machine learning.

Some general terms for evaluating binary classification are |true positive (TP)} [true neg-|
lative (TN)| [false positive (FP)], and [false negative (FN)| [TP| refers to the number of
instances that are correctly predicted as positive by the model [54]. refers to the

number of instances that are correctly predicted as negative by the model [54]. refers
to the number of instances that are incorrectly predicted as positive by the model [54].
For example, if the model is a binary classifier that predicts whether an ultrasound image
is of a heart or not, a false positive would be an image that is incorrectly predicted as a
heart but is actually not a heart. [FN|refers to the number of instances that are incorrectly
predicted as negative by the model [54]. For example, if the model is a binary classifier
that predicts whether an ultrasound image is of a heart or not, a false negative would be
an image of a heart that is incorrectly predicted as not a heart but is actually an image

of a heart.

Precision and recall are two common metrics used to evaluate the performance of a ma-

chine learning model. Precision measures the model’s ability to identify positive instances

[54] correctly. It is calculated as the number of divided by the number of plus

[EP} that is

TP
Precision = ———— 2.12
recision = oo —p (2.12)

In other words, it measures how often the model is correct when the prediction of an

instance is positive.
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Recall measures the model’s ability to correctly identify all positive instances in the

dataset [54]. It is calculated as the number of [TP|divided by the number of [TP| plus [FN]
that is

TP
R€CCLU = m—m (213)

In other words, it measures how often the model can find all the positive instances in the

dataset.

Ideally, when both precision and recall are high, the detected object is correct, and
the model can detect all the occurrences of a class. The precision-recall curve shows
the tradeoff between the precision and recall values for different thresholds [54]. The
probability that the bounding box in an object detection problem belongs to a certain
category and the threshold is called the confidence threshold [54]. A precision-recall
curve plots the value of precision against recall for different confidence threshold values
[54] and gives us a visualization of which confidence threshold is the best. An example
of a precision-recall curve is shown in fig. [2.10, with precision along the y-axis and recall

along the x-axis.
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Figure 2.10: This is an example of a precision-recall curve, with precision and recall along
the axis.

Credit: Image made by author
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Performance measures and metrics for object detection

For object detection, average precision, Intersection over Union [foU] and [mAP]are com-

mon performance measures. [[oU] measures the overlap between the predicted bounding

box and the ground truth bounding box for an object [54]. It is calculated as

IntersectionArea
IoU = 2.14
0 UnionArea ' ( )

which is the area of the intersection of the two bounding boxes divided by the area of the
union of the two bounding boxes, as shown in fig. 2.11] A high score indicates that
the predicted bounding box closely matches the ground truth bounding box, while a low

[[oU] score indicates that the two bounding boxes do not overlap very much.

loU =

N/

Figure 2.11: is the Intersection Area over the Union Area [54].

Credit: Image made by author

Object detection often uses a loss function called Complete Intersection over Union
(CloU) loss. This is an extension of the metric. The CloU loss takes into ac-
count the distance between the predicted bounding box and the ground truth bounding
box, in addition to their [77]. This helps improve the model’s accuracy by penalizing
predictions far from the ground truth, even if they have a high loU] If B and B9 are the
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predicted bounding box and ground truth bounding box, S is the overlap area denoted
by S =1—1IoU, D is the normalized distance loss between the center point of the
predicted and ground truth boxes, and V is the consistency of aspect ratio, CloU can be

described as

CIoU = S(B, B*) + D(B, B") + V(B, B*). (2.15)

Confidence scores and confidence thresholds are often used in object detection to evaluate
the reliability of the predictions and classifications made by the model [54]. The confi-
dence score is a numerical value between 0-100% that represents the model’s confidence
level in its prediction. The higher the value, the higher the confidence the model has

about the prediction.

The confidence threshold is a value that is determined before the evaluation. This is
a threshold that is used to determine whether a prediction or classification should be
accepted or rejected. If the confidence score for an input is above the threshold, the model
will label the prediction. If the confidence score is below the threshold, the prediction or

classification is rejected as unreliable or uncertain.

|Average precision (AP)| is a metric calculated with the help of several other metrics,

such as , , precision, recall, and [54]. is the area under the precision-

recall curve, and it summarizes the precision-recall curve to one scalar value. When both

precision and recall are high, the [AP]is also high. The [AP]is low when either precision
or recall is low across a range of confidence threshold values. The precision-recall curve
is described with the equation p(r), and the is therefore described by

AP = leop(r) dr. (2.16)

mAP| or mean average precision, is another common performance metric in object de-
tection tasks. It is a variant of the average precision metric, which averages the precision
of the model at different recall levels [54]. If the equation for is eq. (2.16), then the
can be described with APy as the average precision of class k and m as the number

of classes with the formula

mAP = 1 g AP,. (2.17)
m
k=1

31



mAPEO specifically refers to the average precision of the model at 50% recall. A high
mAP50 score indicates that the model has a high average precision at 50% recall, which
means that it is able to accurately detect objects in an image with a high degree of
precision. A low mAPS50 score, on the other hand, indicates that the model cannot

accurately detect objects in an image.

In conclusion, performance measures are essential tools for evaluating the effectiveness
of machine learning models. The mAP50 measure is commonly used in object detection
tasks, while precision, recall, accuracy, and the confusion matrix are also important

measures for evaluating the performance of machine learning models.

2.3.2 Neural networks

Deep learning is a subset of machine learning that uses multilayered neural networks to
recognize complex patterns in the data. The neural networks are inspired by the struc-
ture of the human brain, specifically how the layers are connected with nodes, allowing

information to flow through the network and be transformed and processed at each step.

Neurons, or nodes, are the basic units of a neural network. They are inspired by the
neurons in the brain, which receive input, perform computation, and produce an output.
In a neural network the input is inserted into the network’s input layer. This layer has as
many nodes as there are features in the dataset. After the input layer, the data is passed
on to one or more hidden layers for further processing. These are the layers that find the
pattern in the data. The more hidden layers the network has, the more complex patterns
can be found [60]. The output of the final hidden layer is the neural network output.
The number of layers is also equal to the depth of the network. A network with only
one layer is called a shallow network, while a network with many layers is called a deep
neural network. The neural network’s prediction is based on the patterns the network

learned from the training data.
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Figure 2.12: This is an illustration of a simple neural network with an input layer, hidden
layers and an output layer.

Credit: Image made by author

Fig shows a simple neural network with nodes, an input layer, hidden layers, and
an output layer. In a neural network, each node receives input from the other nodes and
produces an output, which is again passed to other nodes. The connection between two
nodes is determined by the weights and a constant bias between the nodes [47]. The node
computes the weighted sum z of the inputs. If the inputs are given as 1, xs, ..., x,, and

the weights are wy, ws, ..., w,, the weighted sum is computed as

Z = Wy + Tows + ... + w0, + bias. (2.18)

The output of the neuron is calculated using an activation function, which is a mathe-
matical function that takes the weighted sum as input and produces an output. There
are many different activation functions to choose from, and each activation function has
its properties and is suitable for different types of tasks. The sigmoid activation function
is a widely used function for binary classifications. It is used in the output layer of the

network to convert the output of the last hidden layer into a probability distribution over
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the different classes of the problem. The output values are between 0 and 1 [26]. The

mathematical formula for sigmoid is given as

1
1+e 2

Sigmoid(z) = (2.19)

[Sigmoid-Weighted Linear Unit (SiLU)|is also one of the activation functions used in this
thesis. is defined as the sigmoid function multiplied by its input [17],

SiLU(z) = x - Sigmoid(z). (2.20)

The function is smooth and has a non-zero derivative for all inputs, which can help

to improve stability and performance for deep neural networks.

Rectified linear unit activation function, also called ReLU; is often the preferred activation

function in the hidden layer. The range of the ReLU function is from 0 to infinity [26]

ReLU(x) = max(0, x) (2.21)

One of the activation functions used in this thesis is an extension of ReLLU called Leaky
ReLU. This function is similar to ReLU but has a small slope for negative values and is

given as

LeakyReLU (z) = max(0.1z, x) (2.22)

Fig. below shows an example graph of four of the activation functions explained.
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Figure 2.13: Example plots of the different activation functions described above. The
activation functions sigmoid (a), SiLU (b), ReLU (c) and (d) Leaky ReLU are plotted.

Credit: Image made by author with matplotlib

When the neural network is trained on the training set, the weights are first set to some
initial values. During training, these weights are optimized to get the best weights for the
problem. The goal of optimization is to find the set of weights and biases that minimize
the error of the network, i.e. minimize the loss function on the training data. This process
is known as learning for the neural network. Several optimization algorithms can be used

to train a neural network.

Gradient descent is the most common optimization algorithm and is an iterative first-
order optimization algorithm used to find a local minimum of a given function [64]. The
gradient descent optimization calculates the next point by using the gradient at the

current position and scaling it with the learning rate with respect to each parameter in
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the model. If our initial weight is w,,, our new weight is w,,1, and the learning rate is

given as «, gradient descent is described as

Wyt = Wy, — aVi(wy,) (2.23)

Stochastic Gradient Descent is a variant of gradient descent where randomness is intro-
duced to make the algorithm faster in terms of less computations [64]. Stochastic gradient

descent only picks out one data point from the whole data set at each iteration.

Convolutional neural networks

is a type of neural network particularly effective for image analysis. This is because
they can be tailored to recognize image patterns [53]. [CNNk are widely used in a variety
of applications, including object recognition, face detection, image segmentation, and

image generation.

The main difference between other neural networks and is that the neurons in
layers are made up of neurons organized into three dimensions [53]. These neurons are
not fully connected but are connected to a small region of the layer preceding the neuron.
The three dimensions are height and width, which are the spatial dimensionality of the
input, and the depth. Overall, the architecture of a [CNN] network is made up of three

types of layers. These are convolutional layers, pooling layers, and fully-connected layers.

The convolutional layer is the building block of a [CNN] At the heart of a convolutional
layer is the convolution operation performed by a set of learnable filters, also known as
kernels. The kernels are usually small in spatial dimensionality but spread out in the
depth of the input [53]. The main goal of the kernel is to extract essential features of
the input. The kernel is placed over the upper right corner of the images and is moved
across the input image. The convolutional process is performing a dot product with the
local region of the image that the kernel is covering. This operation results in a 2D
activation map, essentially a transformed and smaller version of the input image. The
activation map is then passed on to the next layer in the network. The number of filters
in a convolutional layer determines the depth of the layer. The more filters there are, the

more complex features the layer can learn.

In general, deeper layers in a CNN can learn higher-level features that are more abstract
and potentially more useful for the task. In a [CNN] the network learns what values to
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use in the kernel for training. Fig. shows a 6x6 image with a 3x3 kernel and the

activation map after the convolution process.
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Figure 2.14: An 6x6 image with a 3x3 kernel and the activation map at the end.

Credit: Image made by author

The filter is moved across the input image with a certain stride and padding. The stride
is the number of pixels the filter moves each time, and it determines how much the filter
jumps over between applications on the input image [53]. It has a big impact on the size
of the resulting activation map. Zero padding is when an image is padded with zeros
around as a border before convolution is applied. It allows controlling the dimensionality

of the output volumes [53].

Pooling layer is another layer in a [CNN| The pooling layer will perform down sampling
along the spatial dimensionality of the given input. This will reduce the number of
parameters and the computational complexity of the model [53]. Pooling happens the
same way as a convolution layer, where a kernel is passed over the image. Two types of
pooling layers are commonly used: max-pooling and mean pooling. Max pooling returns
the maximum value in the kernel. Mean pooling returns the average of all values in the
filter.
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Figure 2.15: This figure shows how max pooling and mean pooling work.

Credit: Image made by author

Fig. [2.15 shows how to do average pooling and max pooling over a 4x4 image with a 2x2
filter and stride 2. The pooling layer is often added after the convolution layer to further

downsize the image, while retaining the important properties.

After downsizing the data with convolutional layers and pooling layers, the data is fed
into a fully connected layer. The fully connected layer has neurons that are arranged
as a feedforward neural network [53]. This layer will make predictions based on the
convolutional layer and pooling layer. The last fully connected layer will have the same

number of outputs as the classifications in the dataset.

2.3.3 Data augmentation

Because of limited data in the medical field, data augmentation can be used to increase
the size of the dataset used for deep learning models. Increasing the data improves the

sufficiency and diversity of the data [75]. This can make the model more robust.

Data augmentation can also help reduce overfitting. By doing data augmentation, the
deep learning model is exposed to a wider variety of data, which can help the model

generalize better to new data. Data augmentation can also address the class imbalance
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in object detection [78], where some classes are more common than others. After data
augmentation, the distribution of the classes can be more balanced, which can cause

improved results.

The general methods of data augmentation for object detection include transforming the
original images in various ways, such as image manipulation [75]. Image manipulation
can be rotation, flipping, scaling, or cropping. Rotation includes rotating the image
by a certain angle to generate new images with different orientations. Flipping can be
horizontal or vertical, putting the objects in different positions in the image. Scaling is
also a common image manipulation method, where the image is scaled up or down to
create images with different sized images. Cropping the image to remove parts of the

edge of the image, can also be done to generate images with different perspectives.

Noise injection and different color operations are also common data augmentation meth-
ods [78]. Noise injection adds noise into the image, with for example Gaussian noise.
Adding Gaussian noise to the image, generates new images with random variations. Color
operations such as changing the brightness, contrast, or saturation are also common to
generate new images with different color variations. Figure [2.16| shows an example of

different augmentation methods done on an ultrasound image.

Some research has been done for data augmentation specifically for ultrasound images.
The article by Tirindelli et al. [23] describes a more physics inspired approach for ul-
trasound images. Instead of doing the traditional augmentation methods mentioned
above, methods inspired by deformation, reverberation, and signal-to-noise ratio were
used. After comparing the traditional and the physics inspired methods, the difference
in accuracy was small, with traditional methods actually being better than the physics

inspired methods when all of them were combined.
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Original image S00x800

Figure 2.16: Example of different data augmentation methods done on an ultrasound
image. (a) shows the original image, (b) is center cropped, (c) is flipped vertically, (d)
has added brightness, (e) has added contrast and (f) has added Gaussian noise.

Credit: Image made by author with PIL
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2.3.4 Yolo algorithm

[You Only Look Once (Yolo)|is a state-of-the-art object detection algorithm introduced
by Joseph Redmon et al. in 2015 [58]. As the name of the algorithm suggests, only

forward propagates through the neural network one time to detect objects, which means

that the image’s prediction is made in a single algorithm run. The article [58] reframes
object detection as a single regression problem. This allows for real-time prediction and

an efficient and effective algorithm.

The algorithm is a [CNN] where the [CNN] architecture is used to predict the various
class probabilities and bounding boxes. It consists of a series of 24 convolutional and max
pooling layers, followed by 2 fully connected layers [58], see fig. . The convolutional
layers extract essential features from the input image, while the max pooling layers are
used to reduce the spatial dimensions of the feature maps, which increases the compu-
tational efficiency of the network. The fully connected layers are responsible for making

the final prediction of the object’s class and the coordinates of the bounding boxes.
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Figure 2.17: The images shows the architecture of a yolo network, with 24 convolutional
layers with max pooling, followed by 2 fully connected layers

Credit: Figure 3 from [58] reproduced with permission.

The algorithm creates a grid pattern out of the input image [58]. The grid pattern in
is used to divide the input image into a grid of cells. Each cell predicts a fixed number of
bounding boxes and associated confidence scores. The coordinates of the bounding boxes
are predicted relative to the coordinates of the cell in which they are located. This allows
to make predictions with respect to the entire image at once. When an object’s
center falls inside a grid cell, that grid cell is in charge of that object. Each bounding
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box has five predictions with z, y, w, h, and the confidence score. The (z,y) coordinates
represents the center of the box, while the w is the box’s width, and h is the height of the
box. If no object exists in the cell, the confidence score is zero. If not, the confidence score
should be equal to the [[oU] between the predicted box and the ground truth. uses
features from the entire image to predict each bounding box and predicts all bounding
boxes across all classes for an image simultaneously [58]. The algorithm is very fast since
frames detection as a regression problem. The base network runs at 45 frames per

second with no batch on a Titan X GPU [58] while maintaining a high average precision.

The algorithm has been constantly improved over the years, and one of the latest
versions Yolovh, was released in 2020 by Ultralytics [20]. This is the version of used
in this master thesis. The Yolov) algorithm was released with five different model sizes,

where the number of layers and parameters are different. The different sizes are

n for extra small (nano) size model, with approximately 1.9 million parameters,

s for small size model, with approximately 7.2 million parameters,

m for medium size model, with approximately 21.2 million parameters,

| for large size model, with approximately 46.5 million parameters,

x for extra large size model, with approximately 86.7 million parameters.

In later versions of [Yolo| like Yolov5, the bounding boxes are predicted by displacements
from anchor boxes. In Yolovh, anchor boxes are used to help the model predict bounding
boxes of different shapes and sizes. The anchor boxes are pre-defined boxes of different
sizes and aspect ratios that are placed at each grid cell of the image. The model then
predicts the offsets of the anchor box and the probability that an object exists within
the box. Yolov5 introduces the concept of "auto anchor boxes”, which are generated
automatically based on the dataset being used [8]. The model first clusters the ground
truth bounding boxes into k groups based on their similarity in size and aspect ratio.
Then, the model uses the k-means algorithm to find the center of each group, which
becomes the anchor box for that group. This helps improve the model’s precision by

ensuring that the anchor boxes are tailored to the specific dataset [g].

Yolov5 uses the activation functions [SILU| Leaky ReLU, and Sigmoid [20]. and
Leaky ReLU is used with the convolution operations in the hidden layers, while Sigmoid is
used in the output layer of the architecture. Since Yolovh returns three different outputs,
the objectness score, the classes of the detected objects, and the bounding boxes, the loss

is a combination of three different losses [20]. Binary cross-entropy loss is used to compute
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the classification loss and objectness loss. Complete Intersection over Union loss is used
to compute the localization loss for the bounding boxes. The localization loss measures
the error in predicting the bounding box coordinates, while the objectness loss measures
the probability that an object exists within the bounding box. The classification loss

measures the probability that the object belongs to a particular class.

2.3.5 RetinalNet algortihm

RetinaNet is an object detection algorithm introduced by Tsung-Yi Lin et al in 2017
[37]. Just as mentioned for , RetinaNet is an one-stage object detection algorithm
with only one single forward pass, making the algorithm fast and efficient. The difference
is that RetinaNet identifies class imbalances during training, a commonly encountered

problem in object detection [37].

The class imbalance problem occurs when there are a lot more background pixels in an
image compared to the pixels belonging to the objects of interest due to dense sampling of
anchor boxes. RetinaNet addresses this problem by using a loss function called focal loss.
Focal loss is a dynamically scaled version of cross entropy loss, such that it down-weights
the loss for easy examples and focuses on the loss for hard examples [37]. A modulating
factor (1 — y;)? is added to the cross entropy loss, with a tunable focusing parameter
v > 0. pt is the model’s estimated probability for the class. When pt is small and an
example is misclassified, the modulating factor is close to 1, and the loss is unaffected.
The modulating factor changes to 0 as pt approaches 1 and the loss for correctly identified
cases is down-weighted. The focusing parameter smoothly adjust the rate at which easy
instances are down-weighted.Focal loss is the same as cross entropy loss when v = 0.
When 7 is increased, the effect of the modulating factor is also increased. The focal loss

is defined as

i=n

FL==) (i—y)"-log(f). (2.24)

i=1

The RetinaNet network architecture is built on a feedforward ResNet backbone, a type
of widely used for image classification tasks. RetinaNet features [Feature Pyramid]
INetwork (FPN)| on top of the ResNet backbone to extract the features from the input
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image [37]. [FPN|is a [CNN| that creates a pyramid of feature maps by combining high-

level and low-level features from different stages of the backbone network [36]. The input

image is first passed through the ResNet backbone, where the features are extracted, and
a series of feature maps at different spatial resolutions are generated. The [FPN]| then
uses a top-down pathway to combine the high-level features with lower-level features
at different spatial scales. The output of this process is a set of feature maps, each
corresponding to a different scale. With a with a top-down approach and lateral
connections added to a regular [CNN]| the [FPN]allows the RetinNet network to effectively

build a rich, multiscale feature pyramid from a single input image.

RetinaNet also includes subnetworks that are task specific, one for classification and one
for bounding box regression. These two subnetworks use anchor boxes to predict the class
and bounding boxes in the input. The classification subnet predicts the probability that
an object is present at each position for each anchor box [36]. This subnet consists of a
small fully connected network attached to each [FPN]level to share the parameters across
all pyramid levels [37]. At each pyramid level, four 3x3 convolution layers are applied,
followed by the ReLU activation function. A convolutional layer with a filter for each
anchor and object is then added. The output of the classification subnetwork is attached

to the sigmoid activation function.

Along with the classification subnet, another fully connected network called Box Regres-
sion Subnet is included [37]. The subnet for bounding box regression regresses the offset
from each anchor box to a nearby ground truth object if one exists. The architecture of
this subnet is designed the same as for the classification subnet, with the exception that it
produces four linear outputs per spatial location [37]. For each anchor at a given spatial
location, these four outputs predict the offset between the anchor and the corresponding
ground-truth box. Although the classification subnet and the box regression subnet have

a shared structure, they use separate parameters.
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The architecture of the RetinaNet network is described in fig.
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Figure 2.18: The images shows the architecture of a RetinaNet network, with a feature
pyramid network backbone on a feedforward ResNet architecture.

Credit: Figure 3 from [37] reproduced with permission.

The loss function used in RetinaNet is a combination of focal loss and smooth L1 loss [37].
The focal loss is addresses the class imbalance problem in object detection, where the
number of negative samples far outweighs the number of positive samples. The smooth

L1 loss is used to handle the issue of outliers in bounding box regression.

2.3.6 EfficientDet algortihm

EfficientDet is an object detection algorithm that was introduced in 2019 by Mingxing
Tan and Quoc V. Le [69]. Tan and Le saw that the usual approach to increase the
accuracy of object detection models was to make the network deeper, diminishing the
accuracy gain. EfficientDet was therefore created as a more systematic way of model
scaling after seeing that balancing network depth, width, and resolution could lead to
better performance. The concept of model scaling was first introduced in an EfficientNet
paper [68] meant for image classification. By implementing this technique for object

detection, the object detection algorithm EfficientDet was born.

EfficientNet forms the backbone of the EfficientDet architecture with the model scaling
in center. As fig. shows, there are many possibilities to scale a model. Each layer
can be wider, the number of layers can be deeper, images with higher resolution could be

used, or a combination of all of these could be done with compound scaling [6§].
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Figure 2.19: The images shows how model scaling works. (a) is a baseline network
example, (b) - (d) are conventional scaling that only increases one dimension of network
width, depth or resolution. (e) is the proposed compund scaling method that uniformly
scales all three dimension with a fixed ratio [68].

Credit: Figure 2 from [68] reproduced with permission.

EfficientNet uniformly scales all dimensions of depth, width, and resolution using a set of
fixed compound coefficients. Conventional practice is to scale these dimensions arbitrar-
ily, but by finding a balance and simply scaling each of the dimensions with a constant
ratio, the accuracy and efficiency of the are increased [68]. This means that the
network depth can be increased by oV, width by AV, and image size by vV if we want
to use 2V times more computational resources. [68] defined «, 3,7 as constant coeffi-
cients determined by a small grid search on the original small model. EfficientNet uses a

compound coefficient ¢ to scale the network width, depth, and resolution uniformly.

As fig. [2.20] shows, the EfficientNet is the backbone of the EfficientDet object detection
model. The next part of the architecture of EfficientDet is the feature network called the

[Bidirectional feature pyramid network (BiFPN)|

46



P,/4 BiFPN Layer
A

Py/2
Input

EfficientNet backbone

Figure 2.20: The images shows the architecture of a EfficientDet network, with Effi-
cientNet as the backbone network, BiFPN as the feature network and one class and one
prediction network.

Credit: Figure 3 from [69] reproduced with permission.

Instead of a feature network as in RetinaNet section [2.3.5] EfficientDet introduces
to aggregate features at different resolutions [69]. Because different resolutions
frequently contribute differently to the output features, the is an essential compo-
nent of the EfficientDet architecture that helps to combine features across different scales

efficiently.

One of the key advantages of is its use of cross-scale connections, which allows
information about the input image to be passed between different scales in the feature
pyramid without loss of resolution. Cross-scale connections refer to the links between
different levels of the feature pyramid, which are used to propagate information both top-
down and bottom-up [69]. Information can move from high to low resolution levels and
from low to high resolution levels thanks to the network’s cross-scale connections
between each level of the pyramid and its two neighboring levels. These connections are
important for capturing context and integrating information across different scales of an
image. By excluding nodes with a single input edge, adding an edge from the original
input to the output node if they are on the same level, and treating each bidirectional
channel as one feature network layer, optimizes these cross-scale connections. In
order to enable more high-level feature fusion, the same layer is repeated multiple times
[69].

Each input feature gets an additional weight from the BIFPN] which instructs the network
on how important each feature is [69]. This is called weighted feature fusion, which is
used to combine features from different levels of the pyramid in a way that balances the

contribution of each level to the final output.
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Overall, the combination of cross-scale connections and weighted feature fusion in the
BiF'PN| network allows EfficientDet to efficiently gather and incorporate information from
various image scales, improving performance in object detection tasks. The bidirectional
approach helps develop a more reliable and precise feature representation for

object detection, which can enhance the network’s overall performance.

EfficientDet uses a modified focal loss function from RetinaNet that balances the contri-
butions of positive and negative samples during training. The focal loss assigns higher
weights to complex examples and down-weights the loss of easy examples, which helps
improve the accuracy of the model. Along with the focal loss from RetinaNet, the smooth

L1 loss is also used in EfficientDet to handle the outliers.

As RetinaNet (section [2.3.5)), EfficientDet has two fully connected convolutional subnet-
works for classification and bounding box prediction, where the class and box weights are

shared across all levels of features [69].
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Chapter 3

Method

3.1 Implementation details

Most of the training, model selection, and model evaluation was done on the high-
performance 3D controller called Birget from the Department of Informatics at the Uni-
versity of Bergen. The hardware vendor for Birget is NVIDIA Corporation with the
GA100 [A100 SXM4] Graphic processing unit (GPU) model with 80 GB computation
capability.

All the data preparation was done using jupyter notebook with Python version 3.7.
Pillow, the Python Imaging Library by Fredrik Lundh et al., was used to work with
the png images [41]. Pandas DataFrame was used to work on an excel file with the
annotation for each image [50]. This was used to read the csv file and divide the data

into one DataFrame for the images and one DataFrame for the labels.

All code can be found in Appendix A.
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3.2 Data

3.2.1 REQUEST study

The data used in this project are part of a study called The Registry of Quality Assessment
with Ultrasound Imaging and Transit-time Flow Measurement in Cardiac Bypass Surgery
. To be able to understand this data better, this section is a brief introduction
to the REQUEST] study. The REQUEST] study is a multicenter study documenting
if Transit Time Flow Measurement (TTFM]) and [High Frequency Ultrasound Imaging]
could improve surgical strategies in [67]. This study aimed to evaluate

the influence of [TTFM] with [HEUS| in patients undergoing [CABG]| procedures. This was
measured by looking at any changes in surgical procedure based on [TTFM| and [HFUS

parameters performed with Ultrasound devices from Medistim ASA. [HFUS| was used

during the procedure to scan and identify diseased areas before aortic manipulation. It

was also used to identify potential target-vessel anastomosis sites free of plaque. The
ultrasound device was also used after the anastomosis to identify potential limit of graft

flow due to the anastomosis [67].

1016 patients from 7 different international centers were included in the final analysis done
between 2015-2017 [67]. The surgeons were trained to use and interpret [TTFM]and [HFUS|
results using a structured [REQUEST] study protocol. There were 36 surgeons trained,
and they were recommended to perform more than 20 cases with [TTEFM)| and [HFUS]
before participating in the study [67]. A study protocol was recommended

with surgical steps for the surgery. Even though it was strongly recommended to follow

the study protocol, it was not mandatory.

In conclusion, surgical changes in strategy were made in 25% of the patients [67]. More
than three out of four of these changes were due to[TTEM]and [IFUS| This was associated

with low operative mortality and low major morbidity. The results show that transit-time

flow measurement and high-frequency ultrasound may improve the CABG procedure’s
quality, safety, and efficacy. While using during the procedure, the surgeons were
trained to save the ultrasound images leading to a database of images. The medical
images used in this thesis originate from the REQUEST] study and are therefore intra-
operative ultrasound images of the vessels on the heart during coronary artery bypass

grafting.
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3.2.2 Annotation of data

The data in this thesis was annotated the summer before this project started. There
were 12 850 videos saved from the study, which led to 1 480 642 frames. A
Python algorithm picked out the most unique frames from each video based on the pixel
difference in the images. This was because the frames saved from each video were often
similar. To increase the diversity of the dataset, each video frame was compared to the
middle frame. The middle frame was saved, along with the frames with a pixel difference
of 20%. This resulted in 14 742 unique frames which were annotated with the corners
of the bounding boxes in a Python program written by Medistim. The frames were also
annotated with the direction of the probe: transversal or longitudinal, and if the image
consisted of vessels, an aorta, or an anastomosis. Three different individuals performed

the labeling.

There were also images annotated as unknown, blank, or questionable. The blank images
were mostly black or grey, which happens at the start of an ultrasound video before the
probe has touched the skin. Questionable were images where the individuals annotating
the images did not know what to annotate on the images, or that the images contained
some text or drawn figures, making them stand out in the dataset. Unknown images were
images that were not blank but had no object. In this thesis, the questionable results

were ignored.

The data was stored in folders for each patient and subfolders for each measurement set.
Each image was converted to a png format earlier in the annotation process. A single file
with all the annotation information, including patient, case number, measurement set,
number of objects in the image, labels, and bounding box coordinates for every image,

was made as an Excel file.

3.2.3 Preprocessing of data

The data was divided into training, validation and a test set with Scikit learn [61]. 70%
of the data was used for training, 15% for validation, and the rest 15% images were used
for the test set. The same validation set was used to validate all of the models to keep
a consistent validation in the model selection. The test set was only used to test the
best model in the model evaluation. After splitting the dataset, the data was copied to
different folders to keep the training, validation, and test set the same throughout the

thesis. This was done using Shutil, a high level file operation module [27].
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The data was then labeled according to each network. Yolo, described in section [2.3.4]
has one number for the labeled class and four numbers for the bounding box. The four
numbers are Teenter, Yeenter, Width, and height, as fig. visualizes. Yolo uses normalized
values between 0 and 1 for the bounding box. The class label and labels for the bounding
box were saved in a text file with the same name as the image. Each row in the text file

correspondeds to one object. Only images with an object had a text file.

RetinaNet, described in section [2.3.5], collects all the labels for each image in a csv file
divided into training, validation, and testing. The box coordinates are two corner points
in the bounding box z1, y1, 22, y2, as fig. |[3.1b| visualizes. The csv file also includes the

path to the image and a class name for the class label.

(a) (b)

Figure 3.1: Figure (a) is an example of how Yolo was annotated with Z enser, Yeenter, Width
and height, and figure (b) is an example of how RetinaNet was annotated with 1, y1,
x2, y2.

Credit: Made by Author

EfficientDet, described in section uses COCO JSON labeling format. A JSON file
with information about all the images in the split is made for each training, validation
and testing set. The information includes annotations of class labels and the bounding

box coordinates.
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3.2.4 Exploratory data analysis

An exploratory data analysis was done to gain further insights into the distribution of
classes, vessels, and annotations in the dataset. In order to visualize the class balance of
each label, a pie chart was created using the matplotlib library. This allowed for a quick
and easy comparison of the relative frequency of each class. Additionally, the distribution
of classes was examined before and after data augmentation, and for the training data.
This provided a more comprehensive understanding of how data augmentation impacted

the distribution of classes.

Furthermore, a bar chart was generated to analyze the variation in the number of vessels
per image for those labeled with vessels. This visualization method allowed for the easy
identification of any outliers or trends that may exist within the dataset, which could be
further explored and investigated. The bar chart was made for the distribution after data

augmentation.

In order to visualize the annotations of the bounding boxes for the training set, a Python
code was developed. This code enabled the visualization of both the original annota-
tions and the annotations after undergoing Yolo transformations, which ensured that the
transformation process had been executed accurately and effectively. To ensure a com-
prehensive analysis, fifty random images were selected from the training set and plotted
using the code. This enabled a thorough examination of the variety of images within the
dataset and allowed for the identification of any potential outliers or trends that may

exist within the data.

Upon reviewing the fifty images with the ground truth bounding boxes, a few examples of
particularly well-annotated structures were selected for further analysis. These structures
serve as ideal examples of the types of objects that the model is designed to identify using

object detection techniques.

3.3 Pilot study

A pilot study of three different models was done to make sure the dataset was fit for the
models. Yolo was tested first, RetinaNet second, and EfficientDet was tested last. After
the pilot study, the model with the most progress in the results was chosen as the final

model to further explore because of time and resource limitations.
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3.3.1 Pilot study of Yolo

The official implementation of Yolovh by Ultralytics [20] was used in this pilot study.
The implementation was released in 2020, and the latest update used in this thesis

was released in August 2022.

The Yolov5 network had five different pretrained models, which were used as the initial
model to start training. The models ranged from the smallest Yolovbn model, with 1.9
million parameters, to the largest model Yolovbx model, with 86.7 million parameters
(see section . All models were tested on each hyperparameter combination to find

the best initial model for the data during training.

In this master thesis, the Yolovb training process was optimized by tuning several hyper-
parameters. Five different hyperparameters were tuned during the pilot study, while the
rest of the hyperparameters were set to default. The hyperparameters chosen for further
tuning were learning rate, momentum, weight decay, flip up down, and flip left right.
Initially, each of the five pretrained models was trained with default values set to 0.01
for learning rate, 0.937 for momentum, 0.0005 for weight decay, 0.0 for flip up down, and
0.5 for flip left right.

Along with training the five different models on these default values, a hyperparameter
room for further tuning was defined around the default values. For each training, one
number for each hyperparameter in the hyperparameter room was randomly picked out,
leading to a random hyperparameter search. For learning rate, the values 0.0001, 0.001,
0.01, and 0.1 were tested. For momentum, a range between 0.750 and 1.000 was set. A
number sampled uniformly at random in the range was then rounded to three decimals.
For weight decay, the range was set between 0.0000 and 0.0010. The number that was
sampled randomly in this range was then rounded to four decimals. The flip up down and

flip left right parameters were tested for values between 0.00 and 1.00 with two decimals.

After training several models, it was found that the flipping parameters decreased the
mean average precision. Therefore, flip up down and flip left right were set to zero for
the rest of the training. The number of epochs was set to around 35 for every run. The
default values were also trained with 300 epochs, but this did not significantly change

the mean average precision.

A loop including the machine learning pipeline for training and validation was written

to automatically train different combinations of hyperparameters and pretrained weights,
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while also doing model selection. The loop included training on the training set, validation
of all of the models on the validation set, and then picking out the model with the highest
mean average precision based on the results from the validation. The results of the best
model from each training loop, along with the hyperparameters, were saved in a collected
csv file. Detection was also done on the best model to print out the predicted bounding

boxes on the validation images.

In the end, eight training loops were trained and validated with random search. Each
training loop contained about five to ten combinations of hyperparameters, and each
combination was tested on the five different models. The CSV file containing the best

models from each training loop registered eight models after the pilot study.

3.3.2 Pilot study of RetinaNet

A Keras implementation of RetinaNet [22] was used as a base for this pilot study. The
implementation was based on the official RetinaNet paper [37]. The backbone of the
network was set to ResNet50, which is a ResNet model that is 50 layers deep. This
model has around 36.46 million parameters. This was used along with the Feature Pyra-
mid Network that RetinaNet is known for. Pretrained weights given by the Keras im-
plementation were used to train and initialize the model. The weight used was called
ResNet50_coco_best_v2.1.0.h5.

Another essential step in the RetinaNet training process was the hyperparameter selec-
tion. The hyperparameters batch size, step between each epoch, number of epochs, and
learning rate was tested. The step size was decided by dividing the number of images
in the training set by the batch size so the model could go through each image in the
dataset. The default values were 16 as batch size, 897 as the steps between each epoch,
the number of epochs given as 100, and the learning rate 0.00001. The hyperparameter
room for further tuning was defined based on the default values from the implementation.
The batch size was tested for 8, 16, 32, and 64. The steps were tested according to the
batch size, and the learning rate was tested for 0.000001, 0.00001, 0.0001, and 0.001.
The model was also tested with different amounts of epochs varying from 35 epochs, 100

epochs to 500 epochs

The loop of the RetinaNet training process involved training different models on different
hyperparameters, converting the trained models to inference models, and evaluating them
on the validation set. After this was done, the model with the highest mean average
precision was picked out. The results and the hyperparameters were saved to a CSV file

for the best model of the training loop.

95



3.3.3 Pilot study of EfficientDet

EfficientDet was the last model tested on the REQUEST| data. A PyTorch re-
implementation of the official EfficientDet based on the original paper [79] was used.
This was the highest rated PyTorch implementation of EfficientDet on paperswithcode
[55].

The EfficientDet model was trained with pretrained weights provided by the repository
of the model. Eight different pretrained weights with parameters ranging from 3.9 million
to 77.0 million parameters were tested. A training loop for EfficientDet was also started
with default values of the batch size and learning rate, where batch size was set to 12
and learning rate set to 0.00001. The number of epochs was set low for the testing at 5.
A hyperparameter room was set up for a training loop with the range 0.000001, 0.00001,
0.0001, 0.001 for learning rate and 4, 8, 12, and 16 for batch size. Different batch sizes
were also tested to run the other weights without getting any further results. Because of

time, further training and validation were not done for EfficientDet.

3.4 Further data preprocessing

Data augmentation, resizing and upscaling were done after the pilot studies to fit the
final model better.

3.4.1 Data augmentation

After experiencing an imbalance in the dataset while testing the data in the pilot stud-
ies, which could impact the performance of the different networks being trained, data
augmentation was done to improve the quality and diversity of the dataset. Before data
augmentation, the images without elements were 50,3% of the total number of images.
The data augmentation was only done on the images containing an element to decrease

this percentage and balande the dataset more.

A center crop function was used on all of the images to be augmented, where 25 pixels from
each side of the image were removed. The cropped images were then separated into two
parts, with half of the images in each part. Each part had three different augmentations

done on each image in order to further increase the diversity of the dataset.
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For the first round of augmentation, half of the images had their brightness changed, while
the other part had their contrast changed. The second round of augmentation divided
the images into a part with no further modification other than cropping and a part
with Gaussian noise applied. The last round of augmentation consisted of a combination
of Gaussian noise and either contrast or brightness adjustments. The first half of the
images had Gaussian noise applied first, before the contrast of the image was changed.
The second half of the images had Gaussian noise added first before the brightness was

changed. An example of augmented images can be seen in fig. [3.2]

Original image Cropped image

100 100
200 200
300 300
400
400
500
500
600
0 200 400 600 0 200 400 600

Figure 3.2: The images show an example of how the data augmentation was done on the
training data. The right image has been cropped with 25 pixels on each side, Gaussian
noise has been applied and it has a 3% increase in brightness.

Credit: Image made by author with matplotlib.

Once all the augmentation techniques were applied, the augmented images were added
to the dataset, resulting in a larger and more diverse dataset for training the model. The
final dataset included four copies of the images containing an element, where one copy
was the original image and two of the copies were cropping and one other augmentation.
The last copy included a combination of cropping, Gaussian noise, and either brightness
or contrast adjustments. This resulted in the background images only being 24.76% of

the total number of images, now increased to 28 028 images.
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3.4.2 Resizing and upscaling of images

During the pilot studies, data analysis was done before and after training and valida-
tion of the models to ensure that the models correctly interpreted the annotations of the
bounding boxes. A Python code was developed to collect the labels from the models dur-
ing the different stages to visualize them. After plotting the ground truth and predicted
bounding boxes during exploratory data analysis of the Yolo model, the ground truth did
not look the same as when annotated. This was because Yolov) resized each image to be

a square at 640 x 640 pixels without resizing the bounding boxes.

To fix this issue, upscaling the images to 640 x 640 pixels and resizing the labels were
done. The height and width of the original image were compared to find the biggest
side. The images were then resized on the biggest side to fit 640 pixels. The labels were
adjusted accordingly to the percentage change in pixel difference. For the other sides, a
gray border were inserted. This resulted in 640 x 640 images, with labels being resized.

Fig. [3.3| shows the upscaled image with a resized bounding box.

Upscaled size: (640, 640)

Original size: (829, 526)
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Figure 3.3: Upscaled image from training dataset.

Credit: Images made by author with matplotlib.

3.4.3 Pilot study of Yolo part 2

Before testing the new data with the complete dataset, another pilot study of a muted

data augmentation with only two copies of each image with an element was tested. No
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resizing or upscaling of the images was done for this pilot study. This was done with the
default hyperparameters and the same tuning of the hyperparameter room described in
section The flip parameters, flip up down and flip left right, were set to zero in this
short pilot study to avoid the complexity involved in data augmentation of ultrasound

images.

The training loop and machine learning pipeline stayed the same as during the first pilot

study.

3.5 Yolo-based solution - Final model

After performing data augmentation and upscaling on the ultrasound images in the
dataset, the Yolo algorithm was tested on the final dataset. In order to optimize the
performance of the algorithm, the five pretrained models mentioned in section were
trained on different hyperparameter combinations using random hyperparameter search.
The hyperparameter room was kept the same as in the pilot study. The default values

were also tested with both 35 epochs and 300 epochs for each model.

Early stopping patience was used for the final model, where the number of epochs without
improvement was set to 5 for the models trained on 35 epochs, and 15 for the models

trained on 300 epochs.

The same training and validation loop as in the pilot study was used to train and validate
on the models with the validation set. In total, 55 models were trained. The results of
the best model from each loop were saved in a csv file, along with the corresponding
hyperparameters and results. After all the models were trained and validated, the model

with the highest mean average precision at 50% was selected as the final model.

The final model was then evaluated on the test set, which had been set aside at the
beginning of the study to ensure unbiased results. Detection was performed on the
test set using the final model, which yielded predicted labels, confidence scores, and a
precision-recall curve. These results provided valuable insights into the performance of
the final model.

Overall, the testing and evaluation process involved a systematic approach to selecting
and optimizing the final model. By carefully tuning hyperparameters and evaluating the
performance of each model on the validation set, the method was able to identify the
most effective approach for vessel recognition on ultrasound images. Using a separate
test set for final evaluation ensured that the results were unbiased and provided a reliable

evaluation of the model’s performance.
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Chapter 4

Results

4.1 Exploratory data analysis

In this thesis, the total number of unique images was 14 778. The division of the data
is described in the pie chart in fig. 1.1 24% of the data was of one or more vessels,
12% of the data was of an aorta, while 11% of the data was of an anastomosis. 45% of
the data was unknown, 2% were blank, and 7% were questionable. After removing the

questionables the total number of images in the thesis was 13 745.

Annotations of REQUEST data

Vessel (3500) Aorta (1705)
24% 12%
Anastomosis (1632)
11%
Questionable (1002) 7%
2%
Blank (344)

45%

Unknown (6596)

Figure 4.1: The pie chart shows an overview of what the annotated data in the REQUEST,
study consists of. The number beside each element in the pie chart, is number of images
containing the element.

Credit: Image made by author with matplotlib
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For the training data, the division of the classes is shown in fig. £.2] The percentage
of images without objects in the training data before data augmentation was 51%. The

training data was 70% of the total data.

Annotations of REQUEST data

Aorta (1192)

Vessel (2432)

12%
25% Anastomosis (1160)
12%

Blank (249) 3%

48%

Unknown (4588)

Figure 4.2: The pie chart shows the division of training data before data augmentation.
The number beside each element in the pie chart, is number of images containing the
element.

Credit: Image made by author with matplotlib

After data augmentation explained in section [3.4.1] the division of the complete data
was changed to the pie chart in fig. Questionables were removed, and the images
containing vessels, aortas, and anastomosis were increased. Total number of images used
after data augmentation was 28 028. 5241 of the images were of aortas, 5103 were of
anastomosis, 10744 were of vessels, 6596 were unknowns, and 344 of the images were

blank. Percentage of images without objects went from 50.3% to 24.76% of total images.
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Annotations of REQUEST data

Aorta (5241)

19% Anastomosis (5103)

18%

38%
Vessel (10744) 23%

1%
Unknown (6596)

Blank (344)

Figure 4.3: The pie chart shows the division of data after data augmentation. The number
beside each element in the pie chart, is number of images containing the element.

Credit: Image made by author with matplotlib

The labels in the training data after data augmentation was divided as shown in fig. [4.4]
The data augmentation was only done on the training data. After data augmentation
the percentage of the images without an object in the training data was changed from
51% to 20%.

Annotations of REQUEST data

Aorta (4741)

20% Anastomosis (4634)

19%

41% 19%

Vessel (9692) Ty Unknown (4588)

Blank (249)

Figure 4.4: The pie chart shows the division of the training data after data augmentation.

Credit: Image made by author with matplotlib
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Most of the images containing elements only had one bounding box per image, and one
bounding box for the direction of the probe. The images containing vessels, could have
multiple elements in one image. Before data augmentation 548 of the images had 2 vessels
per image, 162 of the images had 3 vessels, 21 of the images had 4 vessels per image and
1 of the images had 5 vessels per image. The total number of vessels in this dataset
before data augmentation was 4429. After data augmentation the division of the number

of vessels in the ultrasound images was changed to the numbers shown in fig.

Number of vessels per image
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Figure 4.5: The bar chart shows number of images after data augmentation with the
different number of vessel per image.

Credit: Image made by author with matplotlib

The total number of vessels in the dataset after data augmentation was 13 645.

64



Fig. shows typical good examples of the structures that can be found in the dataset.
The typical examples are taken from the training set. The structures are (a) transversal

vessels, (b) longitudinal vessels, (c¢) anastomosis, (d) aortas.

Figure 4.6: These images are typical good examples from the training dataset. The
images are used to clearly show what kind of structures that was looked at in this thesis.
Image (a) is a typical example of an transversal vessel, image (b) is a typical example of
an longitudinal vessel, image (c) is a typical example of an anastomosis and image (d) is
a typical example of an aorta.

Credit: REQUEST study from Medistim
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Typical examples of a blank image and an unkown image without any elements are show
in fig. .71 These images are from the training dataset.

(a)

Figure 4.7: Image (a) is a typical example of an blank image, image (b) is a typical
example of an image labeled unkown.

Credit: REQUEST study from Medistim

As seen in fig. [4.7, the blank images are mostly black with a white area at the top
from the air touching the ultrasound probe. The unknown image is an image without
any noticeable structures. These images often appear at start and at the end of an

ultrasound video before the probe has touched the structure that is being imaged.

The size of the elements in the images varied with the type of element. This was because
the annotations represented the suggested position of the [Rol| box on the ultrasound
system. The bounding boxes of the vessels were smaller squares or rectangles if the
vessels were transversal. If the vessels were longitudinal, the bounding boxes were a
longer and narrower horizontal rectangle. Anastomosis was a bigger rectangle that took
up a bigger piece of the image, but not the whole image. The aorta images were more
vertical, and the bounding boxes of the aortas took up most of the image with a vertical
rectangle. Figure shows a typical example of annotations of a transversal vessel,

longitudinal vessel, anastomosis, and an aorta.
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Annotated image
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Figure 4.8: These images are good examples of the structures with annotation from the
training dataset. Annotations with (a) a typical example of transversal vessel, (b) a
typical example of a longitudinal vessel, (c) typical example of an anastomosis and (d) a
typical example of an aorta.

Credit: REQUEST study from Medistim

As mentioned in section the annotations of the data were done by three different
individuals. Because of this, the annotations varies a little in some cases. In fig. 4.9

annotations of two similar anastomosis are shown. In the first image the bounding box
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covers the entire anastomosis but not the rest of the vessels which belongs to the anas-
tomosis. In the second image, the bounding box is wider and covers the vessels around

the anastomosis as well.

Annotated image Annotated image
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(a) (b)

Figure 4.9: Both of the images are annotations of anastomosis. Image (a) shows a smaller
but higher annotation of an anastomosis. Image (b) is longer but cuts of the upper vessel.

Credit: REQUEST study from Medistim
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4.2 Results of pilot study of Yolo

The best results of the first Yolo pilot study are shown in table [£.1 The first run was
done while the flip up down and flip left right was still tuned. The second run was done
with the flip parameters set to 0, and with tuned hyperparameters. The last best run

was done with default hyperparameters and flip set to 0, but with 300 epochs.

Table 4.1: Best of the results from the Yolo pilot study.

Best run 1 | Best run 2 | Best run 3
Model architecture Yolovbm Yolovbl Yolovbn
Learning rate 0.1 0.1 0.01
Momentum 0.84 0.786 0.937
Weight Decay 0.0009 0.0008 0.0005
Flip Up Down 0.07 0.0 0.0
Flip Left Right 0.14 0.0 0.0
Epochs 35 35 300
Batch 16 16 16
Precision 0.4582 0.4245 0.4360
Recall 0.6311 0.6178 0.6634
mAP50 0.4367 0.4127 0.4440

As table shows, the first best run used the middle sized weights with 21.2 million
parameters, the second best run used the large sized weights with 46.5 million parameters,
while the last best run used the smallest weights with 1.9 million parameters. The mean
average precision at 50% for the first best run was 43.67%. The mean average precsion at
50% for the second best run was 41.27%, and the last best run achieved a mean average

precision at 50% at 44.40%. The mean average precision was tested on validation data.

4.3 Results of pilot study of RetinaNet

After training and testing several different instances of RetinaNet in the pilot study, it
was found that the mean average precision given by the network was very low. This
was an indicator that there was something wrong with either the data or the set up of
the network. A training loop without pretrained weights was also tried, but this did not
increase the mean average precision. To gain further insight and improve the network,

additional analysis and debugging was necessary.
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Table shows three of the best runs for the RetinaNet model, the hyperparameters
for these runs. All of the three runs had default hyperparameters but with different
number of epochs or pretrained weights. The first run was with pretrained weights and
100 epochs, the second run was without any pretrained weights and 100 epochs, and the

third run was with 500 epochs and pretrained weights. The pretrained weight used was

ResNetb50_coco_best_v2.1.0.hd

Table 4.2: Best results from RetinaNet pilot study

Best run 1

Best run 2

Best run 3

Weights
Learning rate
Batch size
Steps

# of epochs
mAP_ weighted

pretrained
0.00001

16

897

100

0.0708

Not pretrained
0.00001

16

897

100

0.0737

pretrained
0.00001

16

897

500

0.0648

As table shows, the first run with 100 epochs and pretrained weights achieved a mean
average precision at 7.08%. The second run without any pretrained weights achieved a
mean average precision at 7.37%. The last run with 500 epochs achieved a mean average

precision at 6.48%. The mean average precision was tested on the validation data.

4.4 Results of pilot study of EfficientDet

The Birget controller used for training the EfficientDet models could only handle the first
three pretrained weights without being out of memory. In the end, the hyperparameters
in table along with the three smallest weights were trained, but further training did

not proceed because of time and resources.

Table 4.3: Best results with the belonging hyperparameters for EfficientDet. AP is the
average precision with an at 50%

Best run 1 Best run 2 Best run 3
Weights efficientdet-d0.pth | efficientdet-d1.pth | efficientdet-d1.pth
Learning Rate 0.001 0.00001 0.00001
Batch Size 12 12 12
Epochs 10 10 10
AP at 50% IoU 0.296 0.351 0.325
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Table shows the best results from the three different weights that was tested. The
models were evaluated with average precision (AP) with an at 50%. The smallest
weight with 3.9 million parameters managed an AP at 50% at 29.6 %. The two next
weights with parameters respectively at 6.6 million and 8.1 million parameters had the
same hyperparameters, with AP at 50% at 35.1% and 32.5%. The models were evaluated
with the validation data.

4.5 Results of pilot study of Yolo part 2

The results of the pilot study number 2 of Yolo is shown in table [£.4] This pilot study
was done with a less advanced data augmentation with two copies of each image with an
element. No resizing or upscaling was done for this pilot study. Total number of images
in this pilot study was 17 323. The table shows the best run of one of the models that

was trained.

Table 4.4: Best of Yolo results from pilot study 2.

Yolo best run
Model architecture Yolovbs
Learning rate 0.01
Momentum 0.937
Weight Decay 0.0005
Flip Up Down 0.0
Flip Left Right 0.0
Epochs 35
Batch 16
Precision 0.676
Recall 0.689
mAPS50 0.6996

The best run for pilot study 2 for Yolo had default parameters for hyperparameters, along
with 35 epochs. The pretrained weight used was the small sized modell with 7.2 million
parameters. The mean average precision at 50% achieved was 69.96% for this run. The

mean average precision was tested on validation data.
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4.6 Results of Yolo-based solution - Final model

After the pilot studies, Yolo had the most progress in the results and ended up working the
best with the REQUEST|data. Because of resources and time, RetinaNet and EfficientDet

were not explored any further.

The three best models from the final Yolo-based solution is shown in table 1.5l The
models were trained on the final dataset with full data augmentation and resizing of the

ultrasound images.

Table 4.5: Best of Yolo results after data augmentation and resizing of the ultrasound
images. The models were evaluated on validation data.

Yolov5 run 1 | Yolov5 run 2 | Yolovb run 3

Model architecture Yolovbx Yolovbx Yolovbm
Learning rate 0.01 0.01 0.1
Momentum 0.937 0.937 0.867
Weight Decay 0.0005 0.0005 0.0003
Flip Up Down 0.0 0.0 0.0

Flip Left Right 0.0 0.0 0.0
Epochs 35 300 35
Batch 16 16 16
Precision 0.6517 0.6853 0.6575
Recall 0.7070 0.7191 0.7242
mAPS50 0.7097 0.7185 0.7141

Run 1 for the final Yolo-based solution had default hyperparameters. The pretrained
weights was the largest model Yolovbx with 86.7 million parameters. The mean average
precision at 50 % achieved was 70.97% for this run. Run 2 had the same default parame-
ters with the largest pretrained weights, but the model was trained with 300 epochs. The
mean average precision at 50% achieved was 71.85%. The last model in table had
the medium pretrained weights with 21.2 million parameters. The hyperparameters was
tuned and number of epochs was set to 35. The mean average precision at 50% achieved

was 71.41%. The mean average precision was tested on validation data.

As the table [4.5] shows, the run named Yolov5 run 2 had the highest mean average
precision at 50%. This model was therefore picked as the final model in the model

selection. The final model was then tested and evaluated on test data.
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4.6.1 Results of final model

The hyperparameters, precision, recall and mean average precision at 50% for the final
model that was tested on the test set is shown in table [4.6]

Table 4.6: The results of the final model. The model was tested on test data.

Final model
Model architecture Yolovbx
Learning rate 0.01
Momentum 0.937
Weight Decay 0.0005
Flip Up Down 0.0
Flip Left Right 0.0
Epochs 300
Batch 16
Precision 0.6604
Recall 0.7294
mAP50 0.7177

After evaluating the final model, the outputs of the model were precision, recall, and
mean average precision, given in table The precision of the final model was 66.04%,
while the recall was 72.94%. The mean average precision at 50% was 71.77% for the final

model.

Table 4.7: The results of the final model. The model was tested on test data.

Precision Recall mAP50
Transversal 0.672 0.748 0.758
Longitudinal 0.626 0.665 0.646
Vessel 0.676 0.686 0.699
Anastomosis 0.624 0.552 0.515
Aorta 0.704 0.996 0.971
All 0.660 0.729 0.718

Table shows the precision, recall, and mean average precision at 50% for the orienta-
tion of the probe and the three anatomic structures that was labeled in the dataset. The
final model identified the vessel oritentation with 75.8% mean average precision for the

transversal images, and 64.6% mean average precision for the longitudinal images. The
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final speed of inference in both recognizing vessels and identifying the vessel orientation

was 5.6 milliseconds per image.

Fig [4.10] shows the precision-recall curve for the final model from the evaluation of the

final model on test dataset.
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Figure 4.10: The figure shows the precision-recall curve for the final model on test set.

Credit: Image made by author

The model also outputed detection images with bounding boxes around the region of
interest (Rol) and the predicted labels. Figure shows the 3 images from the test
set that had the highest confidence score. The ground truth and the predicted labels are
also visualized. Figure shows the 3 images with the lowest confidence scores from
the test set with a confidence threshold at 0.1. Figure [4.13| shows 3 random images in

the test set with the corresponding ground truth and predicted labels.
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Figure 4.11: The images from the test dataset with the highest confidence scores with
bounding boxes. 75
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Chapter 5

Discussion

The goal of this master thesis was to investigate how machine learning could be used on
existing intra-operative ultrasound data to contribute to vessel recognition and classify-
ing vessel properties on ultrasound images. Three machine learning models were tested,
but only Yolo was used in the final study. The final Yolo model achieved good results
after data augmentation and upscaling of the images. The model recognized the vessels
with 71.77% mean average precision, identified the vessel orientation with 75.8% mean
average precision for transversal images, and 64.6% mean average precision for longitudi-
nal images. The final model solved both tasks with a speed of inference per image at 5.6
milliseconds. The objective of vessel recognition, aiming for 82.10% mean average preci-
sion, and the objective of achieving 95% mean average precision for feasibility in clinical
practice were not completed. Additionally, the objective of identifying vessel orientation
with 80% mean average precision was not achieved. However, the objective of solving all

of these tasks in less than 10 milliseconds was successfully accomplished.

In this chapter, the results presented in chapter |4| are discussed, including what went well
and what could have been improved. Furthermore, the discussion will include how the

results from this master thesis could be used for future research and in clinical practice.

5.1 Final model

The final model achieved an overall precision of 66.04% and recall of 72.94%, with a

6.9% difference. This indicates a balanced performance between accurately predicting
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the structures and orientation and capturing the majority of the structures. The overall
mean average precision achieved was 71.77%. Even though the mean average precision
was less than the objective of this thesis, it is important to acknowledge that this research

still holds a significant value.

Achieving a mean average precision of 82.10% would have been an important milestone,
as it would have represented an improvement over the current state-of-the-art. However,
the target user of the ultrasound systems is typically a nurse or other medical profes-
sional rather than a surgeon or diagnostician. As such, the machine learning model is
intended to serve as an aid to the system’s operator rather than as a diagnostic tool.
By incorporating a machine learning algorithm to assist the operator, the ultrasound
system progresses towards reducing reliance on the system’s operator. While a higher
mean average precision is be desirable, it may not be strictly necessary for the purpose

of providing effective assistance to the user.

Previous research has yet to use the data from the REQUEST|study for machine learning
purposes before. Furthermore, this research stands out as one of the first attempts
to conduct a multicenter study in the context of intra-operative ultrasound and the
application of machine learning techniques. Including data from multiple medical centers
enhances the diversity of the results, making them more representative and applicable
to real-world scenarios. While the achieved precision, recall, and mean average precision
may not have reached the initial objective, it is crucial to recognize that the model can
still serve as a valuable supporting tool. These results provide a starting point and
valuable insights into the feasibility and potential of machine learning in the context of

intra-operative ultrasound.

5.1.1 Results of the individual structures

When analyzing the performance of the object detection model, a small difference and
a slight decrease in performance were observed for the test set compared to the valida-
tion set. The overall mean average precision for the validation set was 71.85%, while
the test set achieved a mean average precision of 71.77%. Although the difference was
notably small at 0.8%, it is worth considering the potential implications of this perfor-
mance decline. Such a small difference could indicate variance in the data in the form of
imbalanced class distribution or the possibility of overfitting the model. To maintain the

model’s overall performance and generalization abilities, it is essential to be aware of the
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effects of any potential variances or overfitting. Further exploration of these factors was

not done due to the small difference in this case.

Analyzing the individual structures with the results in table [4.7] shows that the results
varied. Aorta had the highest mean average precision at 97.1%, while anastomosis had
the lowest mean average precision at 51.5%. This indicates that the aorta performed
better than the other structures. The vessel and the aorta had a higher recall than
precision, with the difference being 1% for the vessel and 29.2% for the aorta. The aorta
had a higher precision than all other structures with a precision of 99.6%. A high recall
suggests a lower rate of false negatives implying that most of the images of the aorta
were predicted as an aorta. The anastomosis was the only structure with a lower recall
than precision, with a difference of 7.2%. Since the precision was higher for anastomosis,
the model made more accurate positive predictions but still missed a number of actual

images of anastomosis.

Considering the orientation of the probe, the transversal orientation had a higher perfor-
mance in mean average precision. The transversal orientation accomplished a mean av-
erage precision of 75.8%, while the longitudinal orientation accomplished a mean average
precision of 64.6%. Both the transversal and the longitudinal orientation demonstrated

a higher recall than precision.

These results can also be reflected in fig. where the precision-recall curve for the
aorta is closer to an ideal model with a line closer to the right corner than the other
structures. Anastomosis is the structure with the less ideal line in the precision-recall
curve. For the orientation of the probe, the transversal orientation is closer to an ideal

model than the longitudinal orientation.

As shown in fig. [£.11], the highest confidence score in the test set was 47.14%. According
to an article by Microsoft [46], a confidence score between 30-50% is a low confidence,
which gives a typical related answer. A confidence between 50-70% is a medium confidence
which gives a fairly good answer that should answer the main intent of the object detection
model. A confidence score over 70% is a high confidence that gives a good answer. The
confidence for the final model on the test set was therefore lower than ideal. The images
of the aorta had higher confidence scores than the vessels and anastomosis. This is in

accordance with the results for precision, recall, and mean average precision for the labels
in table .71

The confidence threshold for the final model was set as default 10%. The model had to
be 10% sure that the prediction was right before labeling the prediction. Setting a low
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confidence threshold would result in more predictions being accepted, but this could also
increase the rate of false positives for the model. A higher confidence threshold would
ensure that only certain predictions or classifications would be accepted, which could
result in a higher rate of false negatives. Changing the confidence threshold could have
an impact on the overall performance of the model. The three images with the lowest
confidence scores in the test set are shown in fig. were still predicted with the right

label, even if the confidence scores were at the threshold of 10%.

5.1.2 Implementation of the final model

The performance of the models on the validation dataset in both the pilot study shown
in table [4.1] and the final model shown in table [4.5] shows that the default values of the
hyperparameters had the best results most of the time. Because the difference between the
results for the default values and the hyperparameter tuning was small, hyperparameter

tuning should still be considered to improve the model.

The way the hyperparameter tuning was done in this thesis was also a choice that could
have affected the final results. There are two common methods for hyperparameter tuning
in machine learning; grid search and random search [35]. Grid search involves selecting a
hyperparameter room and testing every possible combination of values. Random search
involves selecting hyperparameters randomly from the hyperparameter room and training

the models on those values.

One of the advantages of grid search is that it is guaranteed to find the optimal hyper-
parameters within the hyperparameter room, provided enough computational resources
are available. However, grid search can be computationally expensive, particularly when
working with a large number of hyperparameters or when the ranges in the hyperparam-
eter room are wide. Random search, on the other hand, has several advantages. Firstly,
it is more computationally efficient than grid search, as it only requires running a subset
of the possible combinations. Secondly, it has been shown to be effective at finding good
hyperparameters, particularly when the number of hyperparameters is large [35]. This
thesis used a random hyperparameter search because of limited computational resources

and time.

Early stopping was also implemented for the final model due to time constraints and
hardware challenges (see section . Changing the number of epochs without improve-

ment could significantly impact the results. Increasing the patience level could allow for
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more epochs without improvement before stopping the training, potentially leading to
better performance. Conversely, decreasing the patience level could prevent overfitting
and promote generalization. However, early stopping may limit the model’s learning po-
tential. Experimenting with the early stopping could have led to better performance for
the final model.

5.2 Selection of machine learning task

One of the primary objectives in this thesis was to find a machine learning model that
could achieve high performance on ultrasound data and later be implemented on the
ultrasound systems of Medistim. Specifically, the two key performance indicators were
improving the current state-of-the-art mean average precision with 82.10% and a mean
average precision of 95% to make the model feasible to implement in clinical practice.
The selection of the machine learning task was based upon the use of the machine learning
model as an assistant to the user interface of the ultrasound systems. Object detection
with bounding boxes was chosen as the approach for this thesis because of the interest

in identifying and localizing the objects in the [Rol] within the ultrasound images.

Alternatively, segmentation approaches such as U-Net can also be used for vessel recog-
nition on ultrasound images. These algorithms divide the image into smaller regions and
identify the vessels within each segment. While they may be less effective at detecting
complex vessel structures or identifying vessels in cluttered backgrounds, they can provide
highly accurate segmentation maps useful for downstream analysis. Another approach
that has been explored is ellipse fitting, as demonstrated by Smistad in 2016 [62]. This
method involves fitting ellipses to the vessels in the ultrasound images and using these
shapes to extract vessel features for classification. While this approach can be highly
effective for specific vessel types, it may be less robust in the face of variability in vessel

shape.

Ultimately, the choice of machine learning task will depend on a number of factors,
including the specific application, the availability of data, and the desired level of inter-
pretability. Because of the main objective and usage of the machine learning model on
the ultrasound systems, the object detection models Yolo, RetinaNet, and EfficientDet

were chosen in this thesis.
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5.3 Selection of object detection models

This thesis’s choice of object detection algorithms was based on two main criteria, achiev-
ing a high mean average precision and near real-time prediction capabilities. The models
selected were Yolo, RetinaNet, and EfficienDet, which are all state-of-the-art object detec-
tion models that have demonstrated high mean average precision on various benchmark

datasets.

5.3.1 Selection of Yolo

Yolo is a popular and efficient object detection family with promising state-of-the-art
performance, high mean average precision, and fast inference speeds. The latest version
at the start of this master thesis, Yolovh, was released in 2020, and updated for the last
time at the end of 2022. In September 2022, the paper for Yolov6 was released [19], and in
July 2022, the paper for Yolov7 was released [70]. In November 2022, the newest version
of Yolov8 was released by the same developers as Yolovh [2I]. The implementation of
these versions was not tested as much as Yolov) at the start of this master thesis. Yolovh

was therefore chosen to be explored further.

Yolov) is designed to be easily customizable and adaptable to different applications. It
has a modular architecture that allows for easy modification and customization, making
it suitable for fine-tuning specific datasets. This is particularly useful in medical imaging,
where datasets can be diverse and unique. Furthermore, YOLOV5 is well-known for its
simplicity and ease of use. The model is lightweight and simple to train, with a simple
pipeline that requires little data preprocessing. This makes it accessible to researchers
with limited machine learning experience while still delivering state-of-the-art perfor-
mance. The model has been used in medical imaging before on computed tomography
(CT) [25] and magnetic resonance imaging (MRI) [I4], but it has also been tested on
ultrasound images with good results [13], [73]. This makes Yolov5 a reliable and effective

tool for medical image analysis.

5.3.2 Selection of RetinalNet

RetinaNet was also chosen because of its speed and comparative object detection per-
formance. RetinaNet’s Feature Pyramid Network (FPN) allows for detecting objects of
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varying sizes and resolutions, which is a desirable characteristic for ultrasound images.
The hierarchical feature extraction in [FPN| enables the model to identify objects with
high precision, even in noisy ultrasound images. Additionally, RetinaNet employs a focal
loss function that addresses the issue of class imbalance, which is often present in medical

imaging datasets.

The architecture of RetinaNet is highly efficient, with fast inference speeds and low
computational requirements. The model has been tested on ultrasound images with
good results [40], [24]. This makes it a practical choice for real-time object detection on

ultrasound images.

5.3.3 Selection of EfficientDet

EfficientDet uses a compound scaling technique that balances the model’s depth, width
and resolution. This enables EfficientDet to efficiently detect objects of different sizes
and shapes, which is an important characteristic for ultrasound images. Furthermore,
EfficientDet is known for its efficiency, which is important for ultrasound imaging which

is a real-time imaging modality.

EfficientDet has also been tested on ultrasound images with promising results [16], [39].

EfficientDet was therefore one of the three models chosen for this master thesis.

5.4 Pilot studies

This master thesis started with three different pilot studies of three different models to
test the fit of the dataset on the different models. Pilot studies are a type of exploratory
investigation that is frequently carried out prior to the start of major research studies.
Pilot studies are designed to verify the feasibility and validity of the study approach, and
to identify any potential issues or constraints that may develop during the data collection
and analysis phase. In this case, the pilot study was used to help ensure that the final
model was well-designed and identify any necessary modifications to the data. Although
it would have been ideal to test all models, time and resources were insufficient. By doing
the pilot studies on each of the models, a better understanding of their strengths and

weaknesses was gained.
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The ultimate goal of the pilot studies was to ensure that the final model chosen was
appropriate for the objective of this thesis and gain an understanding of how to use it
more effectively. Yolo was chosen as the final model after the three pilot studies because
of the higher mean average precision and most development in the results during the pilot

study.

In the first pilot study of Yolo, the results were not as promising as anticipated. The
best model achieved a mean average precision at 50% of 44.40%, which was only half of
the desired outcome. Notably, the precision value was considerably lower than the recall,
with a difference of 22.74%. This indicates that the model’s ability to accurately identify
the structures and orientation and classify the objects could have been more consistent
compared to its ability to detect objects. Despite achieving less than ideal results, Yolo
still outperformed the other models in terms of overall performance, progress, and stability
throughout the three pilot studies. The model had the highest level of improvement in
the results throughout the pilot study.

The results of the pilot studies of RetinaNet and EfficientDet could have been better.
RetinaNet achieved an unexpectedly low mean average precision, despite implementing
various techniques, which did not improve. Different batch sizes and the number of epochs
were tested but failed to make any enhancements. The best performing RetinaNet model
achieved a mean average precision below 10%, indicating that more debugging and data

exploration had to be done to use RetinaNet.

EfficientDet had computational challenges from the start, as the model failed to train with
the pretrained weights due to memory constraints. After experimenting with different
batch sizes and configurations, the first three weights of EfficientDet were successfully
used in training. However, the best model of EfficientDet achieved an average precision
at 50% of 32.5%. Due to the computational difficulties and time constraints, further

exploration of EfficientDet was therefore not done.

A number of factors may have influenced these results. One significant reason for the
superior performance of Yolo, compared to the other models, could be the extensive data
preprocessing and analysis done for Yolo. Data preparation, which involves cleaning,
transforming, and preparing the data for analysis, is an essential step in machine learning.
Because Yolo was the primary model of interest before the pilot studies more data and
annotation analytics were done for Yolo compared to RetinaNet and EfficientDet. This
made it easier to check if the model interpreted the annotation correctly when it was

used in the model.
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Another factor that could have impacted the pilot studies is the configuration of the
machine learning models. The performance of a model is heavily dependent on various
configuration settings such as hyperparameters, number of layers, and activation func-
tions used. Improper configuration of the models could have contributed to their poor

performance.

Hardware and resource limitations could have played a role in the incomplete pilot exper-
iments, particularly in the case of EfficientDet. Significant computational resources, such
as specialized hardware or extensive amounts of memory, may be required to train and
evaluate machine learning algorithms. Unfortunately, because this was not a controllable
variable in the thesis project, the system may not have had the resources required to run

the model properly

5.5 Dataset challenges

One of the primary challenges in using ultrasound data for object detection was the
inconsistency in the data itself. The quality of ultrasound images could vary significantly
based on the patient’s body type, the operator’s experience, and the equipment used. The
images varied in resolution, contrast, and signal-to-noise ratio. These variations can make
it challenging to develop object detection models that can be generalized to serve diverse
ultrasound images. In particular, a low signal-to-noise ratio can make identifying and
distinguishing small or low-contrast objects challenging. Another challenge was operator
inconsistency, which can be caused by a lack of ultrasound experience or training. In
some cases, cardiac surgeons may not have received adequate ultrasound training, which
can lead to inconsistencies in the collected data, such as variations in imaging settings or

scan planes.

In ultrasound data, the objects in like anastomosis, aorta, and vessels, are less com-
mon than background images without any object of interest. This leads to class imbalance
and could make it difficult to train models that can accurately detect these objects. Data
augmentation was done to address the class imbalance and create a more diverse training

dataset in this thesis.

Upon reviewing the results from pilot study 1 of Yolo in table and pilot study 2 of
Yolo in table £.4] the mean average precision at 50% increased from 44.40% to 69.96%.

This improvement indicates that the implementation of data augmentation techniques
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positively impacted the performance of Yolo. After resizing, upscaling and intensifying
the data augmentation, the mean average precision at 50% increased from 69.96% to
71.85% on the validation data. Comparing the improvements achieved between the pilot
studies and the final model shows that the initial data augmentation had a more sub-
stantial impact on enhancing the model’s performance than the full data augmentation

implementation with resizing and upscaling.

The data augmentation techniques, such as rotation and horizontal and vertical flip,
were less effective for the machine learning model. In fact, studies by Tirindelli et al.
[23] and Wulff et al. [74] have highlighted that applying these techniques could result
in unrealistic ultrasound images inconsistent with the physical model of attenuation and
displacement between the transducer’s location and the image content. These factors can
create shadow regions and gaps between the wave source and reflective tissue, leading to
highly unrealistic synthetic samples. This was also why the hyperparameters for flipping
the image up and down, left and right, led to worse results when these were not set to
0. Wulff et al. also mention how contrast could be an issue with data augmentation on
ultrasound images. However, some ultrasound systems, including the systems the images
in this thesis were taken from, have contrast adjustments as one of the on screen controls.
Different systems can also use different presets with different contrast adjustments. Con-
trast adjustments would in our case not create an unrealistic image and were therefore

adjusted in the data augmentation part in this thesis.

In addition to the previously discussed challenges, another challenge faced by the ultra-
sound dataset used in this thesis was the difference in size between the images of the aorta
and the images of the anastomosis and vessels, based on the depth set for the ultrasound
probe. Such differences in image size can create difficulties in developing models that can
accurately detect objects across a range of ultrasound images. However, it is noteworthy
that operators typically adjust their imaging modality to visualize the aorta accurately.
Therefore, in this thesis, the size of the aorta was left as it is to avoid altering the imaging

modality and compromising the accuracy of the ultrasound data.

5.5.1 Annotation noise factors

Annotation noise factors were also one of the main challenges during this master the-
sis. The annotation of the ultrasound images in the dataset was carried out by three
different people. This approach can have advantages and disadvantages in terms of the

quality and reliability of the dataset. Multiple annotators can result in a more diverse and
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representative dataset, as different people may interpret the images in differently based
on their expertise, experience, and personal biases. This helps capture the real-world
variability and complexity of ultrasound images, which is critical for developing object
detection models that can generalize to different settings and populations. Furthermore,
incorporating multiple annotations per image can help improve the precision and consis-
tency of the dataset, as disagreements and errors can be identified and resolved through

agreement.

On the other hand, involving multiple annotators can also introduce inconsistencies and
errors in the dataset, particularly if there is no clear standard or guideline for annota-
tion. The annotation of ultrasound images requires careful attention to detail, as small
differences in the labeling or measurement of features can have significant implications

for the precision and usefulness of the dataset.

The annotation in this thesis was done by non-experts and non-clinicians, and the level
of experience of the annotators could affect the quality of the annotations. Less experi-
enced annotators may miss subtle or complex features in the ultrasound image, leading
to inconsistencies and subjective interpretation of the images. Most of the papers men-
tioned in section had annotations performed by experts [34], [65], [76], [33],[28], [3],
[18]. Generally, annotations on ultrasound images are performed by trained clinicians.
Performance by non-experts could lead to mislabeling and misinterpretation of image

features and introduce noise into the dataset.

As shown in fig. [4.9] the annotation of the ultrasound images in this thesis led to some
variation in how the images were labeled. This noise could impact the performance of
object detection models trained on the dataset, as the models may learn to detect or
classify features that are not relevant or representative of the true underlying patterns in

the images.

To address these challenges, it is important to carefully consider the annotation process
and develop clear guidelines and standards for annotation. This helps to ensure that the
dataset is consistent, accurate, and representative of the real-world variability of ultra-
sound images. Ultimately, the goal of annotation should be to minimize the possibility
of annotation noise and other kinds of bias or mistakes while producing a high-quality
dataset that can assist with the development of accurate and dependable object detection

models for ultrasound imaging.
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5.5.2 Ultrasound noise factors

One major source of noise in ultrasound images is the presence of artifacts, which can
arise from various factors, such as the physical properties of the tissue being imaged,
the configuration of the ultrasound machine, and the positioning and movement of the
transducer. These artifacts can create false signals or distortions in the image, which can

in turn, lead to inaccurate or misleading object detection results.

One common artifact in ultrasound imaging is mirroring, which occurs when the ultra-
sound beam reflects off a strong interface, such as a bone, and produces a mirror image
of the object. This can create false positives in object detection, as the algorithm may
mistakenly identify the mirror image as a real object. Similarly, reverberation is an arti-
fact that occurs when the ultrasound beam bounces back and forth between two strong
interfaces, producing a series of overlapping echoes that can obscure or distort the true
image. This can make it difficult for object detection algorithms to accurately identify

the position and size of objects in the image.

Given the potential for artifacts to create noise in ultrasound images, it is important
to consider their impact on object detection algorithms. For example, the presence of
mirroring or reverberation artifacts can create false positives or make it difficult to dis-
tinguish between real and false objects, while attenuation or speckle artifacts can reduce
the signal-to-noise ratio and make it more challenging to detect and localize objects ac-

curately.

5.6 Hardware challenges

During the master thesis, various hardware challenges were encountered while working
with the Birget high-performance 3D controller provided by the Department of Infor-
matics at the University of Bergen. The hardware was shared among multiple master
students at the faculty. Unfortunately, the hardware’s stability posed significant obstacles

throughout the thesis, by frequent overloading leading to system downtime.

The initial method of this thesis involved the need to familiarize oneself with the hardware
and learn how to write slurm bash files to utilize it effectively. However, issues arose from

the start as the hardware experienced frequent downtime. This resulted in slow training
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of the object detection models and constant interruptions. These challenges persisted

during the first half of the year, adversely affecting the progress of the work.

Although the hardware slightly improved stability during the latter half of the year,
the situation worsened significantly in the final three months of the thesis. Periods of
downtime became a recurring problem, with periods of downtime lasting over 14 days.
This ongoing problem severely impacted the training, evaluation, and technical aspects

of the master thesis, causing disruptions and delays.

As a result, the instability and overload of the hardware directly impacted the effective-
ness and advancement of the study. The unpredictable performance of the technology
remained a persistent challenge despite deliberate efforts to reduce the impact on the
thesis, such as looking for alternate solutions and changing methods. Throughout the
thesis, careful management and emergency preparation were necessary to overcome the
difficulties brought on by the overloaded hardware and guarantee the accomplishment of

the research.

5.6.1 Improvement of the state of art

Out of all of the articles mentioned in section (1.3, only one article by Iriani et al. was
about object detection on ultrasound data [I8]. This was also the only article using mean
average precision as a performance measure. Iriani et al. used a newer version of Yolo,
Yolov7, and achieved a mean average precision of 82.10%. Frames from 60 ultrasound
videos were used in the article by Iriani et al. In this thesis, 12 850 videos were used,

leading to more unique frames than in the study by Iriani et al.

The difference between the data in the article by Irani et al. and the REQUEST| data
used in this thesis is mainly that the REQUEST] data was from a multicenter study.
The images were taken by multiple operators and surgeons, and on different ultrasound

systems. The results may have been impacted by the larger number of videos in the
[REQUEST] data compared to the data in the article by Irani et al.

One potential approach to enhance the results and improve mean average precision be-
yond that reported by Irani et al. with the data would be to adopt a transfer
learning methodology. This would involve initially training the model on ultrasound im-
ages from a single ultrasound machine and center. The model could then be further
trained on ultrasound images obtained from other centers by fine-tuning the weights ob-

tained from this initial training. This sequential training process would enable the model
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to adapt and generalize better across different centers, accounting for the variations in

image acquisition techniques and equipment used.

Additionally, considering the larger number of videos in the[REQUEST]data compared to
the dataset in the article by Irani et al, it is crucial to examine the impact of video frame
selection. Exploring different strategies for frame extraction, such as selecting key frames
or employing a more diverse set of frames throughout the video, may yield improved
results. The model could potentially learn more robust and representative features by

capturing a broader range of vessel orientations and anatomical structures.

The majority of the other articles mentioned in section [1.3| used accuracy as the perfor-
mance measure, which can not be compared to mean average precision. Classification was
also the primary goal of most of them and not object detection. As shown in table [T.1]
most of the articles mentioned had significantly fewer images in the dataset than in this
thesis. The articles with the same amount of images [7], [65], [76], [62] had images coming
from one hospital and were not a multicenter study such as the REQUEST] study.

5.7 Future work

The results of this master thesis provide a good starting point for further development
of machine learning applications on intra-operative ultrasound images. One of the key
findings of this study is that thorough preprocessing of the dataset could have yielded
better results. A suggestion for further work could be to develop a robust preprocessing
pipeline specifically tailored to ultrasound images, including removal of noise or artifacts
that could affect the model’s performance negatively, and include data augmentation as

part of this pipeline to balance the dataset.

The next step in this research project would have been to explore RetinaNet and Effi-
cientDet more with the same dataset. A more custom preprocessing of the dataset to
each network, and more data exploration around the two models could lead to more

combarable results to Yolo.

Another step for further work is to explore object detection on ultrasound videos. Since
the goal of introducing machine learning with ultrasound is to increase the effectiveness
of ultrasound systems, object detection on real-time videos would be particularly useful.
Yolovh can be used on inference of mp4 videos [20], allowing the results of this master

thesis on static images to be used for further research on videoes. The study done by
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Iriani et al. in December 2022 [18] used Yolov7 for real-time detection of cardiac objects
with fetal ultrasound video, achieving a mean average precision of 82.10%. Exploring
this field with newer versions of Yolo on the |REQUEST| dataset could improve the state

of the art of object detection on ultrasound videos.

However, there are several challenges with object detection on ultrasound videos. First,
as Yolo is trained on images, the ultrasound videos would have to be extracted into a
dataset of individual frames before beginning training. Additionally, accurate labeling
can be difficult due to ultrasound videos’ low contrast and poor image quality, making
it time-consuming and difficult to annotate. Finally, real-time processing of ultrasound
videos can be computationally demanding, which could limit the practicality of using

Yolo for object detection on real-time ultrasound.

In addition to exploring object detection on ultrasound videos, another direction for
further research is to implement the object detection model on ultrasound systems. This
would involve integrating the trained model into the ultrasound system to allow real-
time object detection during ultrasound examinations. The implementation of object
detection on ultrasound systems would require addressing some technical challenges. For
example, the computational requirements of running the object detection model in real-
time on an ultrasound system may be quite high, so optimizing the model’s architecture
for deployment on such systems would be crucial. Additionally, the model would need to
be integrated into the ultrasound system’s workflow, which could involve modifying the

system’s software and hardware components.

Despite these challenges, real-time ultrasound videos with object detection present in-
teresting possibilities for using ultrasound systems. In comparison to static imaging
modalities, real-time ultrasound with object detection can offer a more dynamic and
thorough view of anatomical structures and pathology, which could increase diagnostic
precision and guide treatment choices. Future research should therefore look into ways
to maximize the computational resources required for real-time processing and ways to
get over the difficulties associated with training and implementation of machine learning

on ultrasound systems.
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5.8 Conclusion

This master thesis explored the application of machine learning techniques on existing
ultrasound data for vessel recognition and classification of vessel properties. A pilot study
with three different object detection models was tested, with Yolo emerging as the model

with the best performance and further investigation.

Although the final model did not achieve the intended objectives regarding the mean
average precision for vessel recognition or vessel orientation, the final model successfully
accomplished the goal of speed optimization. Despite the setback, the research conducted
in this thesis holds significant value and relevance. Notably, this research is the pioneer-
ing work utilizing a dataset derived from a multicenter study for machine learning on
ultrasound images. Additionally, it represents the first research to use machine learn-
ing techniques on intra-operative ultrasound images. These aspects contribute to the

significance of the findings and the advancement of knowledge in this field.

While the results may have yet to improve upon the existing state of the art, the insights
gained through this thesis serve as a vital starting point for future research. The feasibility
and potential of machine learning in the context of intra-operative ultrasound have been
illuminated, offering valuable groundwork for further exploration and development of

machine learning on intra-operative ultrasound.
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Appendix A

Programming code

All of the code can be found at this Github link:
https://github.com/juliacv/Masterthesis.git

The data used in this thesis belongs to Medistim and can not be made publicly available.
As a result, running the code in this repository with the original data is not possible. In
order to run the code, one must clone the repositories for Yolovs [20], RetinaNet [22], and
EfficientDet [79] and add the appropriate data for each model. The validation code for
Yolo and RetinaNet are slightly changed, and can be found in the git repository. Conda

enviroment files can also be found in git.

The Preprocessing folder contains separate codes for Yolo, RetinaNet, and EfficientDet.
These codes are responsible for splitting the data and performing data augmentation.
In addition, the exploratory data analysis files contain code for visualizing the bounding
boxes, testing the resizing and data augmentation, and creating pie charts to analyze the
data.

Lastly, the Birget folder includes the slurm controller and Python files necessary to run
the networks after cloning the original repositories and adding the data for each model.

Folder names and paths have to be changed to be able to run the codes.

Read the README.md file for more information of the most important files.
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