
1. Introduction
The present study investigates near-surface winds over Scandinavia in historical and future climates using 
the multi-model Coordinated Regional Climate Downscaling Experiment (CORDEX) ensemble for Europe 
(EURO-CORDEX; Jacob et al., 2014). While temperature and precipitation are the two most studied variables 
in the context of climate change, wind close to the surface, despite its potential for leading to large damages 
when strong, is less frequently addressed. The main reasons for this are the wind's inaccurate representation in 
coarse resolution climate models and even in some higher resolution models (e.g., Hewson & Neu, 2015; Kunz 
et al., 2010; Laurila et al., 2020; Li et al., 2019; McInnes et al., 2011) and the lack of high-quality gridded wind 
reference data set. Therefore, in order to reliably estimate any change in wind, higher resolution simulations of 
regional climate models (RCMs) are needed along with bias correction to adjust their outputs toward a refer-
ence data set. Here, we make use of a multi-model ensemble of EURO-CORDEX high resolution downscal-

Abstract Twenty historical and future Coordinated Regional Climate Downscaling Experiment ensemble 
for Europe simulations are bias corrected to investigate the future changes in the daily maximum wind 
speed over Scandinavia. We use quantile mapping to adjust the wind for the historical period (1985–2014) 
and quantile delta mapping for two future periods (2041–2070, 2071–2100, RCP8.5) with the 3-km spatial 
resolution NORA3 hindcast as the reference data set. Decomposing the variance, we find that most of the 
inter-model spread in the bias and the response to climate change is due to the regional climate model over 
land and mainly to the general climate model over sea. On average, the mean daily maximum wind speed is 
projected to increase everywhere except along the western coast of Norway and Denmark. In summer, we 
see an opposite sign over Sweden and Finland. The Norwegian Sea experiences weaker mean and high wind 
whereas the Baltic Sea experiences a strengthening. Bias correction influences the amplitude of the response, 
not the response pattern. Wind speed distributions can have different shapes in the future, with, for example, 
a flattening of the distribution off the coast of Norway with more frequent weak and very strong winds. Apart 
from a few locations in Norway, we find an increase in the number of days in the local highest historical wind 
category. Overall, summer exhibits opposite signals compared to the three other seasons. At country scale, 
the sign of the change in the mean and 98th percentile varies greatly depending on the region and among the 
simulations, especially for Norway.

Plain Language Summary The Coordinated Regional Climate Downscaling Experiment ensemble 
for Europe consists in running regional climate models (RCMs) to improve the spatial resolution and climate 
simulation of global climate models outputs. In the present study, we use 20 of these simulations, named 
downscalings, to investigate future changes in the daily maximum wind speed over Scandinavia. As models 
are not perfect, they present some biases that we correct using quantile mapping, a method adjusting the 
whole wind speed distribution toward a reference distribution. The reference chosen is the Norwegian hindcast 
NORA3 that has a 3-km spatial resolution. We show the added value of downscaling and that the bias pattern 
over land is mainly driven by the RCM. However, the bias correction does not modify the patterns of the future 
changes in wind speed. On average, the mean daily maximum wind speed will increase in Sweden, Finland, and 
southeastern Norway whereas it will decrease over Denmark and the Norwegian coast. Although the changes 
are small, more than 80% of the countries' area has the same response sign, except Norway. Over most of 
Scandinavia, the number of days within the category of largest historical local wind increases in the future. As 
in previous studies, we find large model uncertainties in the future projections.
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ing simulations corrected using a very high resolution hindcast simulation 
(NORA3 by Haakenstad et al., 2021) as reference to examine the wind over 
Scandinavia (Figure 1) in historical and future periods.

Wind can arise from various meteorological phenomena (see e.g., Markowski 
& Richardson, 2010). A large pressure gradient, as found around cyclones, 
is associated with intense geostrophic wind at the surface. In extratropical 
cyclones, there can also be strong winds along the fronts. Temperature gradi-
ents may also trigger wind, such as land-sea and mountain-valley breezes 
and katabatic/anabatic winds. At smaller horizontal scale, updraft (inflow) 
and downdraft (outflow) under thunderstorms can lead to very intense winds. 
Local effects such as channeling of the wind in valleys or fjords can accelerate 
it. At the spatial resolution of the regional models we use, larger scale winds 
associated with cyclones, mesoscale topographic effects, and some mesos-
cale thermally driven winds are resolved, while local scale wind phenomena 
remain unresolved.

Regional climate simulations showed that, over Scandinavia, the 2-m temper-
ature will change from about 3°C in the south to more than 6°C in the north 
with a larger warming in winter than summer (see Figure 1 in Christensen 
et  al.  (2022)). Although Christensen et  al.  (2022) showed that the relative 
changes in the mean wind speed and 10-year return wind do not seem to 
directly depend on the mean temperature change, global warming can affect 
the near-surface wind in various ways. Changes in the large-scale circulation 

can alter the mean jet position, driving windstorms more frequently in certain areas, as well as the number and 
intensity of extratropical cyclones (Seneviratne et  al.,  2021). However, the projections depend on the model, 
emission scenario, and whether internal variability of the climate system is well sampled. For example, a subset 
of 10 members of the large-ensemble of the Community Earth System Model (CESM-LE), run under the Repre-
sentative Concentration Pathway 8.5 (RCP8.5), show more (less) cyclones in the Norwegian Sea and over 
northern (southern) Scandinavia from October to March during the last decade of the century (Dolores-Tesillos 
et al., 2022). In contrast, using nine global climate models (GCMs) of the latest generation, part of the Coupled 
Model Intercomparison Project Phase 6 (CMIP6), Priestley and Catto (2022) found more (less) frequent cyclones 
in southern (northern) Scandinavia in winter by the end of the century under all Shared Socioeconomic Pathways 
(SSP). Despite these opposite although not statistically significant results, both Dolores-Tesillos et al. (2022) and 
Priestley and Catto (2022) agree on stronger and wider wind footprints of cyclones at 850 hPa at the time of the 
cyclone's maximum intensity.

At smaller scales, decreases (increases) in the atmospheric static stability or surface roughness can strengthen 
(weaken) the wind (e.g., Desai et al., 2009). Desai et al. (2009) found increased wind speeds with time in summer 
over Lake Superior, one of the Great Lakes in North America, that they linked to the lake water warming faster 
than the air above, destabilizing the atmosphere thus increasing the winds. In winter, the lake is warmer than the 
surrounding land, which creates large horizontal temperature and pressure gradients that can be associated with 
stronger winds (Rouse, 2009). Seo and Yang (2013) and Mioduszewski et al. (2018) showed that increased winds 
happen in regions where surface warming is large and sea ice retreating attributing it to decreased stability and 
lower roughness of open water compared to sea ice. In Norway, mountains are very present (Figure 1) and the 
flow around them can be modified, either by a change in the large-scale atmospheric circulation (direction or 
intensity) or by changes in stability. If the air becomes more stable, an air parcel will be less likely to go up the 
mountain than around it (Markowski & Richardson, 2010). Moreover, if the air passing over mountain tops is 
more (less) stable, the wind will be accelerated more (less) (Coppin et al., 1994).

There is a high uncertainty in the projections of the future wind speed close to the surface. Using a percen-
tile or return values of wind gust, daily maximum wind speed, or mean wind speed, many studies found an 
increase in the extreme wind in downscaled simulations (Donat et al., 2011; Haugen & Iversen, 2008; Nikulin 
et al., 2011; Outten & Sobolowski, 2021; Pryor et al., 2012; Schwierz et al., 2010). Downscaling the Norwegian 
GCM (NorESM) to a 1 km × 1 km spatial grid over a small region of southwestern Norway for 8 years in the 
1990s and 2050s, Xu (2019) found that extreme winds were not significantly changing in winter but that they 

Figure 1. Topography of Scandinavia used in the NORA3 hindcast over the 
domain of the study. The red point shows the location used for Figure 2.
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increased in summer in two specific locations. However, as mentioned above, it is difficult to get an idea of the 
possible future changes because of the large uncertainty due to both the global and regional models (Christensen 
et al., 2022; Nikulin et al., 2011; Outten & Esau, 2013; Outten & Sobolowski, 2021; Schwierz et al., 2010), the 
emission scenario, and the internal variability. Pryor et al. (2012) showed that downscaling two simulations from 
one GCM can lead to very different results, thus highlighting the importance of internal variability in the future 
wind speed change. Using three downscaled simulations, Schwierz et al. (2010) found that the GCM driving the 
regional model has the largest impact on the mean and 98th percentile of the wind gust and their future changes 
(see their Figures 6 and 7). An additional source of uncertainty is the sensitivity to the distribution (e.g., general-
ized extreme value, Pareto, or Weibull) chosen to obtain the return values (see e.g., Figure 3 of Lawrence (2020)).

Despite their increase in resolution and improvement, models still struggle to well simulate the wind close to the 
surface (Laurila et al., 2020). The roughness length of sea and land affects the wind speed and needs to be taken into 
account by models. Therefore, in order to counteract the coarse orography, low-resolution models use a high rough-
ness or a sub-grid orographic drag parameterization scheme over mountainous regions but this unrealistically slows 
down the near-surface wind. Laurila et al. (2020) recently showed that this issue appears in the latest ERA5 reanaly-
sis with very weak winds over the Alps, Pyrenees, and the Norwegian mountains. The main solution to this problem 
is the use of very-high resolution models that have a realistic orography and surface roughness and are therefore 
able to resolve the small-scale processes associated with it (e.g., Cheynet et al., 2020). Another solution is to adjust 
the coarse model output toward a reference data set so that it becomes more realistic (e.g., Moemken et al., 2018).

In order to make more accurate regional impact assessments, one needs to rectify the bias of the models outputs. 
The simplest statistical bias correction method is to adjust the mean values toward the mean of a reference data set. 
Other methods correct higher statistical moments of the distribution, such as the standard deviation, skewness, and 
kurtosis to also adjust the data variability (see e.g., Li et al., 2019, for a short review). Some methods such as the 
quantile mapping correct the whole distribution but are not exempt of issues especially if the resolution of the simu-
lation is much coarser than the resolution of the reference data set (see e.g., Maraun, 2013, for precipitation). Bias 
correction  methods may also want to preserve trends and the climate change signal (Amengual et al., 2012; Cannon 
et al., 2015; Hempel et al., 2013; Lange, 2019). As bias correction is applied to finite time series at individual grid 
points, the spatial and temporal consistency is not guaranteed. Important assumptions are that the future climate 
has the same variability as the reference data set, which may not be true (Chen et al., 2020), and the same bias as 
the historical climate. Overall, one needs to know the deficiencies of the bias correction method chosen (François 
et al., 2020).

As wind is represented by a vector in climate models, previous studies have corrected the wind direction to drive 
wave models (Hemer et al., 2012; Jing-Jing et al., 2014), its two horizontal components using a multivariate 
bias correction method (Li et al., 2020), or its length, the wind speed (Barstad et al., 2012; Li et al., 2019; Tobin 
et al., 2015). However, to perform bias correction, one needs a reliable reference data set such as observations or 
a gridded data set. Several attempts have been made to grid wind observations using interpolation methods (e.g., 
Abatzoglou (2013), Brinckmann et al. (2016), and the E-OBS data set by Cornes et al. (2018)) but the task is 
not straightforward as near-surface wind observations are very much affected by local conditions. In addition to 
observation uncertainty, such as change in measurement technique and station location (Haakenstad et al., 2021), 
Brinckmann et al. (2016) found a lack of accuracy in exposed/high-altitude areas. The absence of reliable gridded 
data set is the main reason why most studies use the raw output of the RCMs to study the mean and extreme wind 
over Scandinavia (see e.g., the two recent studies by Outten and Sobolowski (2021) and Christensen et al. (2022)).

In the present study, we will make use of a 3-km spatial resolution hindcast (Haakenstad et al., 2021), that has 
been proved to be comparable to observations in Norway (Cheynet et al., 2022; Haakenstad et al., 2021; Solbrekke 
et al., 2021; for offshore wind validation), to bias correct the wind speed simulated by the EURO-CORDEX 
models over Scandinavia (Figure 1). This, to our knowledge, has not been done before. We will then examine both 
raw and bias corrected daily maximum wind speed hence showing the impact of bias correction on the projected 
changes in wind.
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2. Data and Methods
2.1. EURO-CORDEX Simulations

We here examine the daily maximum near-surface wind speed of the CORDEX downscaling simulations over 
the European domain (EUR-11) which have a spatial resolution of ∼12.5 km (Jacob et al., 2014). Twenty 
combinations of five GCMs downscaled with four different RCMs have been chosen as listed in Table 1. We 
use the historical experiment and the RCP8.5 experiment for the future. We focus on three 30-year periods: 
a historical period covering 1985–2014 by merging the historical (1985–2005) and RCP8.5 (2006–2014) 
experiments, a near-future period covering 2041–2070, and a far-future period covering 2071–2100 under 
RCP8.5.

The daily maximum wind speeds from CMIP5 GCMs downscaled in the EURO-CORDEX exercise are used 
here to evaluate the advantage of downscaling. Only three GCMs, out of the five listed in Table 1, provided the 
appropriate variable (sfcWindmax): CNRM-CM5, IPSL-CM5A-MR, and MPI-ESM-LR.

Note that the daily maximum wind speed is computed using all model timesteps available by the RCMs and 
GCMs.

2.2. The NORA3 Hindcast

The Norwegian Meteorological Institute has created a high-resolution hind-
cast, named NORA3 (3-km Norwegian reanalysis), using the latest reanaly-
sis from the European Centre for Medium-Range Weather Forecasts, ERA5 
(Hersbach et al., 2020), as forcing to the non-hydrostatic numerical weather 
prediction model HARMONIE-AROME (Haakenstad et  al.,  2021). The 
hindcast is the aggregation of 9-hr forecasts run every 6 hr. Forecast lead 
times from 4 to 9 hr are used, discarding the first forecast with a 3-hr lead 
time to allow for some spin-up time. We end up with an hourly product on a 
3 km × 3 km spatial grid covering Scandinavia (Figure 1). NORA3 is freely 
available at https://thredds.met.no/thredds/catalog/nora3/catalog.html (last 
access: 28 July 2022). NORA3 has demonstrated very good skills in simu-
lating the wind speed compared to observations (Haakenstad et  al.,  2021; 
Solbrekke et al., 2021) and will be used as reference data set to bias correct the 
EURO-CORDEX simulated daily maximum wind speed. We use the hourly 
wind speed at 10 m to calculate the daily maximum wind speed to approxi-
mately match the variable from the CORDEX simulations computed using 
more timesteps, for the same period 1985–2014. In their Figures 3b and 3c, 
Pinto et al. (2007) showed that using a lower sampling (every 6 hr) instead of 
the model timesteps leads to an underestimation of the daily maximum wind 
speed, as expected. Therefore, the differences between the EURO-CORDEX 
simulations and NORA3 do not only arise from the models but also from 
the different temporal sampling to calculate the daily maximum wind speed.

Table 1 
Matrix of the 20 Historical and Future (RCP8.5) Coordinated Regional Climate Downscaling Experiment Ensemble for 
Europe (EURO-CORDEX) Simulations Used in This Study

RCM/GCM CNRM-CM5 EC-EARTH IPSL-CM5A-MR MPI-ESM-LR NorESM1-M

KNMI-RACMO22E r1, v2 r12, v1 r1, v1 r1, v1 r1,v1

DMI-HIRHAM5 r1, v2 r12, v1 r1, v1 r1,v1 r1, v1

IPSL-WRF381P r1, v2 r12, v1 r1, v1 r1, v1 r1,v1

SMHI-RCA4 r1, v1 r12, v1 r1, v1 r1, v1a r1,v1

Note. The letter “r” denotes the realization and the letter “v” the version of the simulation. KNMI stands for the Royal Dutch 
Meteorological Institute, DMI for the Danish Meteorological Institute, IPSL for the Pierre Simon Laplace Institute, and 
SMHI for the Swedish Meteorological and Hydrological Institute.

Figure 2. Empirical cumulative distribution functions (ECDFs) illustrating 
the bias correction process for one grid point (displayed in Figure 1) and 
the month of January. The black line represents the ECDF for the reference 
NORA3. The solid blue and red lines represent the non-corrected (NC) 
ECDFs for the historical and far future experiments, respectively, for the 
model CNRM-CM5 downscaled with RCA4. The dashed cyan and orange 
lines represent the bias corrected (BC) ECDFs for the historical and far future 
experiments, respectively. The dotted gray line highlights the 40th percentile 
and the arrows point toward the associated wind speed values.
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2.3. Bias Correction

First, EURO-CORDEX simulations are regridded on the NORA3 grid, for a reduced overlapping domain 
(Figure 1), using the nearest-neighbor method to avoid any issue with averaging/interpolating, hence keeping the 
high and low extremes as simulated by the RCMs. Second, the bias correction is performed using the quantile 
mapping method for the present period (1985–2014) and using the quantile delta mapping for the two future 
periods (see e.g., Cannon et al., 2015; Li et al., 2019; Tong et al., 2021). We correct each calendar month over 
the 30 years separately (e.g., 30 January months at a time) in order to preserve the seasonal cycle and reduce the 
seasonal mean bias.

The quantile mapping method consists in adjusting the cumulative distribution function (CDF) (or quantile func-
tions) of the simulated wind toward the CDF of the reference data set, this operation being performed at each grid 
point separately. The CDFs are built using percentiles every 0.2%. The adjustment of the CDF of the historical 
simulated wind speed 𝐴𝐴 𝐴𝐴𝑟𝑟

𝑚𝑚𝑚𝑚
 can be expressed as follows:

𝑤𝑤𝑐𝑐

𝑚𝑚𝑚𝑚
(𝑡𝑡) = 

−1

𝑜𝑜𝑚𝑚

{

𝑚𝑚𝑚𝑚

[

𝑤𝑤𝑟𝑟

𝑚𝑚𝑚𝑚
(𝑡𝑡)
]}

 (1)

where w is the wind speed, 𝐴𝐴  represents the CDF and 𝐴𝐴 
−1 its inverse function, the superscripts c and r refer to the 

corrected and raw wind, respectively, the subscript o refers to NORA3, m to the CORDEX simulations, and h to 
the historical period. The term within accolades gives the quantile (between 0 and 1) associated with the simu-
lated wind speed 𝐴𝐴 𝐴𝐴𝑟𝑟

𝑚𝑚𝑚𝑚
(𝑡𝑡) and the inverse CDF 𝐴𝐴 

−1

𝑜𝑜𝑜𝑜
 gives the NORA3 wind speed associated with this quantile.

For the future periods, we use the quantile delta mapping method as described in Cannon et al. (2015). First, we 
get the quantile (τm,f(t), between 0 and 1) associated with the simulated wind speed in the future period 𝐴𝐴 𝐴𝐴𝑟𝑟

𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡) .

𝜏𝜏𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡) = 𝑚𝑚𝑚𝑚𝑚

[

𝑤𝑤𝑟𝑟

𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡)
]

 (2)

Second, we take the ratio between the simulated future wind speed 𝐴𝐴 𝐴𝐴𝑟𝑟

𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡) and the simulated historical wind 

speed associated with the quantile τm,f(t):

Δ𝑚𝑚(𝑡𝑡) =
𝑤𝑤𝑟𝑟

𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡)


−1

𝑚𝑚𝑚𝑚

[

𝜏𝜏𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡)
] (3)

Third, the adjusted wind speed is the observed/reference historical wind speed associated with the quantile τm,f(t) 
multiplied by the simulated ratio between the historical and future periods. Since we choose to conserve the 
relative change, we have to multiply by Δm(t) and not add it (as one would do in order to conserve the absolute 
change). We here choose to conserve the relative change as for parameters that have meteorologically meaningful 
zero value as a lower boundary as for wind and precipitation, a multiplicative approach is more robust and more 
common (Hempel et al., 2013). An additive approach (conservation of the absolute change) would easily lead to 
unphysical negative values of the wind speed.

𝑤𝑤𝑐𝑐

𝑚𝑚𝑚𝑚𝑚
(𝑡𝑡) = 

−1

𝑜𝑜𝑚𝑜

[

𝜏𝜏𝑚𝑚𝑚𝑚𝑚 (𝑡𝑡)
]

Δ𝑚𝑚(𝑡𝑡) (4)

Contrary to Cannon et al. (2015), we do not use sliding time windows centered on the year to be corrected.

An illustration of the bias correction process is given in Figure 2 for one grid point (red dot in Figure 1). The 
black line shows the empirical CDF (ECDF) for the reference data set NORA3 with daily maximum wind speeds 
between 2.2 and 33.7  m  s −1. Comparing the black and solid blue lines, we see that the original simulation 
(CNRM-CM5 downscaled with RCA4) clearly shows an underestimation in “strong” wind speeds (curve to the 
left of the reference). When it is bias corrected, the ECDF of the historical simulation overlaps the reference (see 
dashed cyan line above the black line). Here, the simulated wind speeds outside the reference range are brought 
back toward the reference. The original future simulation exhibits increased wind speed compared to the histori-
cal period, mainly for the bottom half of the distribution (quantile less than 0.6), with the solid red line to the right 
of the solid blue line. This response can also be seen in the bias corrected future simulation as shown with the 
dashed orange line to the right of the historical bias corrected ECDF. One can note that using this quantile delta 
mapping method, future wind speeds can lie outside the historical range (maximum wind speed of 35.4 m s −1 in 
the future).
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2.4. Taylor Diagram

To evaluate the mean of the daily maximum wind speed of each downscaling 
simulations against NORA3, we use a Taylor diagram. Following Equations 
1 and 2 of Taylor  (2001), we represent the spatial correlation coefficient 
between the simulated mean and the mean in NORA3 (R), the spatial centered 
root-mean-square (RMS) difference (E′), and the spatial standard deviation 
of the mean fields (σs for the simulation and σr for the reference NORA3). 
The mean wind speed map of NORA3 is the reference with a spatial standard 
deviation σr ≃ 3.27 m s −1, R = 1, and E′ = 0. As shown in Taylor (2001), 
R = cos ϕ where R is the correlation and ϕ the angle between the x-axis and 
the correlation, also called azimuth. Therefore, the coordinates for each simu-
lation are x = Rσs and 𝐴𝐴 𝐴𝐴 =

√

𝐸𝐸′2 − (𝜎𝜎𝑟𝑟 − 𝑥𝑥)
2 .

2.5. Analysis of Variance

As we have a full 5  ×  4 matrix of simulations (Table  1), we are able to 
disentangle the variance due to the GCM, the RCM, and their combination 
following the method described in Déqué et al. (2007). There are only two 
dependences in our set of simulations: the dependence on the GCM and the 
dependence on the RCM, as we use only one scenario (either historical or 
future) and one member for each simulation.

The total variance of the full ensemble of simulations is expressed as:

𝑉𝑉 =
1

𝑁𝑁𝑁𝑁

𝑁𝑁𝑁𝑁
∑

𝑔𝑔=1

1

𝑁𝑁𝑁𝑁

𝑁𝑁𝑁𝑁
∑

𝑟𝑟=1

(𝑥𝑥𝑔𝑔𝑟𝑟 − 𝑥𝑥𝑁𝑁𝑁𝑁)
2 (5)

where g refers to the GCM dimension with NG = 5 different GCMs and r 
refers to the RCM dimension with NR = 4 different RCMs. xgr is one individ-
ual map for GCM g and RCM r. xGR is the mean over all GCMs and RCMs 
or in other words the ensemble mean. The total variance can be decomposed 
as follows:

𝑉𝑉 = 𝐺𝐺 +𝑅𝑅 +𝑅𝑅𝐺𝐺 (6)

where G is the variance attributed to the GCM, R the variance attributed to the RCM, and RG is the variance 
attributed to the combination of the GCM and RCM. They are respectively defined as follows:

𝐺𝐺 =
1

𝑁𝑁𝐺𝐺

𝑁𝑁𝐺𝐺
∑

𝑔𝑔=1

(𝑥𝑥𝑔𝑔𝑔𝑔 − 𝑥𝑥𝐺𝐺𝑔𝑔)
2 (7)

𝑅𝑅 =
1

𝑁𝑁𝑅𝑅

𝑁𝑁𝑅𝑅
∑

𝑟𝑟=1

(𝑥𝑥𝐺𝐺𝑟𝑟 − 𝑥𝑥𝐺𝐺𝑅𝑅)
2 (8)

𝑅𝑅𝑅𝑅 =
1

𝑁𝑁𝑅𝑅

𝑁𝑁𝑅𝑅
∑

𝑔𝑔=1

1

𝑁𝑁𝑅𝑅

𝑁𝑁𝑅𝑅
∑

𝑟𝑟=1

(𝑥𝑥𝑔𝑔𝑟𝑟 − 𝑥𝑥𝑔𝑔𝑅𝑅 − 𝑥𝑥𝑅𝑅𝑟𝑟 + 𝑥𝑥𝑅𝑅𝑅𝑅)
2 (9)

where xgR is the mean over all RCMs for GCM g and xGr is the mean over all GCMs for RCM r. A residual can be 
calculated to check that Equation 5 is really the sum of Equations 7–9:

𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑉𝑉 − (𝐺𝐺 +𝑅𝑅 +𝑅𝑅𝐺𝐺) (10)

Figure 3. Taylor diagram for the mean daily maximum wind speed for the 
20 historical simulations used in the study (colored points) plotted against 
the reference NORA3 (filled black circle). The ensemble mean of the 20 
simulations is shown with an empty black circle. The symbol shape depends 
on the regional climate model and the color on the global climate model. The 
standard deviation is expressed in m s −1. The solid circles with origin (0, 0) 
represent the spatial standard deviation (over the Scandinavian domain) of the 
mean daily maximum wind speed. The dashed circles with origin (σr, 0) show 
the spatial centered root-mean-square difference, and the dotted lines represent 
the spatial correlation, following Taylor (2001). The solid and dashed circles 
are drawn every 1 m s −1.

 21698996, 2023, 6, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022JD

037953 by U
niversitetsbiblioteket I, W

iley O
nline L

ibrary on [03/07/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Atmospheres

MICHEL AND SORTEBERG

10.1029/2022JD037953

7 of 24

3. Results
3.1. Bias in the Historical Mean

The Taylor diagram (Figure 3) shows that the performance of the simulation of the mean daily maximum wind 
speed relies mainly on the RCM chosen with smaller influence from the GCM. The points are grouped by RCM 
(different symbols), the colors indicating the various GCMs. Downscalings with RCM HIRHAM5 have the 
closest spatial standard deviation to NORA3 (∼3.27 m s −1) with spatial correlations between 0.936 and 0.952. 
On the contrary, the downscalings by RCM WRF381P underestimate the spatial standard deviation the most, 
by 1 m s −1. The downscalings by RCA4 (star symbol) have an overall low spatial centered RMS difference but 
tend to underestimate the spatial standard deviation. Downscalings having the weakest correlation and the largest 
centered RMS difference are from RCM RACMO22E. In every group of points, the GCM IPSL-CM5A-MR 
(yellow symbols) has the weakest spatial correlation and along with GCM CNRM-CM5 (red symbols), tend to 
stand out from the other three GCMs because of their lower spatial standard deviations. The crosses symbols for 
three CMIP5 GCMs downscaled in EURO-CORDEX highlight the added-value of downscaling GCMs in order 
to better represent the daily maximum wind speed (Figure 3).

As shown in Figure 4 and Figure S1 in Supporting Information S1 and in agreement with the Taylor diagram 
(Figure 3), the difference (or bias) in the mean daily maximum wind speed between the simulation and NORA3 
strongly depends on the RCM used. RCM RACMO22E strongly underestimates the mean wind speed over the moun-
tains while slightly overestimating it over land and along the western Norwegian coast (Figures 4a and 4e). RCM 
HIRHAM5 (Figures 4b and 4f) exhibits a similar bias to RACMO22E with lower values over land but exhibits a 
marked positive bias over sea. RCM WRF381P mainly features a positive bias over land (Figures 4c and 4g). Finally, 
RCM RCA4 exhibits a relatively large positive bias along the Norwegian coast between 62° and 65°N (Figures 4d 

Figure 4. Difference in the mean daily maximum wind speed (m s −1) between the simulations and NORA3 for the historical period 1985–2014. 
Panels (a–d) are associated with four downscalings of the GCM CNRM-CM5 and panels (e-h) with downscalings of the GCM EC-EARTH. The rest of the simulations 
are shown in Figure S1 in Supporting Information S1.
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and 4h). Overall, all RCMs present a positive bias over the low-latitude land, that is southeastern Norway, Sweden, 
Finland, and Denmark, and a negative bias over the mountains (with different magnitudes) and northern Norway. 
These differences are probably linked to the still too coarse resolution of the RCMs, not resolving well the complex 
topography of the region, with a roughness length too high over the mountains and too small over the lower land.

From Figures 4 and 5a, we see that the spread in the bias among the simulations is largest over southwestern 
Norway and between 65° and 70°N over Norway and part of Sweden because of the various magnitudes of the 
negative bias over the mountainous areas. A decomposition of the variance of the bias among the simulations 
(Figures 5b–5d) shows that over land, parts of the North Sea, and the Baltic Sea, the variance is mainly due to 
the RCM (Figure 5c), while over the Norwegian Sea, Barents Sea, and the strait between Norway and Denmark 
(Skagerrak), the variance is mainly due to the GCM (Figure 5b). This is in agreement with Vautard et al. (2021) 
who, although using the daily mean wind speed, found that the bias over land can be mainly attributed to the 
RCM chosen and only barely to the GCM downscaled (see their Figure 3). For some grid points in the region 
68°–70°N/20°–25°E, the variance is not only due to the RCM but also to the GCM and in a smaller extent to the 
combination RCM-GCM (compare panels b–d in Figure 5). The contribution to the total variance of the combina-
tion RCM-GCM is overall very small with some weak “hot” spots (∼20%) off the southwestern coast of Norway, 
where the large-scale atmospheric circulation may interact with the topography, and in the Gulf of Bothnia, where 
sea ice in winter may play a role. Modifying the set of simulations used, for example, leaving out one GCM or one 
RCM, can affect the results. The influence of the GCMs considered is quite weak compared to the influence of 
the RCMs (not shown). For example, leaving out all the four downscalings of the GCM IPSL-CM5A-MR slightly 
decreases the contribution to the variance from the GCMs but increases the contribution from the RCMs. Leaving 
out the five downscalings from RACMO22E or WRF381P increases (decreases) the contribution from the GCMs 
(RCMs) over northern Norway and Sweden, respectively.

3.2. Future Changes in the Raw Mean Winds

The mean daily maximum wind speed in the original EURO-CORDEX simulations for the period 1985–2014 is 
high over the seas, lakes, and mountains (>9 m s −1), and weak over the low-altitude lands, such as southeastern 
Norway, Sweden, and Finland (Figure 6a). Denmark, which is more exposed, exhibits higher wind speeds than 
the norther countries. In winter (Figure 7a), the mean daily maximum wind speed is higher over the sea and 
Norway while in summer (Figure 8a) it is lower over the seas and Norway but is higher elsewhere.

In the far future experiments, under the RCP8.5 scenario, with 15 out of 20 simulations agreeing on the sign, there 
is a robust decrease in the mean daily maximum wind speed over the Norwegian Sea and part of the North Sea as 
well as Norway's coastal region and Denmark (Figure 6b). Over southeastern Norway, Sweden, and Finland, the 
mean daily maximum wind speed increases slightly but it is not robust. However, over the southern Baltic Sea and 
the Gulf of Bothnia, there is a robust increase in the mean daily maximum wind speed. This pattern is the same for 

Figure 5. Variance among the 20 simulations and its decomposition for the bias in the mean daily maximum wind speed. (a) Variance V of the bias in the mean daily 
maximum wind speed among the 20 simulations (in m s −1). Percentage of the total variance V due to (b) the global climate model (GCM) only (G), (c) the regional 
climate model (RCM) only (R), and (d) the combination of the RCM and GCM (RG). The sum of G, R, and RG equals 100%.
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the two future periods with the largest changes in the last 30 years of the century (Figures 6a–6c, Figures S2a–S2c 
in Supporting Information S1 for the near future), apart from Denmark where the change is less robust in the far 
future. There seems to be a decrease in the mean daily maximum wind speed over Sweden's lakes, mainly Vänern 
and Mälaren, contrary to their surroundings but it is not very robust.

In winter, the changes are similar to considering the whole period but larger in magnitude (Figures 7a–7c). In 
addition, there appears a robust increase in the mean daily maximum wind speed over some parts of southeastern 
Norway, most of Sweden, and the southern half of Finland. This increase is only robust in the far future period 
(compare with Figures S3a–S3c). The decreased wind speed on the windward side of the mountains does not 
systematically lead to lower winds on the lee side. The strengthening east of the mountains may originate from 
winds coming from other directions than west. In both winter (December-January-February, DJF) and summer 
(June-July-August, JJA) (Figures 7b and 8b), there is a decrease in the mean daily maximum wind speed over 
the Norwegian Sea in the future but its location varies from winter to summer as well as from the near future to 
the far future for DJF (Figures 7b and 8b, Figures S3b and S4b). Over the Baltic Sea and Gulf of Bothnia, the 
wind speed increases in the future and more particularly in winter. The lack of sea ice in this area in the future 
winters probably plays a role in this signal (response and trend) as the roughness of the sea is smaller than the 

Figure 6. Ensemble mean of the annual mean (top) raw and (bottom) bias-corrected daily maximum wind speed over (a and d) the whole historical period (1985–2014) 
and (b and e) its change in the far future (2071–2100) relative to the historical period. (c and f) Number of simulations among the 20 that agree on the sign of the 
change. Green and blue colors denote the same negative sign and orange and red colors the same positive sign. Yellow colors mean that half of the simulations share a 
negative sign and the other half a positive sign. Hatches highlight areas where less than 80% of the simulations, that is, 16, agree on the sign.
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roughness of sea ice (Mioduszewski et al., 2018), which allows a strengthening of the wind close to the surface. 
In summer, there is a robust decrease in the southern half of Norway and some very local robust increases in 
the northern half. Opposite to winter, most of Sweden and Finland experience a robust weakening of the mean 
daily maximum wind speed in summer (Figure 8b). The change is stronger in the far future period, and Denmark 
along with the three Baltic States experience a robust decrease in mean daily maximum wind speed that did not 
appear in the near future period (Figure 8b, Figure S4b). Contrary to winter and the whole period, the wind speed 
slightly increases over Sweden's lakes in summer, which, following Desai et al. (2009), could be associated with 
the lake warming faster than the overlying air destabilizing the atmospheric boundary layer and accelerating the 
wind, in conjunction with a shortening in the winter ice season. Another explanation could be a larger land-sea 
temperature contrast strengthening the sea breeze circulation.

3.3. Future Changes in the Mean and Strong Bias-Corrected Winds

The general patterns of the multi-model ensemble mean change between the uncorrected and the bias-corrected 
mean daily maximum wind speed are similar but the magnitude of the response can vary (compare the middle 
column in the top and bottom rows of Figures 6–8 for the far future and Figures S2–S4 in Supporting Informa-
tion S1 for the near future). Note that as we conserve the relative change during the bias correction, the absolute 
changes are not expected to be conserved. In winter, over southern Norway and northern Sweden, the changes 
in the mean daily maximum wind speed become larger compared to the raw data. On the contrary, in summer, 

Figure 7. Same as Figure 6 but for winter (December-January-February).
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the negative changes over Sweden and Finland become less strong in both future periods. For completeness, 
Figure S5 displays the changes for spring and autumn. We see that the changes are larger and more robust in 
spring than autumn with large negative changes over Norway and the Norwegian Sea along with some more 
modest positive changes over southeastern Norway, Sweden, Finland, and the Baltic Sea.

The analysis of variance shows that the variance, or in other words, the spread among the simulations in the far 
future change in the mean is largest over northern Norway (Figure 9a). The variance decomposition (Figure 9) 
shows that the variance over the Norwegian Sea, Denmark, and the Barents Sea is predominantly due to the GCM 
while over southern Sweden and the Gulf of Bothnia, the change is linked to the RCM, the GCM, and to a lesser 
extent to the combination RCM/GCM. Over Norway, Sweden, and Finland, the variance in the change is mostly 
linked to the RCM (see also Figures S6 and S7). Figure S6 displays the changes for each of the 20 simulations 
of our ensemble highlighting the spread among them. Figure S7 reveals again that independent of the GCM, 
the RCM is more important in shaping the response of the wind speed. The averages over the four RCMs for 
each GCM separately (top row) all appear very similar. On the contrary, the averages over the five GCMs for 
each RCM separately (bottom row) are very different from each other over land (see also Figure S6), the RCM 
controlling the response pattern. For the near future, the variance in the changes is split more equally among the 
three sources (GCM, RCM, and their combination) even though the RCM has still the largest share over land and 
the Baltic Sea and the GCM the largest share over the Norwegian and North seas (Figure S8).

Figure 8. Same as Figure 6 but for summer (June-July-August).
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The 98th percentile of the daily wind speed is often used as a measure of strong winds (from e.g., the daily maxi-
mum wind speed or gust by Schwierz et al. (2010) and Donat et al. (2011)). We here define the 98th percentile 
using all days in each 30-year period assuming that there is no large temporal trend. It means that about 220 days 
in 30 years, or ∼6.7 days per year, lie above this percentile. The 98th percentile is largest over the elevated terrain 
of Norway and northern Sweden (Figure 10a). It is also high over the Norwegian and North seas as well as over the 
Baltic Sea. Over low-altitude land, the percentile is weaker especially over southeastern Norway, most of Sweden, 
and Finland. The Norwegian western coast, Denmark, and the big lakes in Sweden experience a relatively high 
98th percentile, due to their more exposed location to passing cyclones and low roughness over lakes. The future 
change in the 98th percentile depends on the area (Figure 10b). It robustly decreases over parts of the Norwegian 
Sea and Norway, mainly between 62.5° and 65°N and in the far north, whereas it robustly increases over the North 
and Baltic seas, southern Denmark, southeastern Norway, and most of Sweden and Finland (Figures 10b and 10c). 
The change in the number of days above the historical 98th percentile has similar sign as the change in the percentile 
itself but the relative intensity is not the same (Figure 10d). For example, over southern Sweden and Finland, the 
historical percentile is low (<10 m s −1, Figure 10a) and even a small increase of its value in the future (<0.4 m s −1, 
Figure  10b) makes that many more days will experience winds above the historical percentile (>60  days over 

Figure 10. (a) Ensemble mean of the bias-corrected historical 98th percentile of the daily maximum wind speed (in m s −1), (b) of the far future change in the 98th 
percentile (in m s −1), and (d) of the far future change in the number of days exceeding the historical 98th percentile. (c) Number of simulations among the 20 agreeing 
on the sign of the change. Green and blue colors denote the same negative sign and orange and red colors the same positive sign. Yellow colors mean that half of the 
simulations share a negative sign and the other half a positive sign. Hatches highlight areas where less than 80% of the simulations, that is, 16, agree on the sign.

Figure 9. Same as Figure 5 but for the projected changes in the mean of the bias corrected daily maximum wind speed.
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30 years or >2 days per year, Figure 10d). The near future period exhibits the 
same changes but with an overall lower intensity (Figure S9).

3.4. Changes in Daily Maximum Wind Speed Distributions

A visual comparison between Figures 6e and 10b shows that the change in 
the 98th percentile is not equal to the change in the mean, with even different 
signs locally (e.g., in Norway around 25°E–70.5°N). It means that the distri-
bution of the wind speed at some grid points does not just shift toward higher 
or lower values but its shape changes. Therefore, we here examine more 
precisely how the distribution shape changes in the future using five  wind 
categories based on the Beaufort scale as defined in Table 2.

The top row of Figure 11 shows that the weakest winds (category 1) are most frequent over the low-altitude land 
regions such as southeastern Norway, Sweden, and Finland, whereas for seas, most of the days have winds in 
category 3. The lakes in southern Sweden have most often winds in category 2. The Norwegian and North seas 
experience winds in category 4 but the more sheltered Baltic Sea has less days with wind in this category. Cate-
gories 4 and 5 highlight the mountainous areas and an area over sea close to the Norwegian coast (5°E–62.5°N) 
known for its strong winds (see e.g., Barstad & Grønås, 2005). When splitting the percentages in seasons, we find 
that winter (DJF) has the largest share of strong winds over mountains and sea, especially in categories 3 and 4. 
The largest share of weak wind speeds (category 1) is found in summer (JJA) over the whole domain (land and 
sea) compared to the other seasons. Winds in category 2 are most frequent in summer over water and mountains 
but they are more frequent over low-altitude land in winter. Note that the wind distribution over Denmark is 
different than for the others low-altitude areas, such as the neighboring Sweden, as, because of its location east of 
the North Sea, it is much more exposed to the passing low pressure systems. It has less frequent winds in category 
1 than in category 2 compared to Sweden for example, In summer, winds in category 5 are absent. They are more 
frequent in winter followed by spring (March-April-May, MAM) and fall (September-October-November, SON).

Over the Norwegian Sea, there is a flattening of the distribution with more days with wind in categories 1, 2, and 
5 and less days with wind in categories 3 and 4 (Figure 12, top row). The increase in number of days in catego-
ries 1 and 2 occurs in all seasons (Figure 12, bottom rows), whereas it occurs mostly in fall (SON) and winter 
(DJF) for category 5 with a decrease in spring (MAM). It is difficult to get a general conclusion for Norway as 
a whole as the changes depend on the region considered. Over northern Norway, the number of days with wind 
in categories 3 to 5 decreases but increases in category 2 (Figure 12, top row). In category 1, there are both local 
increases and decreases. Over southwestern Norway, there is an increase in the number of days in categories 1 and 
5 but a decrease in the other categories, also hinting at a flattening of the distribution. Over southeastern Norway, 
Sweden, and Finland, the largest changes are for weak winds in categories 1 and 2 which both cover most days 
(Figures 11 and 12, top rows). In accordance with Figures 6e and 7e, Figures S5b and S5e in Supporting Informa-
tion S1, there is an increase of the wind speed with less days with weak winds in category 1 and more days with 
wind in category 2 when considering the whole year, winter, spring, and fall (Figure 12, 1st, 2nd, 3rd, and 5th 
rows). In summer, it is the other way around with a decrease of the mean wind speed (Figure 8e) associated with 
an increase of the number of days in category 1 and a decrease in category 2 (Figure 12, 4th row).

The near future exhibits similar changes to the far future although with weaker intensity (Figure S10). The largest 
difference is the strong decrease in the number of days in category 5 over the Norwegian Sea north of 62.5°N in 
winter and the whole year compared to the increase along the coast in the far future. In addition, for category 5, 
in spring (fall), there is also a different sign of the change with a slight increase (decrease) in the near future but 
a decrease (increase) in the far future (compare Figure 12, Figure S10).

As the strongest winds are the most interesting due to their potential impacts on nature and population, we here 
highlight the absolute and relative changes in the number of days in the highest wind category experienced during 
the historical period at each grid point (Figure 13a). In agreement with Figure 11, the highest wind category 
decreases when going east over land, from category 5 over Norway to category 2 in some places in Finland. The 
seas and Denmark have the highest wind in categories 4 or 5. The pattern of the far future changes in the highest 
wind category at individual grid points (Figures 13b and 13c) is very similar to the pattern of the change in the 98th 
percentile (Figures 10b and 10d). Overall over Scandinavia, there is an increase in the number of days in the high-
est wind category with only local negative changes mainly in central and northern Norway (Figures 13b and 13c).

Table 2 
Description of the Five Wind Speed (WS) Categories and Their 
Corresponding Beaufort Scale

Category Wind speed interval Beaufort scale

1 WS < 5.6 m s −1 0, 1, 2, 3

2 5.6 ≤ WS < 10.8 m s −1 4, 5

3 10.8 ≤ WS < 17.2 m s −1 6, 7

4 17.2 ≤ WS < 24.5 m s −1 8, 9

5 WS ≥ 24.5 m s −1 10, 11, 12
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Figure 11. Percentages of days in each wind category for the whole period 1985–2014 (top) and each season (bottom). The percentages are calculated against the total 
number of days in the whole period using the bias-corrected wind speeds. Note the different colorbars for the top row, for December-January-February, and the three 
other seasons (March-April-May, June-July-August, and September-October-November).
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Figure 12. Far future change in the number of days over 30 years in each wind speed category for (top row) the whole year and (bottom rows) the four seasons 
(December-January-February, March-April-May, June-July-August, and September-October-November) using the bias-corrected wind speeds. The gray shading means 
that there is no day in the category in both present and future periods.
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3.5. Summary at Country Scale and Model Uncertainty

In order to get a more general picture of the change in the mean and 98th percentile for each country, we represent 
the distributions of their respective grid points (Figures 14a, 14c, 14e and 14g) and provide associated figures 
in Table 3. As already seen on the maps, Norway is the country with the largest spatial spread in the changes 
compared to the three other Scandinavian countries, namely Sweden, Finland, and Denmark, with simultaneous 
increases and decreases of the mean or 98th percentile of the daily maximum wind speed. For almost all coun-
tries, seasons, the mean or 98th percentile, the spatial spread, as seen from the minimum-maximum range and the 
IQR, increases for the far future period compared to the near future. Apart from Norway, the spatial spread is also 
larger in winter than in summer (compare Figures 14c and 14e).

For Norway, the spatial mean daily maximum wind speed (diamond symbol in Figure 14a) gets weaker in both 
future periods but this change is not very representative as only 64%–69% (for the annual mean) of the country's 
grid points have a negative change (see Table 3). This mean change is linked to the change in winter whereas in 
summer the mean change is closer to 0 (Figures 14c and 14e, Table 3). Denmark also experiences a weaker mean 
wind in the future, but there is only a country-scale robust change in the near future when considering all year 
with 98.5% of the grid points having negative values (Figure 14a, Table 3). Note that the change is not linear with 
time (Figures 14c and 14e, Table 3). In winter (Figure 14c, Table 3), the country-scale change is slightly negative 
in the near future but becomes positive in the far future. However, in summer (Figure 14e), the mean change is 
negative for both periods and even larger in the far future with 99.5% of the country's grid points agreeing in 
the sign (Table 3). Both Sweden and Finland exhibit an increase in the mean wind which is getting larger in the 
far future but there is a large spread within each country (Figure 14a, Table 3). In winter, the change in the near 
future is close to 0 but is positive in the far future (Figure 14c, Table 3). In summer, the mean change is negative 
and gets more negative in the far future with 89.7% and 98.9% of the grid points below 0 for Sweden and Finland, 
respectively (Figure 14e, Table 3). Finally, note that although Denmark is a small country, the spread among the 
grid points is similar to the spread for Finland, a country almost 8 times bigger.

For the 98th percentile (Figure 14g), Norway exhibits a more pronounced decrease in the near than far future but 
there is a large spatial spread in the change within the country. Only between 64% and 76% of the grid points have 
the same sign as the national mean (Table 3). Over Sweden, Finland, and Denmark, the 98th percentile increases 
in the near future period and even more in the far future period. Note that the spatial spread in the changes in the 
98th percentile is much larger than for the mean (compare Figures 14a and 14g) which hints at a modification of 
the shape of the wind speeds distributions.

Figure 14 highlights the large spread among all 20 simulations in the country-scale change in the mean and 
98th percentile. There is overall no clear gathering by GCM or RCM. However, for the mean change over 

Figure 13. (a) Highest wind category containing at least 1 day with wind in this category considering the whole historical period bias-corrected wind speeds. Far 
future (b) absolute and (c) relative change in the number of days in the highest wind category.
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Figure 14. (a, c, e, g) Distributions of the grid point values of the multi-model mean response for (a, c, e) the daily 
maximum wind speed mean and (g) its 98th percentile for the four Scandinavian countries and the two future periods. Due 
to their different areas, the number of grid points in each country varies: Norway 36043, Sweden 49601, Finland 36826, 
and Denmark 4773. (b, d, f, h) Country-scale average of the simulation (b, d, f) mean and (h) 98th percentile of the daily 
maximum wind speed for each of the simulations. The numbers above and below each vertical line of symbols show the 
number of simulations above and below 0, respectively. The empty symbols represent the near future response and the filled 
symbols the far future period. Panels (a and b) display the response of the mean over the 30 years, while panels (c and d) and 
(e and f) are the responses for the winter and summer means, respectively.
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Norway (panel b), we see that all downscalings with RACMO22E exhibit a positive change and all down-
scalings with WRF381P a negative change (see also Figures S6 and S7 in Supporting Information S1) but it 
is not the case in DJF (see Figure 14d). The largest model agreement in the changes occurs in summer with a 
decrease in the wind speed in Sweden and Finland in 90% or 100% simulations (Table 3), in agreement with 
Figure 14e.

In accordance with Figure 13, the number of days in the historical highest wind category increases in every 
country but with a smaller intensity in the near future compared to the far future (Table 3). The changes are 
larger for Sweden and Finland than for Norway and Denmark, again due to the smaller agreement on the 
sign of the change within the country, especially Norway. The largest change occurs in Finland in the far 
future (Table 3) with an average increase of about 20 days (or a relative increase of ∼82%) in the category of 
strongest winds within the historical period, that are categories 2 and 3 (Figure 13a). These results suggest 
that adaptation measures to this more frequent large wind (between 5.6 and 17.2 m s −1 according to Table 2) 
may be required in Finland and in a lesser extent in Sweden in the far future if we follow the emission scenario 
RCP8.5.

Figure 15 shows that the simulations do not respond linearly to the warming and that there is no obvious link 
between the warming and the daily maximum wind speed change at country scale. The warming response seems 
mostly driven by the GCM whereas the wind speed response also depends on the RCM. It is clear that the GCM 
IPSL-CM5A-MR exhibits the largest mean warming for every country (see yellow symbols). For Norway, the 
WRF downscalings have the strongest negative response out of the four RCMs for both future periods (see also 
Figure 14). On the contrary, RACMO22E downscalings have the highest positive response out of the four RCMs 
for both future periods and it is also valid for Sweden and Finland.

Table 3 
Changes in the National Averages of the Bias-Corrected (Top) Mean Daily Maximum Wind Speed for All Years (ANN), 
Winter (December-January-February (DJF)) and Summer (June-July-August (JJA)) (in m s −1), (Middle) the 98th 
Percentile (in m s −1), and (Bottom) the Absolute and Relative Change in the Number of Days in the Local Historical 
Highest Wind Category for All Years Between the Near Future (NF) and Far Future (FF) Periods and the Historical Period

Norway Sweden Finland Denmark

NF FF NF FF NF FF NF FF

Mean (m s −1) ANN −0.05 −0.06 0.01 0.03 0.01 0.02 −0.03 −0.03

DJF −0.12 −0.09 0.01 0.09 0.004 0.06 −0.04 0.06

JJA 0.003 −0.02 −0.03 −0.06 −0.05 −0.09 −0.05 −0.13

% GP ANN 68.7 64.4 84.2 88.4 84.1 88.6 98.5 84.4

DJF 76.8 57.2 68.3 92.9 56.1 91.1 92.2 83.2

JJA 45.1 65.1 85.4 89.7 97.1 98.9 95.3 99.5

# sim ANN 14 13 8 11 12 9 16 12

DJF 16 10 8 16 10 14 13 13

JJA 11 11 18 18 18 20 12 16

98th percentile (m s −1) ANN −0.14 −0.11 0.04 0.14 0.05 0.12 0.02 0.13

% GP ANN 75.8 64.2 80.1 88.2 89.6 93.1 63.2 87.5

# sim ANN 15 10 10 15 16 13 11 15

Highest wind cat. (# days) ANN 0.65 3.51 4.06 7.05 10.80 20.52 0.93 1.86

% GP ANN 62.5 66.1 89.8 91.8 93.1 93.9 81.4 88.8

Rel. change (%) ANN 22.7 31.3 48.3 63.1 69.0 81.9 25.3 39.3

% GP ANN 63.8 67.4 90.4 92.3 93.6 94.3 83.4 90.0

Note. The rows named % GP give the percentage of the countries' grid points having the same sign of the change as the 
mean, 98th percentile, in the number of days, and in the relative change in the number of days. The rows named # sim give 
the number of EURO-CORDEX simulations among the 20 considered here having the same change as the ensemble mean.
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4. Discussion
The simulations bias depend on the reference data set used for comparison, on the percentile evaluated, and also 
on the method to calculate the daily maximum wind speed. For example, Vautard et al. (2021) used ERA5 to 
estimate the bias of 55 EURO-CORDEX simulations and found opposite signs as we do, with positive bias in 
the median of the daily mean wind speed over Norway and negative bias over Sweden (same results for the daily 
maximum wind speed but not shown in their study). Moreover, they also show that weak winds (5th percentile) are 
underestimated compared with ERA5 over Scandinavia, except along the western coast of Norway, while strong 
winds (95th percentile) are overestimated. As written in Section 2, the CMIP5 GCMs and EURO-CORDEX 
RCMs use model timesteps to compute the daily maximum wind speed whereas the NORA3 hourly wind speed 
is instantaneous. Therefore, the daily maximum wind speed should be relatively accurate compared to reality in 
EURO-CORDEX if the GCMs and RCMs were perfect but underestimated in NORA3 because of the smaller 
temporal sampling. We find that RCMs RACMO22E and HIRHAM5, for example, are still negatively biased 
over the Norwegian mountains (Figure 4) meaning that they do not perform well in this area. However, where the 
bias is positive, for example, over Sweden (Figure 4), it is not clear if the issue comes from the RCM overestimat-
ing the wind or NORA3 underestimating it because of its low-frequency temporal sampling.

The changes in the raw mean winds we obtain here are in agreement with some previous studies. Christensen 
et al. (2022), who used the mean wind speed at 10 m of five GCMs downscaled with the same RCM, RCA4, also 
found the negative change along the Norwegian coast and positive change in the Baltic Sea in winter in addition 

Figure 15. Country-scale average of the daily maximum wind speed change in the near future (open symbols) and far future 
(filled symbols) as a function of each country's mean warming for each of the 20 downscalings. Norway is shown in panel 
(a), Sweden in panel (b), Finland in panel (c), and Denmark in panel (d). Various colors differentiate the five global climate 
models and various symbols the four regional climate models. The open and filled circles show the ensemble mean for each 
future period. Note the different x- and y-axis in each panel and that the near-surface air temperature was not bias-corrected 
contrary to the wind speed.
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to the increase of wind speed in summer over Finland, Sweden, and southeastern Norway. They also showed the 
dipole with negative change over Norway and positive over Sweden around 68°N and 15°–10°E. They empha-
sized the lack of robustness of the wind change over most land areas, as we have also highlighted, and the influ-
ence of coupling the atmospheric RCM with an oceanic model, which can change the sign of the response over 
the Baltic Sea but also change the response in more remote places (see their Figure 12). Using three downscalings 
with two GCMs and two RCMs, Schwierz et al. (2010) also found a decrease in the wintertime mean (October 
to March) wind gust in northern Scandinavia and an increase over Denmark but with amplitudes larger than 
what we detected. In addition to the different wind variables used, the discrepancy may arise from the historical 
period used by Schwierz et al. (2010) starting 24 years earlier than ours (1961–1990 in their study compared to 
1985–2014 in ours) and our use of a larger ensemble.

However, our results are noticeably different from the findings of Mioduszewski et al. (2018) who investigated 
the related future change between the atmospheric static stability and monthly mean 10-m wind speed (not the 
daily maximum wind speed) over the high latitudes of the Northern Hemisphere using the CESM large ensemble. 
In addition to the different variable used, the discrepancies with Mioduszewski et al. (2018) also probably comes 
from the much coarser resolution of CESM. Mioduszewski et al. (2018) found an increase in stability most of the 
time by the end of the 21st century over Scandinavia but with some local decreases along the Norwegian coast in 
summer and in Denmark, Southern Norway, southern Sweden, and southern Finland in winter. Accordingly, the 
wind decreases almost everywhere in the domain. However, in summer, the wind increases where the stability 
decreased at two locations in northern and southwestern Norway. Moreover, not all wind changes were linked to 
static stability as, for example, in winter in southern Sweden, where both the wind and static stability decrease.

Using the IPCC WG1 Interactive Atlas (https://interactive-atlas.ipcc.ch/regional-information), we can see that the 
long-term (2081–2100) multi-model mean projections of the mean surface wind speed compared to the baseline 
period (1981–2010) have similar patterns in the 48 EURO-CORDEX experiments (RCP8.5 scenario) and 31 
CMIP6 models (SSP585 scenario). However, they can strongly differ in magnitude and sign in some regions, 
such as Scandinavia. For example, in winter, CMIP6 projections are negative in northern Sweden and Finland 
but positive in EURO-CORDEX. In summer, CMIP6 projects negative changes over Scandinavia whereas 
EURO-CORDEX exhibits a band of positive changes in northern Norway (as also seen in our Figure 8b). From 
this comparison, we do not expect very different results in the on-going new EURO-CORDEX exercise.

Future changes in the 10-m daily maximum wind speed could be due to changes in the number of cyclones in the 
area, but it is not that straightforward. Zappa et al. (2013) found in CMIP5 simulations, among which some GCMs 
were downscaled in the EURO-CORDEX exercise, a reduced number of cyclone tracks over the whole Scandinavia 
in summer and a reduced (increased) number in northern Scandinavia (the British Isles and North Sea) in winter. 
The decreased mean daily maximum wind speed we find over most of Scandinavia in summer could be associated 
with cyclones being less frequent. However, the summer-time increase in wind speed over northern Norway cannot 
be associated with a change in cyclone occurrence. In winter, the increased number of cyclone tracks in the south-
ern part of the domain could be related to the stronger wind speed we identified in the future periods and the lack 
of cyclones to the northern part could be related to the weaker wind speed we show in northern Norway. However, 
most of the future changes in wind speed we find cannot be explained by the change in cyclone occurrence.

In winter, the increased wind in western Denmark and southern Sweden (Figure  7e) can be associated with 
more cyclones steered toward this area because of the acceleration of the 500-hPa jet over northern Europe/
southern Scandinavia found by Ozturk et al. (2022) using monthly mean wind in 42 EURO-CORDEX simula-
tions. Concomitantly, there is a decrease in the wind speed at 500 hPa over northern Scandinavia (see Figures 
3a–3c in Ozturk et al., 2022) that can be related to the decreased wind over the sea and northern Norwegian 
land (Figure 7e). However, in summer, the future 500-hPa jet does not change much over Scandinavia compared 
to the historical period (see Figures 3i–3k in Ozturk et al., 2022), which does not explain the decrease in mean 
near-surface daily maximum wind speed we find over most of the domain in Figure 8e.

A comparison of our results with previous studies that investigated the future projections of the 98th percentile of 
the daily maximum wind speed or gust (Donat et al., 2011; Pryor et al., 2012; Schwierz et al., 2010) highlights some 
agreements and disagreements. The changes in the 98th percentile we find are similar to Donat et al. (2011) who 
showed, in some downscalings, an increase in the 98th percentile of the daily maximum wind speed (same variable 
as we use here) over southern Scandinavia, including southern Sweden and Denmark, by the end of the 21st century 
(their Figure 5b). The earlier study by Schwierz et al. (2010) found a decrease in the 98th percentile of the daily 
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wind gust over northern Sweden and Norway whereas we find this decrease in wind speed mainly over northern 
Norway only with weaker values. The increase we find over southern Denmark is also in agreement with Schwierz 
et al. (2010) but they do not have the north-south discrepancy in the 98th percentile change that we get although 
they find it in the change in the mean (compare the two first rows of their Figure 7 with our Figure 10b). Finally, 
Pryor et al. (2012) also found this dipole in the change of the wind gust by 2071–2100 with a decrease in northern 
Norway and Sweden and an increase of the wind gust in southern Sweden and Denmark but their ensemble of three 
members emphasizes large differences among the runs hence a large uncertainty in the results.

In agreement with Christensen et al. (2022), we find a non-robust relationship between the country-scale average 
warming and daily maximum wind speed change. The warming signal is mainly determined by the GCM while 
the wind speed change is driven by both the GCM and RCM. By discriminating the GCMs and RCMs used, we 
are able to show that RCMs sometimes exhibit a consistent (same sign) response independent of the GCM down-
scaled but that is not a general rule.

Trends in the annual and seasonal means of the NORA3 daily maximum wind speed over the period 1980–2020 
(41 years) exhibit remarkable differences with the EURO-CORDEX projections. The most striking difference 
occurs in summer where NORA3 shows positive trends over the Norwegian Sea, southern Norway, Sweden, 
Finland, and Denmark whereas EURO-CORDEX shows negative responses (compare Figure S11g in Supporting 
Information S1 with Figure 8e). Other differences include opposite signs over the largest lake in Sweden with posi-
tive trends in all seasons but negative responses in the annual and winter means for EURO-CORDEX, the positive 
trend around 65°N over the Norwegian Sea and Norway contrary to the negative responses in EURO-CORDEX, 
and the positive trend in the Skagerrak in all seasons but negative response in EURO-CORDEX mainly in the 
annual and summer means (compare Figure  S11 with Figures  6e, 7e and  8e and Figure  S5). However, both 
NORA3 and EURO-CORDEX exhibit negative trend and response in northern Norway and positive trend and 
response over the Gulf of Bothnia in the annual and winter means. These agreements and differences call for 
deeper investigations. Finally, one can notice the high uncertainty of the mean wind speed trends (Figures S11b, 
S11d, S11f, S11h and S11j) due to the high interannual variability (not shown).

5. Conclusion
In this study, we have investigated the changes in daily maximum wind speed over Scandinavia in two future peri-
ods (2041–2070 and 2071–2100) following the RCP8.5 scenario compared to the historical period (1985–2014) 
using 20 raw and bias-corrected regional downscalings among the EURO-CORDEX simulations available. We 
use the quantile mapping method to fit the RCM wind speed distributions to the new high resolution NORA3 
hindcast, which has proven to have good skills in representing wind speed over complex topography (Haakenstad 
et al., 2021).

The skill of the historical 12-km resolution EURO-CORDEX simulations compared to the reference data set 
NORA3 is driven by the choice of the RCM and to a much lesser extent by the choice of the GCM. Most RCMs 
underestimate the mean daily maximum wind speed over the mountains and overestimate it over low-altitude 
lands of Norway, Sweden, and Finland compared to NORA3. The biases in the mean daily maximum wind speed 
of the 20 downscalings mostly differ over the mountains, where the largest spread is found. A decomposition of 
the variance of the biases shows that it is mostly associated with the RCM over land and the Baltic Sea, the GCM 
being most important over the Norwegian and Barents seas. However, this result can be modified depending 
on the set of downscalings considered. The downscalings closest to the reference data set are performed with 
HIRHAM5 followed by the ones made with RCA4.

In the historical period (1985–2014), the mean daily maximum wind speed is largest over the mountains, seas, 
and lakes especially in winter. This is due to the low roughness of the seas and lakes and the mountains exposure 
to passing low-pressure systems, most frequent in winter. Over the low-altitude lands of southeastern Norway, 
Sweden, and Finland, the mean daily maximum wind speed is largest in summer.

In the far future (2071–2100) winter, there is a decrease in the mean daily maximum wind speed over the Norwe-
gian Sea and along the western coast of Norway sometimes larger than 0.4 m s −1 compared to the historical 
period. Elsewhere, there is an increase in the mean daily maximum wind speed, especially in southern Sweden 
and the Gulf of Bothnia. In summer, the mean daily maximum wind speed decreases over the Norwegian Sea, 
southern Norway, Denmark, and Sweden and increases over central and northern Norway as well as over the 
Baltic Sea. However, in agreement with previous studies (Christensen et al., 2022; Schwierz et al., 2010), we find 
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that the changes in the wind speed are not very robust. Because of the conservation of the relative changes during 
the bias correction process of the future simulations, the absolute changes are not supposed to be conserved. 
However, as in Ngai et al. (2022) who studied precipitation over Southeast Asia with a raw and bias corrected 
CORDEX ensemble, we find that the bias correction does not influence the pattern of the future changes but it 
modifies their amplitude, which is important for decision makers when wind thresholds are involved.

Taking the historical 98th percentile as a measure for strong winds, we find that the number of days above this 
threshold will increase in the future mainly over the Norwegian southeastern coast, southern Sweden, and Finland 
but decrease in northern Norway. Over southern Sweden, where the historical 98th percentile is relatively weak 
(<10 m s −1), considering that these strong winds happen about 7 days every year, an increase of 2 days with those 
winds is not negligible and might be felt by the inhabitants.

Looking at the daily maximum wind speed distributions, the change in the far future of the distribution's shape 
depends on the region considered. For example, in the Norwegian Sea along the coast, the distribution seems to 
get flatter, with more frequent very low and very high winds, whereas over Sweden and Finland, the distribution 
seems to get more skewed with less frequent low-wind days.

The country-scale distributions as well as the maps of the changes in wind speed highlight that for decision-making, 
one needs to look at the changes in particular regions, not necessarily the administrative counties, especially for 
Norway where the landscape and exposure vary greatly within the country. Moreover, the daily maximum wind 
speed future projections for each of the four Scandinavian countries are rather independent from the warming.

Changes in cyclones frequency, 500-hPa jet, and atmospheric static stability can help justify some future increases 
or decreases in daily maximum wind speed over Scandinavia but not everywhere. Therefore, there is a need to 
investigate the processes creating wind at the local scale for the present climate and examine how these processes 
will be modified due to climate warming. Another future work would be the use of the bias corrected data in 
windstorm losses assessments knowing that the changes in wind are subject to a lot of uncertainty. Moreover, 
it  would be interesting to evaluate the downscalings of the on-going new EURO-CORDEX exercise with updated 
and new RCMs. Finally, along with previous studies, it is clear that the wind speed future projections suffer from 
a large uncertainty. The internal variability, as shown by Pryor et al. (2012) (see their Figure 6), seems to be a 
source of uncertainty as well as the model uncertainty as seen for example, in our Figures 14b, 14d, 14f and 14h. 
Creating large ensembles of regional simulations either by downscaling large ensembles of global climate simu-
lations, such as the ones part of the Single Model Initial-condition Large Ensemble initiative (Deser et al., 2020), 
or by varying the RCM physics parameters (see the 12-member ensemble of Tucker et al. (2022)) could help in 
distinguishing and quantifying the sources of uncertainty (Deser, 2020; Mankin et al., 2020).

Data Availability Statement
The EURO-CORDEX and CMIP5 data were downloaded from the Earth System Grid Federation portal https://
esgf-data.dkrz.de/. The NORA3 hindcast is made publicly available by the Norwegian Meteorological Institute at 
https://thredds.met.no/thredds/catalog/nora3/catalog.html.
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