Using Computer Vision to analyze

nonmanuals across signed languages
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Main points
Computer Vision is a way to automatically track the body and facial
features of signers in video recordings

Common applications: Automatic Sign Language Recognition

Current Computer Vision Solutions (OpenPose + OpenFace, Mediapipe)
are good enough to do quantitative linguistic analysis

We can use it to analyze nonmanual markers to describe subtle
dynamic patterns and cross-linguistic variation

Study 1: grammar and emotions in eyebrow position
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Kazakh-Russian Sign
Language, 10 signers

Eyebrow raise used to
mark both polar
guestions and surprise

Eyebrow lowering used
to mark anger

OpenPose used to
measure the eyebrow
distance from the nose,
average measure per
sentence

Study 3: headshake expressing negation
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* Russian Sign Language,
corpus data

 Headshake is used for
negation, but in a
minority of cases

 OpenFace to measure
head turns

* Various shapes of head
turns, but no clear

relation to different types

of negation
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Study 2: dynamics of eyebrow movement
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Kazakh-Russian Sign Language, 10 signers
Statements, polar questions, wh-questions
Marked by eyebrow movement and head tilts

OpenFace to measure the eyebrow distance from the
nose and head tilts

Additional Machine Learning to correct errors

Eyebrow position and head tilt are dynamic: they
change throughout the sentence

Patterns found:

« Statements: no eyebrow movement, no head
movement

* Polar question: two downward head thrusts, raised
eyebrows on the whole sentence

 Wh-questions: eyebrow raise and backward head
tilt on the question sign
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