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Abstract. Convolutional Neural Network (CNN) has been widely proposed for 

different tasks of heart sound analysis. This paper presents the results of a novel 

study on the performance of a conventional CNN in comparison to the different 
architectures of recurrent neural networks combined with CNN for the classification 

task of abnormal-normal heart sounds. The study considers various combinations of 

parallel and cascaded integration of CNN with Gated Recurrent Network (GRN) as 
well as Long- Short Term Memory (LSTM) and explores the accuracy and 

sensitivity of each integration independently, using the Physionet dataset of heart 

sound recordings. The accuracy of the parallel architecture of LSTM-CNN reached 
98.0% outperforming all the combined architectures, with a sensitivity of 87.2%. 

The conventional CNN offered sensitivity/accuracy of 95.9%/97.3% with far less 

complexity. Results show that a conventional CNN can appropriately perform and 
solely employed for the classification of heart sound signals. 

Keywords. Heart sound, deep learning, intelligent phonocardiography, 

convolutional neural network 

1. Introduction 

The application of Convolutional Neural Network (CNN) has received interest from 

researchers of the biomedical signal processing domain, especially in the heart sound 

analysis field in which a reliable classification method for detecting abnormal heart 

sound from the phonocardiogram is still challengeable [1]. The development of a reliable 

machine learning method capable of responding to this research challenge can provide a 

breakthrough in cardiovascular disease detection, thanks even to the Internet of Things 

(IoT) technological platform. [2,3]. Although sophisticated machine learning methods 

have been introduced for classification of heart sound signals [4–6], the CNN-based 

methods which have been broadly employed for this classification task, showed very 

promising results to be incorporated into the appropriate apparatus to serve as an 

inexpensive and noninvasive approach for detecting heart abnormalities from the sounds 
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[7–8]. In those CNN-based methods, the dynamics of the signal is preserved at the feature 

level, where a time-frequency representation of the signal was employed as a 

mathematical tool for feature extraction. A number of the recent studies on CNN for 

heart sound classification suggested the use of recurrent architecture of neural network 

such as Long and Short Term Memory (LSTM), in combination with CNN, in which the 

signal dynamics are preserved not only at the feature level, but also in the architecture of 

the LSTM for a better classification [7, 9–10]. However, inconsistent validation manner 

in terms of the input data makes the comparison flawed. This can negatively affect 

development of a reliable system for screening heart disease.  

This paper presents results of innovative experimentation on various combined 

architectures of the recurrent neural network and CNN. In this paper, Gated Recurrent 

Unit (GRU) and LSTM are selected as the recurrent architectures and the accuracy and 

sensitivity of the various combinations of the recurrent architectures and CNN is 

evaluated using a public dataset of the heart sound. Such an innovative study can help 

the researchers of biomedical informatics to select suitable machine-learning method for 

heart sound classifications. 

2. Materials and Methods 

2.1. Datasets 

We employed a well/known dataset for validation: the Physionet heart sound dataset. 

This dataset is publicly available and can be found on the website of the Physionet 

(https://physionet.org/content/challenge-2016/1.0.0/).  

2.2. Classification Methods 

The heart sound signals are divided into nonoverlapping segments of 5 seconds. 

Considering the group sizes of the normal and abnormal signals, one can easily see the 

class imbalance. We employed the SMOTE augmentation method, applied on the signal 

segments of 5 seconds to provide consistent group size over the two classes: abnormal 

and normal. Details can be found in [7]. Next, the time-frequency representation of the 

5-second signals is obtained using the mel-frequency method [7]. To explore the effect 

of integration recurrent architectures with CNN, two well-known architectures, LSTM 

and GRU, are combined with a CNN in two different manners: parallel and cascaded 

manner. The CNN is independently optimized using Adam optimizer, and the set of the 

optimized hyperparameters is selected equivalently for all the architectures. 

2.3. Validation Methods 

The conventional CNN, along with the different combinations of the recurrent 

architecture and CNN, are independently validated. Each combination composes a 

classifier whose performance is validated and compared to the CNN's. The classifiers are 

named and denoted by: Serial GRU (SGRU), parallel GRU (PGRU), serial LSTM 

(SLSTM), and Parallel LSTM (PLSTM). The accuracy and sensitivity of the classifiers 

are invoked as the performance measures. We employed the Physionet dataset for the 

classifier validation using 75%, 10%, and 15% of the data as the training, validation and 
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test data, respectively. Each classifier is examined in 5 complete runs of 

train/validation/test, and the statistics of the accuracy and the sensitivity are obtained. 

3. Results 

Table 1 demonstrates the two descriptive statistics: the average value, and the standard 

deviation (STD) of the performance measures, resulted from 5 complete runs of the 

train/validation/test split, as applied to the abovementioned classifiers.   

Table 1. Average value (Mean) and standard deviation (STD) of the accuracy and sensitivity of the CNN, the 

Serial GRU (SGRU), parallel GRU (PGRU), serial LSTM (SLSTM), and Parallel LSTM (PLSTM) 

Classifier Accuracy (%) Sensitive (%) 
Mean  STD  Mean  STD 

CNN 95.9 4.9 97.3 3.7 

PGRU 97.9 0.9 93.8 4.9 
PLSTM 98.0 0.5 87.2 10.1 

SGRU 95.6 4.8 95.0 5.0 

SLSTM 95.2 3.5 93.8 3.4 

 

The parallel CNN-LSTM shows superior accuracy with excellent reproducibility, as 

implied by the very low standard deviation of 0.5%. However, this is not true when it 

comes to sensitivity, which is the worst for this architecture. The serial architecture of 

CNN-LSTM exhibits a better performance in terms of the balance between accuracy and 

sensitivity. The serial architecture of CNN-GRU performs better in this sense, but with 

higher instability as reflected by the standard deviations. The serial CNN-LSTM delivers 

further stability in its results. It is obvious that the performance of a conventional CNN 

is degraded while either of the recurrent architectures is incorporated serially. The 

parallel integration of both recurrent architectures enhances accuracy at the expense of 

sensitivity. Serial integration degraded the performance of a CNN in terms of both 

performance measures. A crucial requirement of any screening approach is a high value 

of sensitivity which is impaired by the integration of any of the recurrent architecture.  

4. Discussion 

This paper innovatively explored the effect of the integration of different recurrent 

architectures with a CNN on detecting an abnormal heart from the heart sound. This 

approach, which was previously named intelligent phonocardiography, showed its 

potential to be employed as a screening tool in clinical settings [11–13]. The paper 

investigated different combinations of serial and parallel integration of two well-known 

recurrent methods: LSTM and GRU. Integration of recurrent architecture, in any of the 

described forms, effectively degraded the sensitivity, which is considered a key feature 

of any screening tool. Even though the accuracy was slightly improved in some of the 

architectures, the heavy load of the complexity inflicted by the recurrent architecture 

cannot justify the use of these architectures compared to the described CNN. In this 

study, the mel-frequency representation of the segmented signal with a 5-second length 

was employed to be used as the mathematical tool whose energy contents constitute the 

input features to the CNN. The dynamics of the signal is, therefore, preserved by this 

representation. Results show that such a representation sufficiently considers the signal 
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dynamic and avoids the necessity of using other dynamic architecture. Nevertheless, the 

high standard deviation of architecture for some of the performance measures implies 

the high structural risk for the architecture that requires sophisticated methods for the 

evaluation [14]. Noise and artifact can randomly affect the classification performance 

which is regarded as the study limitation. This can be addressed in continuation to this 

study as the future work. 

5. Conclusions 

The paper innovatively explored the performance of a CNN in the presence of a recurrent 

neural network architecture for the classification of abnormal heart sound. Serial and 

parallel integration of an LSTM and a GRU with the CNN was explored. It is concluded 

by this study that increasing complexity of a classification method is not necessarily 

accompanied by an improvement in the performance. 
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