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Abstract

Accurate measurements of light-particle interactions in marine environments have be-
come increasingly important over the years due to the growing interest in environ-
mental monitoring, remote sensing, and underwater optical wireless communication.
Interactions in terms of absorption and scattering are described by the medium’s in-
herent optical properties (IOPs), which are properties that are solely dependent on the
medium itself. Thus, obtaining knowledge of the IOPs for a body of water provides
valuable information of what type of particles constitutes the water, e.g. phytoplankton
and minerals, and the size distribution of these particles.

The volume scattering function (VSF) is one of the fundamental IOPs, describing
the angular distribution and relative intensity of scattered light. Measurements of the
VSF have for many years been difficult to obtain, requiring complex instrumentation,
while being practical to deploy for in situ measurements. The LISST-VSF is a com-
mercial instrument developed by Sequoia Scientific, and is able to measure the VSF
from 0.1−150◦. The availability of a commercial instrument enables in situ measure-
ments of VSFs on a larger scale, and offers a more standardized method for doing so. In
addition to being a characterizing property of the medium, the VSF is also commonly
used in light transport simulations. Analytical models of the VSF have traditionally
been employed for this purpose, but these do generally not accurately model the VSF
in natural waters.

This thesis work revolves around characterization and correction of VSF measure-
ments. The methods presented are general in nature, but are here applied to the LISST-
VSF specifically. The LISST-VSF operates under the assumption that detected light
is only scattered once (single scattering). However, studies have shown that this is not
the case. In turbid waters, a significant fraction of the detected light is scattered two or
more times (multiple scattered light). This results in elevated and distorted measured
VSFs compared to the desired single scattering VSF.

In Paper I, a Monte Carlo simulation was developed to simulate the LISST-VSF
instrument. The simulation was validated by comparing simulated VSFs to controlled
LISST-VSF measurements in the lab. The results confirmed that discrepancies seen in
LISST-VSF measurements in turbid waters were indeed due to multiple scattering. The
results also demonstrated that errors from multiple scattering can be 10% at a scattering
coefficient of only b = 1m−1.

In Paper II, the Monte Carlo simulation was improved by implementing a num-
ber of variance reduction methods. The most important of these is known as detector
directional importance sampling, which significantly increases the number of photons
detected in the simulation. The results demonstrated a 10x increase in efficiency at scat-
tering coefficient b < 6m−1. In the second part of the study, we further investigated the
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effects of multiple scattering on LISST-VSF measurements. By simulating VSFs with
many different Fournier-Forand and Henyey-Greenstein phase functions, we showed
that the multiple scattering error significantly depends on the phase function.

In Paper III, a feedforward neural network with three hidden layers was developed
to correct multiple scattering errors in LISST-VSF measurements. The neural network
was trained on a training set generated with the Monte Carlo simulation developed in
Paper I and II. Testing of the neural network was carried out on two different sample
sets, where dilution corrected VSFs had been obtained, serving as benchmarks for the
neural network. The results showed that the neural network estimated VSFs was very
similar to the dilution corrected VSFs, both in terms of shape and magnitude. The neu-
ral network was also found to provide good corrections to a large sample set consisting
of in situ samples collected from many different places.



Sammendrag

Viktigheten av nøyaktige målinger av interaksjoner mellom lys og partikler i marine
miljøer har økt de siste årene grunnet den økende interessen for miljøovervåkning,
satellittmålinger, og trådløs optisk undervannskommunikasjon. Interaksjoner i form av
absorbsjon og spredning er beskrevet av mediets iboende optiske egenskaper, som er
egenskaper som er kun avhengige av selve mediet. Kunnskap om de iboende optiske
egenskapene til vannmasse kan derfor gi verdifull informasjon om hvilke typer partikler
vannet inneholder, f.eks. planteplankton og mineraler, og størrelsesfordelingen av disse
partiklene.

Volumspredningsfunksjonen (VSF) er en av de fundamentale iboende optiske egen-
skapene, og beskriver vinkelfordelingen og den relative intensiteten av spredt lys. Det
har i mange år vært vanskelig å måle VSF fordi det krever komplisert instrumenter-
ing, men som også skal være praktisk å bruke i feltarbeid. LISST-VSF er et kom-
mersielt instrument utviklet av Sequoia Scientific, som kan gjøre målinger av VSF fra
0.1− 150◦. Et kommersielt tilgjengelig instrument gjør det mulig å gjennomføre in
situ målinger av VSF i stor skala, og tilbyr en mer standardisert metode for å gjøre
slike målinger. I tillegg til å være karakteriserende egenskap av mediet, så brukes VSF
ofte i lystransportsimuleringer. Analytiske modeller for VSF har tradisjonelt blitt brukt
for slike simuleringer, men disse er generelt ikke en presis modell for VSF i naturlige
vannmasser.

Arbeidet i denne avhandlingen dreier seg om karakterisering og korreksjon av VSF-
målinger. Metodene som presenteres er generelle, men anvendes spesifikt til LISST-
VSF målinger i dette arbeidet. Instrumentet LISST-VSF opererer under antagelsen av
at detektert lys kun er spredt en gang (singel spredning). Tidligere studier har vist at
dette ikke stemmer, hvor en stor andel av det detekterte lyset kan være spredt to eller
flere ganger (multippel spredning) i vann med høy turbiditet. Dette resulterer i for høye
verdier og endret form på VSF-målingen sammenlignet med den ønskede målingen,
hvor kun lys som er spredt en gang er detektert.

I den første artikkelen (Paper I) ble en Monte Carlo simulering utviklet for å
simulere LISST-VSF instrumentet. Simuleringen ble validert ved å sammenligne
simulert VSF med kontrollerte målinger av VSF gjennomført på laboratoriet. Resul-
tatene bekreftet at avvikene observert i målinger med LISST-VSF i turbide vannmasser
var et resultat av multippel spredning av lys. Resultatene demonstrerte også at feil i
VSF målinger kan være 10% for en spredningskoeffisient på bare b = 1m−1.

I den andre artikkelen (Paper II) ble Monte Carlo simuleringen forbedret ved å im-
plementere en rekke variansreduksjonsmetoder. Den viktigste av disse er kalt detector
directional importance sampling, som øker andelen av fotoner som blir detektert i simu-
leringen. Resultatene viste 10x økt effektivitet for spredningskoeffisienter b < 6m−1. I



viii Sammendrag

den andre delen av denne studien undersøkte vi nærmere effekten av multippel spred-
ning på VSF målt med LISST-VSF. Ved å simulere VSF med mange forskjellige
Fournier-Forand og Henyey-Greenstein fasefunksjoner fant vi at feil i målinger pga.
multippel spredning avhenger av fasefunksjonen.

I den tredje artikkelen (Paper III) ble et nevralt nettverk med tre skjulte lag utviklet
for å korrigere feil grunnet multippel spredning i målinger gjort med LISST-VSF. The
nevrale nettverket ble trent med data generert med Monte Carlo simuleringen utviklet i
den første og andre artikkelen. Testing av det nevrale nettverket ble gjennomført med to
forskjellige datasett, hvor "sann" VSF ble estimert ved hjelp av utvannede prøver. Disse
ble brukt som en referanse for VSF korrigert med det nevrale nettverket. Resultatene
viste at korrigert VSF var veldig lik referanse VSF i både størrelse og form for begge
datasett. Det nevrale nettverket ga også gode korreksjoner for et stort datasett med in
situ VSF målinger fra mange forskjellige steder.
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Chapter 1

Introduction

The ocean covers 71% of the earths surface and constitutes a significant part of global
natural resources (Costanza, 1999). It also serves as a crucial part of the earths climate,
as part of the water cycle, and acting as massive reservoir for heat and carbon. Since
the industrial revolution, the concentration of carbon dioxide in the atmosphere has
increased continually, resulting in a stronger greenhouse effect and warmer climate.
Similar trends are observed for the ocean, with increasing average surface temperature
(Hansen et al., 2010) and carbon concentration (Caldeira and Wickett, 2003). The rapid
changes observed in the state of the worlds oceans may have devastating consequences,
both for the organisms that inhabit it, and for those that exploit its resources.

Despite its economical and ecological importance, the worlds oceans have been un-
derexplored (Levin et al., 2019). Historically, measurements of ocean properties are
made by lowering measuring equipment into water from boats and ships (in situ mea-
surements). An early example is the Secchi disk, popularized by the Italian physicist
Angelo Secchi, who made several measurements in 1866 (Preisendorfer, 1986). The
Secchi disk is a white disk that can be lowered into the water until it is no longer visi-
ble, known as the Secchi depth, providing a visual measure of the clarity of the water.
In modern times, new technologies have made gathering of ocean data both more ef-
ficient and accurate. Especially, remote sensing through satellite imaging has become
very important, being able to cover large areas. Another example is the very success-
ful Argo program, which utilizes autonomous profiling floats to measure temperature,
salinity, currents, and certain bio-optical properties (Jayne et al., 2017). The Argo
program provides freely available data collected from approximately 3800 (per 2017)
floats deployed all around the worlds oceans.

While large scale methods, such as satellite imaging, can provide useful data for
large areas, there is still a need for in situ measurements. Remote sensing through
satellite imaging relies on sunlight reflected and scattered from the surface layer of the
ocean. Hence, this method measures apparent optical properties (AOPs), which are
properties that do not only depend on the constituents of the water, but also the inci-
dent light field. On the other hand, the inherent optical properties (IOPs) of a medium
describe the scattering and absorption of light that is only dependent on the medium
itself. Hence, these properties can be used to describe the concentration and composi-
tion of particles suspended in the water mass. A significant effort is directed to deriving
IOPs from AOPs measured by remote sensing, for which in situ measurements of IOPs
are an integral part (Werdell et al., 2018).
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The volume scattering function (VSF) is one of the fundamental IOPs, describing
the angular dependent light intensity scattered by a medium. Measurements of the full
VSF demand detection of scattered light over the angular range 0− 180◦, requiring
complex instrumentation. Hence, in situ measurements of the VSF of natural waters
have historically been few. The LISST-VSF (Sequoia Scientific) is a commercially de-
veloped instrument, designed to perform in situ measurements of the VSF over the an-
gular range 0.1−150◦, and offers a standardized method for measuring the VSF of nat-
ural waters. However, all instruments suffer from errors and uncertainties. Thus, work
is being done to validate the instrument, exploring its limits, and investigate sources of
error, producing more reliable and accurate measurements.

In this thesis, I have developed methods for characterization and correction of IOPs
measured with optical instruments. This work focuses specifically on multiple scatter-
ing errors observed in LISST-VSF measurements in turbid waters, but the methods are
general in nature. First, a Monte Carlo simulation was developed to simulate LISST-
VSF measurements, and was validated through comparison with bench-top measure-
ments of polymer beads. The simulation was then used to establish that multiple scat-
tering is a significant source of error in LISST-VSF measurements in turbid waters.
Second, the Monte Carlo simulation was improved by implementing several variance
reduction methods. The improved simulation was then used to quantify the multiple
scattering error dependency on scattering coefficient and phase function. Finally, a
neural network was developed to correct LISST-VSF measurements for multiple scat-
tering errors.

Outline
This thesis begins with an introduction to the scientific background in Chapter 2, pre-
senting key concepts for the methods used in the research presented. Chapter 3 provides
a detailed description of the methods used. Chapter 4 is dedicated to multiple scatter-
ing, which is the focus of this thesis work, giving a thorough description of multiple
scattering and how it affects LISST-VSF measurements. Then, an introduction to each
publication is given in Chapter 5. Finally, this thesis scientific results, consisting of
three publications, are presented in Chapter 6.



Chapter 2

Scientific background

2.1 Inherent optical properties

The inherent optical properties (IOPs) describe scattering and absorption of light by
particulate and dissolved matter in water. IOPs are properties of the medium itself,
meaning that they do not depend on the ambient light. Thus, measurements of IOPs of
natural waters yield information about the constituents of the water. While the absorp-
tion coefficient is an important IOP in natural waters, it is not considered relevant for
this thesis work and is thus not described here.

2.1.1 Scattering
Scattering of unpolarized incident light is fully described by the volume scattering func-
tion (VSF). The VSF, denoted β (θ), is defined as the radiant intensity, dI, scattered per
elemental volume, dV , in the direction θ per unit incident irradiance E. Assuming that
particles are randomly oriented in the water, one may also assume azimuthal symmetry
so that the VSF for wavelength λ can be expressed independent of the azimuth angle
φ :

β (θ ,λ ) =
dI

EdV
[m−1sr−1] (2.1)

This function describes the angular distribution and magnitude of the scattered light.
The VSF can be divided into two parts, where the total amount of scattering (i.e. mag-
nitude of the VSF) is described by the scattering coefficient:

b(λ ) = 2π
∫ π

0
β (θ ,λ )sinθdθ [m−1]. (2.2)

The angular distribution is described by the phase function, which can be calculated as
the ratio

β̃ (θ ,λ ) =
β (θ ,λ )

b(λ )
[sr−1]. (2.3)

In some cases one is also interested in the backscattering coefficient,
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bb(λ ) = 2π
∫ π

π/2
β (θ ,λ )sinθdθ [m−1], (2.4)

which describes the amount of light that is scattered backwards. This quantity is es-
pecially important when looking at the reflectance from a body of water, such as in
remote sensing applications. The backscattering ratio b̃b = bb/b is also frequently used
to characterize the shape of the phase function.

Phase function
The phase function is an important property for several reasons. It is a fundamental
characteristic that is dependent on the particles suspended in the water. Particles that
are large compared to the wavelength of the incident light generally scatter more in
the forward direction, and as the particles become smaller, scattering becomes more
isotropic (Slade and Boss, 2015). This relation between particle size and phase function
is frequently used in inversion algorithms to determine the particle size distribution in
a water sample.

The phase function (and VSF) has historically been difficult to measure, as it re-
quires scattering measurements over the angular range 0− 180◦. Hence, several ana-
lytical phase functions have been proposed over the years, in an attempt to approxi-
mate the phase function of natural particles, both in water and in the atmosphere. The
Henyey-Greenstein (HG) phase function, proposed by Henyey and Greenstein (1941)
for scattering by interstellar dust, is a well known phase function that has been adopted
to various fields, such as biomedical optics (Binzoni et al., 2006) and oceanography
(Haltrin, 2002). The HG phase function can be expressed as

β̃HG(θ) =
1

4π
1−g2

(1+g2 −2gcosθ)3/2
, (2.5)

where −1 < g < 1 is an asymmetry parameter defined as the average of the cosine
of the scattering angle. Setting g = 0 corresponds to isotropic scattering, while g > 0
and g < 0 correspond to forwards and backwards peaked scattering, respectively. This
is known as a single-parameter phase function, as the shape is only dependent on the
parameter g. Generally, the HG phase function is not a good approximation for particles
suspended in natural waters. A two parameter phase function, commonly known as the
Fournier-Forand (FF) phase function, was proposed by Fournier and Forand (1994).
It is the phase function of Mie scatterers integrated over an inverse power-law particle
size distribution, where Mie scattering (or Mie theory) is an exact solution to scattering
of electromagnetic radiation from a spherical dielectric particle of arbitrary size (Jonasz
and Fournier, 2011; Mie, 1908). Hence, the FF phase function is grounded in physics,
and is calculated as

β̃FF(θ) =

(
v(1−δ )− (1−δ v)+ 4

u2 [δ (1−δ v)− v(1−δ )]
)

4π(1−δ )2δ v

− 1

16π
1−δ v

π
(1−δπ)δ v

π
(3cos2 θ −1),

(2.6)
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where

v =
3−m

2
, δ =

4

3

(sin(θ/2)

n−1

)2
, δπ = δ (θ = π).

Here, 1 < n < 1.35 is the refractive index of the particles relative to seawater, and
3.5 < m < 5 is the slope of the inverse power-law particle size distribution. While the
FF phase function is considerably more complicated than the HG phase function, it has
the advantage of being defined by the physical quantities n and m. Furthermore, an
additional parameter allows for more flexibility in fitting procedures. This has since
been taken a step further with the development of two-term phase functions. These are
made from a superposition of two phase function, adding additional parameters that
can be tweaked. The two-term Reynolds-McCormick (TTRM) phase function is an
example of this, based on the phase function proposed by Reynolds and McCormick
(1980). This is a generalized version of the HG phase function, and is expressed as

β̃RM(θ) =
αg(1−g2)2α

π
(
(1+g)2α − (1−g)2α

)
(1+g2 −2gcosθ)α+1

. (2.7)

Here, α is a fitting parameter, where α = 0.5 results in the HG phase function. The
TTRM phase function is then expressed as (Harmel et al., 2021)

β̃TTRM(θ) = γβ̃RM(θ ,g1,α1)+(1− γ)β̃RM(θ ,g2,α2), (2.8)

where 0 < γ < 1 is a weighting factor. This phase function takes five parameter inputs,
allowing for greater flexibility and fine-tuning of the shape. Usually, the weighting
parameter γ is large, so that there is a dominant term in the phase function. The second
term is then used to tailor the backward scattering part of the angular spectrum, where
setting g2 < 0 allows the phase function to rise as θ approaches 180◦. This approach
for making two-term phase functions may be applied to other phase functions as well,
such as the FF phase function. A comparison between the HG, FF, and TTRM phase
function is shown in Fig. 2.1.
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Figure 2.1: Semi-log plot of a Henyey-Greenstein (black), Fournier-Forand (red), and two-term
Reynolds-McCormick (blue) phase function. A log-log plot for the angular range 0.09−10◦ is shown
in the inset.

2.2 Radiative transfer computation

Radiative transfer (or radiation transport) is the propagation of electromagnetic waves
through a medium. It is mathematically expressed by the radiative transfer equation
(RTE), which describes absorption, scattering, and emissions in the medium. Solu-
tions to the RTE are usually found numerically, where approximations are in most
cases necessary. Different approaches to numerical modeling of radiative transfer have
been developed over the years. One of the most influential methods is the two-stream
approximation, where radiative transfer is considered in only two discrete directions
(usually up and down) (Chandrasekhar, 2013; Stamnes et al., 2017). Some models
make use of more streams, i.e., solve the RTE in more directions, to achieve higher
accuracy. However, this comes at the cost of longer computation time.

2.2.1 The Monte Carlo method
Another approach for simulating radiative transfer is the Monte Carlo method. As op-
posed to the RTE, the Monte Carlo method can in principle be applied to any geometry
and without approximations. The Monte Carlo method is a computer algorithm used to
solve problems that can be interpreted probabilistic, and is based on repeated random
sampling from probability density functions to obtain numerical results. The first real
use case of the modern Monte Carlo method was applied to neutron transport during
the development of nuclear weapons at Los Alamos National Laboratory (Metropolis
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meaning that the estimate tends to fluctuate. As more points are sampled and added to
the total, the variance becomes smaller and the estimate converges towards the correct
answer. This illustrates both the strength and weakness with the Monte Carlo method.
At one hand, one can obtain arbitrary high accuracy by simply increasing the number
of sampled points. At the other hand, accurate simulation may require a very large
number of sample points, resulting in a long simulation time.

The continuing rise of computational power has made Monte Carlo modelling of ra-
diative transfer increasingly attractive due to its accuracy. It has evolved over the years
to become a competitive method with great success within fields such as astrophysics
(Noebauer and Sim, 2019). It is also frequently used for radiative transfer simulations
in water, such as for simulations of underwater optical communication (Gabriel et al.,
2013; Jasman and Green, 2013). The flexibility of the Monte Carlo method makes it
an effective tool for simulation of instruments, were geometries are varied and in some
cases complex. In a study by Doxaran et al. (2016), Monte Carlo simulations was used
to improve the correction of the HydroScat backscattering sensor, while McKee et al.
(2008) used Monte Carlo simulations to derive an improved scattering correction for
the AC-9 instrument (WETLabs Inc.).

2.3 Machine learning

Over the past couple of decades, machine learning (ML) has gone from being a subject
for the particularly interested, to be widely used within the industry and scientific com-
munity. While traditional computer software and systems work by following a set of
instructions coded by the developer, ML revolves around making computer algorithms
that can learn from experience. The recent rise of ML algorithms is usually attributed
to increasing availability of data (often referred to as "big data"), and the ever increas-
ing computing power that enabled larger and more complex ML algorithms, resulting
in the emergence of deep learning algorithms (Aggarwal et al., 2018; Fradkov, 2020).

One of the earliest examples of modern ML was a machine called "perceptron",
developed to recognize letters in the alphabet, and created by a group headed by the
psychologist Frank Rosenblatt (Fradkov, 2020; Rosenblatt, 1957, 1958, 1960). The
machine was based on models for learning in humans and animals, and is seen as the
prototype for artificial neural networks (ANN). After the birth in 1958, further develop-
ment in ML was slow before the 21 century. Some contributions have proven valuable,
such as the backpropagation learning algorithm (Rumelhart et al., 1985, 1986), and the
improved support vector machine (SVM) algorithm (Cortes and Vapnik, 1995).

From the start of the 21 century and onward, the field of ML has experienced a
tremendous growth. Currently, ML techniques are integrated in many of the cutting
edge technologies, such as in voice and face recognition (Ali et al., 2021; Chandolikar
et al., 2022; Tripathi, 2017). Some of the more commonly known applications are the
chess computer AlphaZero, self driving vehicles developed by companies such as Tesla
and Waymo, and the recently developed language model ChatGPT.
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2.3.1 Concepts in machine learning
The basic idea of machine learning is to create an algorithm that improves some mea-
sure of performance on solving a task, provided some type of training experience (Jor-
dan and Mitchell, 2015). Over the years, several machine learning techniques have
been developed, such as different models and learning algorithms.

Artificial neural networks

Artificial neural networks (ANNs) is a class of models inspired by the biological brain.
Usually, an ANN consists of an input layer, a number of hidden layers, and an output
layer. Each layer contains a certain number of nodes, which are sometimes referred
to as artificial neurons, or just neurons. These nodes are capable of taking an input,
apply some simple processing, and send out an output signal (Svozil et al., 1997). The
nodes in the network are connected to each other by a series of weights, where a weight
describes the strength of the connection between the nodes it connects. A network with
one or zero hidden layers are commonly referred to as shallow neural networks, while
networks with more than one hidden layer are called deep neural networks.

A feedforward neural network (FFNN) is an ANN where the weights connecting
the nodes only work in the forward direction (Svozil et al., 1997). The input to the
ANN, usually a vector of values, is fed to the first hidden layer in the network. Here,
the output of each node is calculated as a function of the input values, which in turn is
fed forward as inputs to the next layer. This process repeats going forward in the ANN,
until reaching the output layer. This is illustrated in Fig. 2.3, for a FFNN with 2 hidden
layers.
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Figure 2.3: A feedforward neural network with two input values x1 and x2, one output value y, and two
hidden layers. Connections are indicated by the arrows.

Recurrent neural networks (RNNs) is a class of ANN used to process a sequence of
inputs, often involving time and movement in space. They are very similar to FFNN in
terms of structure, but unlike FFNNs, the connections in RNNs are not restricted to the
forward direction. Here, output from a node can be fed as input to nodes in previous
layers, or even to itself. This enables the network to develop internal representation and
memory properties (Medsker and Jain, 2001). For input ordered as a time sequence,
the output from nodes at time step t − 1 can be fed backwards as input to the network
at time step t. Thus, information from previous time steps are retained in the network.
This type of ANN is illustrated in Fig. 2.4, for a RNN with 2 hidden layer.
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Figure 2.4: A recurrent neural network with two input values x1(t) and x2(t), one output value y(t),
and two hidden layers. Forward connections are indicated by straight black arrows, and backward
connections are indicated by curved red arrows.

Learning paradigms

Typically, the method of learning is divided into three main categories: Supervised
learning, unsupervised learning, and reinforcement learning. Supervised learning is
used for data with existing labels, meaning that the desired output is known. In this
case, the aim of the training process is to find a general function that maps the input
data to the desired output data (labels) (Schmidhuber, 2015). The deviation between
the network output and the desired output can be expressed by an error function E, e.g
the mean squared error. This error can then be minimized during the training process,
typically by utilizing gradient descent with backpropagation, changing a weight ωi in

proportion to the derivative ∂E
∂ωi

.

Unsupervised learning is usually applied to data sets without labels, i.e. there is no
specific desired output. One of the most common subfields in unsupervised learning is
known as clustering (Celebi and Aydin, 2016). Here, the goal is to find patterns in the
data, and group objects in clusters based on similarities. This method can also be used
to discover anomalies and outliers in a data set, i.e. objects that do not fit well into any
cluster.

Finally, reinforcement learning typically revolves around having an agent, e.g. a
computer controlled character in a video game, learning to interact with and/or navi-
gate an environment (Wiering and Van Otterlo, 2012). Usually, the feedback is simply
a number, termed reward, telling the agent how well it is doing. Do to the limited feed-
back, this method is often based on trial and error. A typical application is in computer
games, where rewards (positive actions) and punishments (negative actions) are often
easily defined.

2.3.2 Machine learning in Oceanography
The recent development in machine learning has increasingly attracted the attention
of researchers in the natural sciences. Machine learning techniques are now being
applied within fields such as material science, ocean engineering, cosmology, and many
others (Carleo et al., 2019; Juan and Valdecantos, 2022; Wei et al., 2019). The field of
oceanography is no exception, where the increasing amount of available data calls for
more efficient analysing and processing techniques (Lou et al., 2021).
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Satellites are a popular tool for gathering of ocean data due to its accessibility,
temporal and spatial resolution, surface coverage, and easy access to remote locations.
However, these advantages also result in a large quantity of data. Coupling satellite
data with machine learning techniques has become a popular way to extract useful data
from satellite images, including water quality monitoring (Chebud et al., 2012; Sharaf
El Din et al., 2017), estimation of the surface seawater partial pressure of CO2 (Chen
et al., 2019), shallow water bathymetry (Sagawa et al., 2019), and more.
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Chapter 3

Methods

3.1 LISST-VSF

The LISST-VSF is a complex optical instrument that is able to measure the VSF, in
addition to attenuation and polarization properties. The VSF and attenuation coefficient
are measured by detecting the scattered and transmitted light from a monochromatic
and collimated incident laser beam. The incident laser interacts with the water sample,
resulting in either scattering, absorption or transmittance. The attenuation coefficient c
can be directly calculated from the transmitted intensity following Beer-Lambert law
It = I0e−cL, which in terms of power becomes

Pt = P0e−cL, (3.1)

where Pt is the transmitted power, P0 is the incident laser power, and L = 15cm is the
pathlength of the sample chamber. Measuring the VSF is more complicated, as it re-
quires detection of light from a large angular range. The detection system for scattered
light consists of a combination of ring detectors and a rotating eyeball detector.

3.1.1 Ring detector

The ring detector system consists of 32 detectors, each covering a different part of the
angular spectrum in the approximate range 0.1−15◦. Each detector covers 1/6 of a full
ring, with in an inner and outer radius ri and ri+1, respectively. Light scattered at an
angle θ passes through an optical window followed by a convex lens, directing the light
to the ring detectors positioned at the focal length f behind the lens, as illustrated in
Fig. 3.1 (optical window is not depicted). All light incident on the lens are refracted to
the radial distance r = f tanθa from the center of the ring detectors. The angle in air θa
is derived from Snell’s law sinθa = nw sinθ , where nw is the refractive index of water.
Thus, each individual ring detector detects light at angles θi < θ < θi+1, corresponding
to the ring’s inner and outer radius ri and ri+1. The angles θi and θi+1 are provided by
the manufacturer (Sequoia Scientific).
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Figure 3.1: Schematics of the LISST-VSF instrument. The lens refracts all light with a certain incidence
angle to a distance r from the center of the ring detector. The eyeball is positioned at a distance R from
the laser beam and rotates to view the beam at different angles for θ > 15◦. The optical window situated
in front of the convex lens is not shown.

The VSF can be calculated from the measured optical power. Starting from the
definition of the VSF (Eq. 2.1), we have

dPs(θ) = β (θ)EdV dΩ, (3.2)

where dPs = dIdΩ is the optical power from an infinitesimal volume dV with a
VSF β (θ), scattered into an infinitesimal solid angle dΩ, due to an incident irradi-
ance E. As the laser beam is collimated, the incident irradiance can be expressed as
E = exp(−cx)P0/A, where P0 is the laser power, and A is the cross-section of the beam.
The factor exp(−cx) represents attenuation by the water sample, where c is the attenu-
ation coefficient, and x is the pathlength from the beginning of the sample to the scat-
tering volume dV . The beam is further attenuated traveling from the scattering volume
dV to the detector, so that the measured power can be expressed as

dP(θ) = dPs(θ)exp
[
− c(L− x)

cosθ

]
, (3.3)

where L = 15cm is total length of the sample chamber. Inserting Eq. 3.3 into Eq. 3.2,
the measured power can be related to the VSF by the following expression

dP(θ) = exp
[
− c(L− x)

cosθ

]
β (θ)exp(−cx)

P0

A
Adx2πφ sinθdθ

= exp
[
− c

(L− x
cosθ

− x
)]

β (θ)P0dx2πφ sinθdθ .

(3.4)

Here, the scattering volume is expressed as dV = Adx, where dx is an infinitesimal
length of the laser beam. Under the assumption of azimuthal symmetry, the solid angle
is written as dΩ = 2πφ sinθdθ , where φ = 1/6 is the fraction of a full ring covered by
the detector. The total power measured by each ring is found by integrating x over the
total pathlength L, and the polar angle θ from the inner scattering angle θi to the outer
scattering angle θi+1 covered by the respective detectors. The resulting integral is

Pi = 2πφP0

∫ L

0

∫ θi+1

θi

exp
[
− c

(L− x
cosθ

− x
)]

β (θ)dxsinθdθ . (3.5)
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In order to calculate this integral, we assume that β (θ) varies slowly between the angles
θi and θi+1, and treat it as constant representing an approximation of the average value
βi =< β (θ) > in this angular range. Additionally, we can apply the approximation
cosθ = 1, since the ring detectors only measure light scattered at angles θ < 15◦. Thus
the integral in Eq. 3.5 becomes

Pi = 2πφP0βi exp(−cL)
∫ L

0
dx

∫ θi+1

θi

sinθdθ .

= 2πφP0βi exp(−cL)L(cosθi − cosθi+1)

(3.6)

To obtain the particulate VSF βi,p, one must also account for scattering and absorption
of pure water, as well as optical losses in the instrument. This can be done by perform-
ing background measurements on ultra-pure water, e.g. milli-Q water. As the total VSF
βi = βi,w +βi,p, where βi,w is the VSF of pure water, the following expression can be
derived

Pi,p = 2πφP0βi,pe−cwLL(cosθi − cosθi+1) =
Pi

τ
−Pi,w. (3.7)

Here, τ is the attenuation only due to particles, and is related to the transmission mea-
surements by the equation

τ = e−cpL =
e−(cp+cw)L

e−cwL =
Pt

Pt,w
, (3.8)

where Pt,w is the transmission measurement of pure water. Finally, the particulate VSF
is calculated as

βi,p =
Pi,p

P0

ecwL

2πφL(cosθi − cosθi+1)
(3.9)

3.1.2 Eyeball detector
The angular range 15−150◦ is covered by an eyeball detector, rotating around its own
axis to detect light scattered from different parts of the laser beam (different scattering
angles). Unlike the ring detector, the eyeball detector is designed to measure polariza-
tion properties in addition to the VSF. The incident light passes through a half-wave
plate, resulting in either perpendicular (r) or parallel (p) polarized light. At the other
end, scattered light passes through a polarizing beam splitter, separating the detected
light into its perpendicular and parallel polarization components. Thus, there are four
combinations of incident and detected light polarization, resulting in the four scattering
measurements Irp (perpendicular incident light and parallel detected light), Irr, Ipp, and
Ipr. While this enables measurements of the polarization properties of the sample, it
also complicates the measurement processing. The processing steps are not described
in detail here, but generally follow the steps described in (Hu et al., 2019; Sandven
et al., 2020).



16 Methods

The uncalibrated VSF measured by the eyeball detector can be calculated from ap-
plying Mueller calculus to the four scattering measurements Irp, Irr, Ipp, and Ipr. For
each measurement, several factors must be accounted for. The eyeball detector oper-
ates over a large dynamic range, depending on angle of detection, turbidity, and phase
function. Hence, the detector uses photomultiplier tubes with automatically adjusted
gain levels, and the laser is dimmed between 15◦ and ∼45◦. Geometrical effects must
also be considered, where a sinθ factor accounts for the angular dependent volume
viewed by the detector, and the factor ecpl(θ) accounts for attenuation. Here, the par-
ticulate attenuation cp is calculated according to Eq. 3.8, and the angular dependent
pathlength is calculated as

l(θ) = Leye −Rcotθ +
R

sinθ
. (3.10)

Here, Leye = 10cm is the distance along the laser axis from the beginning of the cham-
ber to the eyeball detector, and R= 2cm is the distance from the laser axis to the eyeball
(see Fig. 3.1).

The uncalibrated VSF measured by the eyeball detector can be calibrated in several
ways. The default method applies a relative calibration, where the two outermost ring
detectors are linearly extrapolated to match the the first eyeball detection angle θ = 15◦.
The ratio between the extrapolated ring VSF and the uncalibrated eyeball VSF at θ =
15◦ is then used as scaling factor for the entire uncalibrated eyeball VSF. This method
is very sensitive to measurement errors in the data used to calculate the scaling factor,
since these errors will propagate to the entire eyeball VSF. The method applied to the
experimental data in Paper I, II and III, is an absolute calibration. This method makes
use of monodisperse polymer beads, for which the VSF is accurately known from Mie
theory. A correction function κ(θ) can then be found by comparing measurement to
theoretical VSF. Hence, the ring and eyeball detectors are treated separately.

3.2 Monte Carlo simulations

The Monte Carlo (MC) method can be a powerful tool for simulating light transport due
to its flexibility. As oppose to solving the radiative transfer equation, the MC method
can be applied to any geometry, making it very useful for simulating optical instru-
ments. The MC method is a statistical approach, making use of probability density
functions (PDFs) to represent the scattering and absorption properties of a sample, and
must satisfy the condition ∫ x2

x1

p(x)dx = 1, (3.11)

where x1 and x2 is the lower and upper boundary of the variable x, respectively. The
cumulative distribution function (CDF) gives the probability P(x) that the variable x′ is
below or equal to the value of x, and is defined as

P(x) =
∫ x

x1

p(x′)dx′. (3.12)

The trick used for MC simulation is to map the PDF onto a uniform distribution of
numbers r limited to the interval [0,1], so that
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∫ r

0
p(r′)dr′ =

∫ x

x1

p(x′)dx′ = P(x). (3.13)

Hence, the probability that a number r′ lies in the interval [r,r + dr] is the same as
the probability that the variable x′ lies in the interval [x,x+ dx]. Since r is uniformly
distributed in the interval [0,1], integrating the left-hand side of Eq. (3.13) gives

r =
∫ x

x1

p(x′)dx′ = P(x) (3.14)

Thus, by drawing a random number ξ from the uniform distribution of r and solving
ξ = P(x), one simultaneously draws a random variable x according to the PDF p(x).

3.2.1 Monte Carlo simulation for the LISST-VSF
To accurately simulate the LISST-VSF instrument, the simulation should be as close to
the real instrument as possible in terms of geometry and processing. Assuming that the
geometry is very similar, the processing applied to the LISST-VSF ring detector signal
can also be applied to the simulated ring detector signal, with only two exceptions.
Firstly, the attenuation of pure water is not simulated, hence the processing does not
correct for this. Secondly, the simulated signal is measured in terms of photon counts,
rather than power. Hence, slight modification can be made to Eq. (3.9) to obtain the
simulated VSF for the ring detector,

β ring
i,p =

Ni,p

N0

1

2πφL(cosθi − cosθi+1)
, (3.15)

Here N0 is the number of simulated photons, and the term Ni,p = Ni/τ is the number of
detected photons Ni corrected for the attenuation τ = e−cpL (see Eq. (3.7)).

Replicating the LISST-VSF processing for the simulated eyeball detector signal
is not as straight forward. The LISST-VSF eyeball signal is made up of four mea-
surements with different combinations of incident light polarization and detected light
polarization. Additionally, the eyeball detector has automatically adjusted gain levels
and the laser is dimmed between 15◦ and ∼ 45◦. Applying the absolute calibration de-
scribed in Section 3.1.2, the eyeball VSF is obtained directly. Hence, the simulated
eyeball detector signal can be processed similarly to the simulated ring detector signal,
giving

β eye
i,p =

Ni,p

N0

sinθ/d
2πφ(cosθi − cosθi+1)

. (3.16)

As oppose to the ring detector, the eyeball only views a fraction of the laser beam. Thus,
L in Eq. (3.15) is replaced by d/sinθ , where d = 0.6cm is related to the simulation
geometry (see Fig. 3.2(c)).

Geometry

While the MC method can in principle be applied to any geometry, this is not al-
ways straight forward. In some cases one may instead use a simulation geometry that
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achieves a similar signal to the instrument geometry, but is much more simple to define
in terms of mathematical expressions in the simulation code. In case of the ring detec-
tor, it is not necessary to simulate refraction from the lens and the photons position in
the ring detector plane. Instead, one may only simulate the photon until it reaches the
lens and register the angle of incidence, as this is the same as the angle of detection.
The eyeball is more complicated, where the light passes through an opening in the eye-
ball, before it is guided by two mirrors to a spatial filter consisting of two lenses and a
pinhole (see Fig. 3.2(b)). Rather than simulating this complex geometry, the detector is
defined as a sphere of diameter d = 0.6cm (see Fig. 3.2(c)). A photon passing through
this sphere is approximately the same as a photon passing through the opening of the
eyeball and being within the acceptance angle of the spatial filter.

While the design of the LISST-VSF instrument is restricted in terms of practicality,
e.g. space for wires and electrical components, the simulation is not. Hence, one
can make further adjustments to the detection geometry to increase the efficiency of
the simulation. The ring detectors in the LISST-VSF only cover 1/6 of full circle,
which can be extended to a full circle in the simulation. The same goes for the eyeball
detector, where the detection sphere in the simulation can be extended around the full
circumference of the chamber, as illustrated in Fig. 3.2. Furthermore, the simulated
eyeball detector does not need to rotate in order to detect light at different angles, but
can detect light at all angles simultaneously.

Figure 3.2: (a) Illustration of the Monte Carlo simulation geometry for the LISST-VSF instrument. Blue
areas represent detection areas, while black lines represent the boundaries of the simulated volume. (b)
Working principle of the eyeball detection scheme in the LISST-VSF instrument. (c) Detection scheme
in the Monte Carlo simulation for the eyeball detector.
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Probability density functions

In the LISST-VSF MC simulation, there are three variables that must be sampled from
their respective PDFs: The pathlenght l between photon-particle interactions, scattering
angle θ , and the azimuth angle ϕ . Assuming that the particles suspended in the water
sample are randomly oriented, light scattering can be treated as azimuthal symmetric.
Hence, the PDF for the azimuthal angle is

p(ϕ) =
1

2π
, (3.17)

with the corresponding CDF

P(φ) =
∫ ϕ

0

1

2π
dϕ =

ϕ
2π

. (3.18)

Thus, the sampled azimuth angle is ϕ = 2πξ , where ξ is a random number between 0
and 1.

The PDF for the photon pathlenght can be derived from Beer-Lamberts law

I(l) = I0e−cl, (3.19)

where I0 is the intensity of the incident beam, c is the attenuation coefficient of the
medium, and I(l) is the intensity of the beam after traveling the pathlength l. As the
fraction of photons that are not attenuated after traveling the distance l is I(l)/I0, the
CDF can be expressed as

P(l) = 1− I(l)
I0

= 1− e−cl. (3.20)

From Eq. (3.12), the PDF is then calculated as

p(l) =
dP(l)

dl
= ce−cl. (3.21)

Inserting Eq. (3.20) into Eq. (3.14), and substituting r with the random number ξ , one
can solve for the pathlength l to obtain the equation

l =
− ln(1−ξ )

c
=

− ln(ξ )
c

(3.22)

Here, 1−ξ and ξ are equivalent, as they are both uniformly distributed on the interval
[0,1].

The PDF for the scattering angle θ is defined by the phase function β̃ (θ), so that

p(θ) = 2π sinθβ̃ (θ). (3.23)

For natural samples, β̃ (θ) is not an analytical expression, meaning that there is no
analytical solution to Eq. (3.14) for this PDF. Instead, the integral in Eq. (3.14) must
be solved numerically to find the CDF, which can be saved as a look-up table. Drawing
a random number ξ , the sampled scattering angle corresponds to the point satisfying
CDF = ξ . For the example shown in Fig. 3.3, drawing a random number ξ = 0.6
corresponds to a scattering angle θ = 54◦, as indicated by the black lines in Fig. 3.3(c).
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Figure 3.3: Phase function (a), probability density function (b), and cumulative density function (c)
plotted for a Fournier-Forand phase function.

Historically, accurate measurements of VSFs have been few. Hence, analytical
phase functions are frequently used to approximate the shape of natural phase func-
tions. The Henyey-Greenstein phase function is a one parameter function that has been
widely used in light transport simulations due to its simplicity, and is written as (see
Eq. 2.5)

β̃HG(θ) =
1

4π
1−g2

(1+g2 −2gcosθ)3/2
. (3.24)

Another advantage of the Henyey-Greenstein phase function is that Eq. 3.14 can be
solved analytically, removing the need for look-up tables. The relation between the
scattering angle θ and random number ξ can be expressed as

θ = cos−1

[
1+g2

2g
− 1

2g

(
1−g2

1+g−2gξ

)2
]

(3.25)

There are other analytical phase functions, such as the Fournier-Forand and Two-term
Reynolds-McCormick, that offer more flexibility in approximating natural phase func-
tions. However, these are more complex and require that Eq. (3.14) is solved numeri-
cally.

3.2.2 Variance reduction methods
One of the major drawbacks of using MC methods for light transport simulations, is
that it can be very time consuming. Hence, developing and implementing methods that
increase the efficiency can save time in the long run. For optical instrumentation, one
should first consider what does and what does not contribute to the signal. Depending
on the sample properties, a major loss of signal comes from absorbed photons. Hence,
simulating these photons is a waste of computation time. A very simple way of negating
this problem, is to give the photons an initial weight of w = 1, and multiply the weight
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with the single scattering albedo b/c for each scattering event. The detected signal
is now the sum of weights rather than the sum of photons. For a specific number of
simulated photons, the average detected signal would be the same as before, but is now
distributed over more photons, reducing the variance. For the LISST-VSF specifically,
the attenuation coefficient is defined in the simulation, eliminating the need to simulate
the transmission measurement. Hence, all photons that are not scattered within the
sample volume, but are directly transmitted, do not contribute to the signal. Normally,
the pathlength is drawn from the PDF p(l) given in Eq. 3.21. However, one can apply
a method called mean free path transform (MFPTR), which utilizes a modified PDF
pmod(l) to alter the pathlength distribution of photons. A change in the PDF must be
reflected in the weight of the photon, which can be calculated as

wi+1 = wi
p(l)

pmod(l)
. (3.26)

where wi and wi+1 is the weight before and after the MFPTR, respectively. For the
LISST-VSF simulation, we want all photons to be scattered before reaching the end of
the sample volume. A very simple PDF that ensures this is pmod(l) = 1/L for 0 < l < L,
and pmod(l) = 0 anywhere else. Here, L is the length of the sample volume. With this
altered PDF, the randomly sampled pathlength is l = ξ L, and the weight is calculated
as

wi+1 = wi
ce−cl

1/L
, (3.27)

where c is the attenuation coefficient.
The final portion of photons that do not contribute to the signal, are photons that are

scattered, but not detected. A technique, similar to the MFPTR, can be applied to the
scattering angle, where a modified PDF is used to increase the probability of scattering
towards the detector. This is called detector directional importance sampling (DDIS)
(Buras and Mayer, 2011). To accurately simulate the LISST-VSF, photons must be
allowed to interact with the entire sample volume. Hence, the modified PDF should not
be applied to every scattering event, as this would send the majority of photons directly
to the detector. Instead, the photon is given a probability ε to be scattered according
to the modified PDF p′mod(θ), meaning that the PDF used in the simulation can be
expressed as

pmod(θ) = (1− ε)p(θ)+ ε p′mod(θ), (3.28)

were p(θ) is the normal PDF calculated according to Eq. (3.23). The probability ε
is user defined, and should be chosen to provide a good balance between photons that
are scattered normally to explore the sample volume, and photons that are scattered
towards the detector for increased efficiency. As with the MFPTR, the weight of the
photons must be changed to reflect the change in the PDF, giving

wi+1 = wi
p(θ)

pmod(θ)
. (3.29)

For the LISST-VSF specifically, there are several detectors. In general, the phase func-
tion of natural samples are forward peaked. Thus, the majority of photons are scattered
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forward, as shown by the PDF in Fig. 3.3(b). As a result, the simulated signal is usu-
ally much stronger for the ring detector than for the eyeball detector. Thus, applying
DDIS to increase scattering towards the eyeball detector may results in large improve-
ments to the overall signal. Choosing a ε ∼ 0.2, the weak eyeball detector signal can be
significantly increased, while the strong ring detector signal is only slightly decreased.

3.3 Artificial neural network

The correction of multiple scattering errors is a very complicated problem, as the error
depends on both the magnitude and shape of the VSF. In principle, the amount of the
multiple scattered photons is determined by the scattering coefficient of the medium,
while the angular distribution of these are determined by the phase function. Hence,
information of the true VSF is embedded in the erroneous measurement, but is not
easily retrievable by analytical means. Artificial neural networks (ANNs) have become
an increasingly popular tool to solve such complex multivariate problems. ANNs are
especially known for their generalization capabilities, making it a promising candidate
for correction of multiple scattering errors in the LISST-VSF.

3.3.1 Feedforward neural network

Consider a feedforward neural network with input layer x = [x1,x2, . . .xm], one hidden
layer h= [h1,h2, . . .hn] and output layer y= [y1,y2, . . .yp], as illustrated in Fig. 3.4. The
inputs x are fed forward to the hidden layer, as indicated by the connections (arrows).
At the hidden layer, each node h j is calculated as a function F of a linear combination
z of the inputs,

h j = F(z j), z j =
m

∑
i=1

W (1)
i j xi +b(1)j . (3.30)

Here, W (k)
i j are the weights (coefficients) that describe how much a node h j depends on

the input value xi. The term b(k)j is the bias for node h j, and has a similar role to the
constant b in a linear equation y = ax+b.
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Figure 3.4: A neural network with m input nodes (green), p output nodes (red), and one hidden layer
with n nodes (blue). The arrows indicate the direction of the connections between the nodes, where the
weights W (k)

i j represent the strength of the connection between node i and node j.

The function F is called an activation function, and is the element that transforms
the otherwise linear model to a nonlinear model. There are many different activation
functions with their respective advantages and drawbacks. The Sigmoid function is a
logistic function (s-shape), and is widely used as activation function. The function is
limited between 0 and 1, and is thus suited for ANNs where the output is expressed in
terms of probabilities. The hyperbolic tangent function is very similar to the Sigmoid
function in terms of shape, but is limited between -1 and 1. An advantage of using the
hyperbolic tangent function rather than the Sigmoid function, is that negative inputs are
mapped to negative outputs. If the linear combination of inputs to node h j is a large
negative value, the output of the Sigmoid function is positive and close to 0, while the
output of the hyperbolic tangent function is negative and close to -1, as shown in Fig.
3.5.
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Figure 3.5: Plot of the Sigmoid (blue) and hyperbolic tangent (green) activation functions.
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The output of the hidden layer is fed forward as inputs to the output layer, which
is calculated according to Eq. (3.30), replacing h with y and x with h. Here, one can
choose to omit the use of an activation function, in which case the output is calculated
as a linear equation of the hidden layer output.

3.3.2 Backpropagation
Lets say we have a dataset with N input vectors of the form x = [x1,x2, . . .xm] for which
we know the desired output values ŷ = [ŷ1, ŷ2, . . . ŷp]. We may now apply supervised
learning using the backpropagation algorithm. The first step is to calculate the error
E between the ANN output and the desired output. There are many ways to express
the error, e.g. percentage deviation and mean absolute deviation, but the most common
error function is the mean squared error (MSE),

E = MSE =
1

p

p

∑
j=1

(y j − ŷ j)
2. (3.31)

The goal is to optimize the ANN on the given dataset by computing the weights and

biases that minimize the error. How sensitive the error E is to a given weight W (k)
i j can

be calculated by the derivative ∂E/∂W (k)
i j , where E descends fastest in the direction

−∂E/∂W (k)
i j . Hence, the weight can be updated according to

W (k)
i j =W (k)

i j − s
∂E

∂W (k)
i j

, (3.32)

where s is known as the step size or learning rate, defining how much the weight will

be changed. The bias b(k)j is updated similarly. All weights and biases must be updated
according to Eq. (3.32), which is done efficiently with the backpropagation algorithm.
The derivative of the error with respect to the weights connecting to the output layer
can be calculated by applying the chain rule as follows

∂E

∂W (2)
i j

=
∂E
∂y j

∂y j

∂ z j

∂ z j

∂W (2)
i j

. (3.33)

The first derivative ∂E
∂y j

is calculated from Eq. (3.31), giving 2(y j − ŷ j). The second

derivative
∂y j
∂ z j

is the derivative of the activation function with respect to z. Taking

the hyperbolic tangent function as an example, we have y j = tanh(z), and
∂y j
∂ z j

= 1−
tanh2 (z) = 1−y2

j . Finally, the derivative
∂ z j

∂W (2)
i j

is simply hi, so that Eq. (3.33) becomes

∂E

∂W (2)
i j

= 2(y j − ŷ j)(1− y2
j)hi. (3.34)

The weights W (2)
i j can now be updated according to Eq. (3.32)

At this point I would like to inform the reader that remainder of this section is very
technical and can be difficult to follow. Finding the derivatives to earlier layers in the
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network is slightly more complicated, as each output node depends on all nodes in the

previous layer. For instance, the weight W (1)
11 influences the node h1, which in turn

influences all outputs [y1,y2, . . .yp], as illustrated in Fig. 3.6. Here, the derivatives we
are interested in are

∂E

∂W (1)
i j

=
∂E
∂h j

∂h j

∂ z j

∂ z j

∂W (1)
i j

. (3.35)

The last two derivatives in this equation are evaluated similarly to the last to derivatives

in Eq. (3.33), giving
∂h j
∂ z j

= 1−h2
j and

∂h j

∂W (1)
i j

= xi. For the first derivative, we can apply

the general formula for finding the derivative of the error with respect to a node h(L−1)
j

in layer (L−1) in the network

∂E

∂h(L−1)
j

=
nL

∑
k=1

∂E

∂h(L)k

∂h(L)k

∂ z(L)k

∂ z(L)k

∂h(L−1)
j

, (3.36)

For our specific case, the layer (L-1) is the hidden layer and (L) is the output layer.
Hence, Eq. (3.36) becomes

∂E
∂h j

=
p

∑
k=1

∂E
∂yk

∂yk

∂ zk

∂ zk

∂h j
. (3.37)

Note that Eq. (3.37) is almost identical to Eq. (3.33), except that this is now a sum over
all output nodes, and the last derivative is with respect to the node h j rather than the
weight connecting h j to the output layer. This, means that many of the terms involved
in computing Eq. (3.36) were already calculated in the previous step (i.e. Eq. (3.33)).
This is the power of the backpropagation algorithm, where we avoid doing duplicate
calculations, allowing for efficient optimization of the ANN. This extends to a network
with several hidden layers, where the necessary number of calculations only increase
linearly with the number of layers.
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Figure 3.6: A feedforward neural network identical to the network presented in Fig. 3.4. The parts of
the ANN that are influenced by the weight W (1)

11 is indicated by the color red.
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3.3.3 Applying an ANN for error correction
Now, we want to apply a feedforward neural network to correct multiple scattering
errors in LISST-VSF measurements. A LISST-VSF measurement of the VSF contains
168 measurement points corresponding to the VSF over angles 0.09− 150◦. Hence,
both the input layer and the output layer should have 168 nodes, where each node
corresponds to the VSF value at a specific measurement angle. The input layer is the
erroneous VSF measurement, while the output layer is the VSF corrected for multiple
scattering errors. The size of the network (number of hidden layers and nodes per
hidden layer) can be found through trail and error, i.e., testing different network sizes.
Once the network is defined in terms of structure, we need a training dataset containing
many pairs of input values x = [x1,x2, . . .x168] and corresponding desired output values
ŷ = [ŷ1, ŷ2, . . . ŷ168]. Here, the desired output values are the "true" VSF, i.e., the VSF
that would be measured if no multiple scattered photons were detected. An example of
an x-ŷ pair is plotted in Fig. 3.7 for a simulated VSF. We may then optimize the ANN
by calculating the error for the training dataset according to Eq. (3.31), and apply the
backpropagation algorithm. This is an iterative process, were each iteration brings the
output y of the ANN closer to the desired output ŷ.
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Figure 3.7: Semi-log plot of a simulated VSF x and the "true" VSF ŷ, i.e., the single scattering VSF.
The measurement points in the simulated VSF can be fed as inputs to an ANN, while the "true" VSF is
the desired output of the ANN.

The goal is to train a generalized ANN model, meaning that the model can apply
good corrections to data that is not in the training data. In order to achieve this, we need
a large training dataset containing many VSFs of varying shape and magnitude. This
presents a problem, as the "true" VSF ŷ is generally not known. When measuring the
VSF at low particle concentrations, we can assume negligible multiple scattering errors.
Thus, one way to obtain x and ŷ pairs is to make measurements on a sample with high
particle concentration to obtain the erroneous measurement x. Then, the sample can be
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diluted to low particle concentration and measured again to obtain a measurement of the
same particles, but now without multiple scattering errors. The estimated "true" VSF
ŷ is then found by scaling the low concentration measurement with the dilution factor.
While this method could work in theory, the process of obtaining a large and varied
training dataset would be extremely tedious and time consuming. In addition, VSF
measurements may contain significant errors that are not related to multiple scattering.

The solution to this problem, is to use the Monte Carlo simulation presented in
Section 3.2.1. The simulation takes the "true" VSF ŷ as input, and simulates the LISST-
VSF measurement x, i.e., the reverse process of the ANN. Thus, the simulation can be
used to generate a large training dataset in a relatively short amount of time. The
input VSF to the simulation is user defined and can in principle be of any shape and
magnitude. However, in order to efficiently train the model for purpose of correcting
VSF measurements of natural samples, the training dataset should only contain VSFs
that are similar to these. The VSFs can be computed from analytical phase functions,
such as those presented in Section 2.1.1, and they can be obtained from measurements
of the VSFs using the LISST-VSF (or other instruments). The main drawback with
this method is that the Monte Carlo simulation does not perfectly simulate LISST-VSF
measurements. Hence, any deviation between the simulation and the instrument will
propagate to the ANN model.
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Chapter 4

Statement of the problem

This thesis mainly revolves around multiple scattering errors in underwater optical mea-
surements. Hence, this chapter is dedicated to a thorough description of the phenomena,
and its effect on LISST-VSF measurements.

4.1 Multiple scattering

Multiple scattering is a known problem for underwater optical instrumentation, but is
often considered negligible due to the typically short pathlength in the instruments. The
literature provides several ranges for when the single scattering assumption is valid, i.e.
negligible multiple scattering errors. The optical depth τ = cL has previously been used
to define this range, where c is the attenuation constant and L is the pathlength. The
single scattering condition τ < 1 is given by Hulst and van de Hulst (1981), further
stating that double scattering may become significant in the range 0.1 < τ < 0.3. In
a study by Koestner et al. (2018), the single scattering condition is given as τ << 1,
while Hu et al. (2019) operate with the less restrictive τ < 1. The single scattering
condition is also sometimes given in terms of τ(1− g), where Jonasz and Fournier
(2011) give τ(1−g)<< 1 as a general condition for single scattering. The term g is an
asymmetry parameter (see Eq.3.24 for a definition of g), where a larger g means a more
forward-peaked phase function. Hence, the condition τ(1−g)<< 1 also considers the
shape of the VSF, saying that more forward peaked VSFs (larger g) give less multiple
scattering errors.

4.2 Multiple scattering in the LISST-VSF

There are several sources of errors in LISST-VSF measurements, such as ambient light
and laser drift. However, in turbid waters, multiple scattering of light is usually the
dominant source of error. When processing LISST-VSF measurements, one assumes
that light is only scattered once before it is detected. All light that is either absorbed
or scattered away from the path to the detector is considered lost, and is added back to
the signal by dividing the detected power with the attenuation factor τ (see Eq. (3.7)
and Eq. (3.8)). However, light assumed lost due to scattering is not necessarily lost, as
it may re-scatter (multiple scattered) and end up in one of the detectors (see Fig. 4.1).
Hence, this light is both counted as lost (thus added back to the signal) and counted
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as a real signal in a detector. The resulting error is observed as an increase in VSF
magnitude and altered phase function shape. The magnitude of the error depends on
both the scattering coefficient and phase function of the medium, which combined with
the complex detection geometry, makes it a very difficult error to correct.
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Figure 4.1: Illustration of multiple scattering in the LISST-VSF instrument. Light assumed lost due to
scattering is re-scattered, hitting the lens at an incident angle θ and is refracted to the detector.

The effects of multiple scattering can be documented through controlled experi-
ments in the lab. By employing a monodisperse solution of polystyrene beads as the
scattering agent, a theoretical phase function can be calculated from Mie theory. Thus,
a direct comparison between measured and theoretical VSF can be made. The results
from a measurement series using polystyrene beads with narrow size distribution cen-
tered at 508nm are presented in Fig. 4.2. The measurements are performed with in-
creasing particle concentration, and compared to theoretical VSFs calculated from Mie
theory.
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Figure 4.2: Semi-log plot of the VSF measured by the LISST-VSF (red) and calculated from Mie theory
(blue). The VSF is plotted for six different particle concentrations of 508nm polystyrene beads, going
from low (sample No. 1) to high (sample No. 6) particle concentration.

At low particle concentration (sample No. 1), there is a good match between theory
and measurement, with some deviation in the near forward (θ < 10◦) and backward
(θ > 140◦) scattering angles. The overall deviation is observed to increase with in-
creasing particle concentration, where a jump in the VSF at 15◦ can be observed from
sample No. 3 and onward. At the highest particle concentration (sample No. 6), the
measured VSF is much larger than the theoretical prediction, being over an order of
magnitude larger at the dips located at θ ∼ 60◦ and θ ∼ 110◦. It can also be observed
that the VSF shape becomes less similar to the original shape as the concentration in-
creases, where the dips have almost completely vanished at the highest concentration.

Further investigation of multiple scattering errors can be done by using the Monte
Carlo simulation described in Section 3.2.1. By simulating two different phase func-
tions, we can observe how VSF shape influences multiple scattering errors. In Fig.
4.3, the results from simulating a Henyey-Greenstein (HG) and a Fournier-Forand (FF)
phase function with a scattering coefficient of b = 6m−1 are shown. Both the theoreti-
cal VSFthe(θ) and simulated VSFsim(θ) are shown, together with the angle dependent
relative error calculated as

Error(θ) =
VSFsim(θ)−VSFthe(θ)

VSFthe(θ)
(4.1)
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Figure 4.3: (a) Semi-log plot of the theoretical (solid) and simulated (dashed) VSF for a Fournier-
Forand (black) and Henyey-Greenstein (red) phase function. The VSF is simulated for a scattering
coefficient of b = 6m−1. The inset shows a log-log plot for angles θ < 10◦. (b) Error of the simulated
VSF relative to the theoretical VSF, calculated according to Eq. (4.1)

As observed in Fig. 4.3, the VSFs simulated from both the FF and HG phase func-
tions are severely influenced by multiple scattering at b = 6m−1. They are different in
terms of shape, where the main difference is in the near forward part (see inset), where
the HG plateaus while the FF keeps rising. This has a large impact on the error (Fig.
4.3(b)), where the FF VSF suffers from a larger error over the entire angular range,
with the exception of the range θ ∼ 15−30◦. For both VSFs, the error peaks at the last
detection angle (θ = 14.38◦) in the ring detector, but drops quickly as θ approaches 0◦.
The largest difference in error between the two VSFs is observed in the near forward
part (θ = 0.09− 6◦), where the error in the FF VSF is over twice the error in the HG
VSF for most of this angular range.

With the simulation at hand, we may look further into the details of multiple scatter-
ing by looking at how multiple scattered photons are distributed over the LISST-VSF
angular range. Some statistics are presented for the FF VSF in Fig. 4.4. Due to the
large difference in signal over the angular spectrum, the statistics are divided into three
parts: Ring detector (top row), eyeball detector for θ = 15−90◦ (middle row), and eye-
ball detector for θ = 90− 150◦ (bottom row). The first column shows the percentage
of detected photons per number of scattering events before detection, i.e. percentage
of detected single scattered photons, percentage of detected double scattered photons,
etc. Looking only at detected multiple scattered photons, the angular distribution after
the first scattering event θ1 and the last scattering event θd (detected scattering angle)
is shown in the second column, and the corresponding change in angle Δθ = θd − θ1

between these are shown in the third column.

From the data presented in the first column in Fig. 4.4, one can see that the signal
from multiple scattered photons accounts for a significant part of the total signal for
all three intervals. The percentage of the total signal coming from multiple scattered
photons is smallest for the ring detector, and largest for the backscattering region of the
eyeball detector, where it is almost 50%.
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Figure 4.4: Statistics for a Fournier-Forand VSF simulated with a scattering coefficient of b = 6m−1.
The angular range is divided into three intervals: ring detector (top row, θ = 0.09◦ − 15◦), eyeball
forward (middle row, θ = 0.09◦ − 15◦), and eyeball backward (bottom row, θ = 0.09◦ − 15◦). The
first column shows the number of detected photons N as a percentage of the total number of detected
photons Ntot per scattering event. The second row shows the the number of multiple scattered photons
N per angle as percentage of the total number of multiple scattered photons Nmult within the interval.
Scattering angle after the first scattering event is shown as blue, and the detected angle (angle after
last scattering event) is shown as red. The corresponding change in angle Δθ between the first and last
scattering event is shown in the third column.

The second column in Fig. 4.4 shows the angular distribution of detected multiple
scattered photons after the first scattering event and the last scattering event (detected
scattering angle). For the ring detector, it can be seen that the angular distribution is
very forward peaked after the first scattering event, which is expected from the very
forward peaked FF phase function. This distribution becomes broader, as the photons
are scattered more times. This is an expected result that agrees well with the study
by Piskozub and McKee (2011), showing that multiple scattering generally results in
a flattening of the phase function. The broadening of the peak is also evident from
the third column, where Δθ is mostly positive, meaning that the detected scattering
angle is larger than the first scattering angle. While the majority of detected multiple
scattered photons have an original scattering angle θ < 15◦, there is also a very small
contribution (not visible in the plot) from photons originating from larger scattering
angles.

Things become more interesting for the eyeball detector, where the angular distri-
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bution after the first scattering event is divided into two main parts. For both forward
and backward detected scattering angles, the largest peak is in the near forward direc-
tion, meaning that photons are first scattered at a very small angle and continues almost
parallel to the incident laser beam. Subsequent scattering events redirect the photons to-
ward the eyeball detector, resulting in the rightmost Δθ peak in the third column. The
second peak (see inset in the third row for backscattering angles) is photons that are
originally scattered in the general direction of the eyeball detector. Subsequent scatter-
ing events only change the scattering angle by a small amount, resulting in the leftmost
Δθ peak in the third column.

The same statistics are given for the HG VSF in Fig. 4.5. Comparing to the statistics
for FF VSF presented in Fig. 4.4, we see that the single scattering contribution is larger
for the HG VSF in all parts of the spectrum. Unlike the FF VSF, the HG VSF has
the highest contribution of multiple scattered photons in the forward part of the eyeball
detector. Looking at the angular distribution of scattering angles, we see the same
patterns as observed in Fig. 4.4. One key difference is that the peaks in the distribution
are generally broader for the HG VSF, owing to the flatter peak in the forward direction
of the phase function (see inset Fig. 4.3(a)). Also, the two peaks in the plot of Δθ (third
column) for the eyeball detector are more comparable in height than for the FF VSF.
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Figure 4.5: Statistics for a Henyey-Greenstein VSF simulated with a scattering coefficient of b = 6m−1.
See caption in Fig. 4.4 for further description.



Chapter 5

Introduction to the papers

Paper I: Analysis of multiple scattering errors in LISST-VSF volume scattering
function measurements using Monte Carlo simulations and experimental data

Ugulen, H. S., Sandven, H., Hamre, B., Kristoffersen, A. S., and Sætre, C. (2021),
Optics Express, 29(8).

Paper I investigates multiple scattering effects in LISST-VSF measurements. The study
was motivated by discrepancies seen in measured data, where multiple scattering was
the suspected source. A Monte Carlo simulation was developed to simulate LISST-
VSF measurements in order to test this hypothesis.

The Monte Carlo simulation was verified by comparison with controlled measure-
ments performed in the lab, where 508nm polymer beads and Arizona test dust was
measured at varying concentrations. The results showed that the Monte Carlo simu-
lation accurately reproduced LISST-VSF measurements at all concentrations, even at
concentrations far into the multiple scattering regime. Hence, the Monte Carlo model
was validated, and we confirmed that the observed discrepancies in LISST-VSF mea-
surements were indeed due to multiple scattering.

In this paper, I coded the Monte Carlo simulation with some starting help from my
supervisor Børge Hamre. I contributed to the lab measurements, which were mainly
conducted by Håkon Sandven. Analyzes and interpretation of the results were done in
cooperation with co-authors. I also wrote the majority of the manuscript, with inputs
and revisions from co-authors, and made all the figures.

Paper II: Efficient Monte Carlo simulation reveals significant multiple scattering
errors in underwater angular scattering measurements

Ugulen, H. S., Sandven, H., Hamre, B., Kristoffersen, A. S., and Sætre, C. (2022), Op-
tics Express, 30(7).

Paper II builds on the results from Paper I. The first part of the study revolved around
making the Monte Carlo simulation more efficient by implementing a number of vari-
ance reduction methods. The most important of these is known as detector directional
importance sampling, which increases the probability of photons being scattered to-
wards the detector in the simulation. The results showed an over 10x increase in effi-
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ciency for scattering coefficients b < 6m−1.
In the second part of the study, we used the Monte Carlo simulation to look fur-

ther into how multiple scattering affect LISST-VSF measurements. By using a variety
of Henyey-Greenstein and Fournier-Forand phase functions we showed that multiple
scattering errors can vary significantly depending on the phase function of the sample.

In this study, I did all the coding for the improved Monte Carlo simulation, and ran
the simulations. Interpretation and analysis were done in cooperation with co-authors.
I wrote the majority of the manuscript, with comments and revisions from co-authors,
and made all the figures.

Paper III: A neural network approach for correction of multiple scattering errors
in the LISST-VSF instrument

Ugulen, H. S., Koestner, D., Sandven, H., Hamre, B., Kristoffersen, A. S., and Sætre, C.
(2023), Optics Express, (Submitted, May 2023).

In Paper III, we developed a feedforward neural network with 3 hidden layers for cor-
rection of multiple scattering errors in LISST-VSF measurements. The neural network
was trained on a dataset generated with the Monte Carlo simulation developed in Paper
I and Paper II. The neural network was initially tested with high concentration sam-
ples obtained from two different stations. For these samples, estimated "true" VSFs
were obtained from dilution corrections. The results showed that the neural network
corrected VSF was very similar to the dilution corrected VSFs, both in shape and in
magnitude.

Further testing was performed with samples for which we did not have dilution
corrections. In this case, the neural network was evaluated by comparing the neural
network estimated scattering coefficient b and the measured attenuation coefficient c.
The results showed that for b> 4 the measured b was larger than the measured c, mean-
ing that the absorption coefficient a = c−b is negative. On the other hand, the neural
network estimated b was always lower than the measured c, resulting in a positive a.

My contribution to this study was coding the neural network, generating the training
data set, and testing and validating the neural network. I wrote the majority of the
manuscript and made all the figures. All experimental data used for training and testing
of the neural network was collected by co-authors.
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Abstract: A Monte Carlo algorithm has been developed to investigate the effects of multiple

scattering on the volume scattering function measured by the LISST-VSF instrument. The

developed algorithm is compared to experimental results obtained from bench-top measurements

using 508 nm spherical polystyrene beads and Arizona test dust as scattering agents. The

Monte Carlo simulation predicts measured volume scattering functions at all concentrations.

We demonstrate that multiple scattered light can be a major contributor to the detected signal,

resulting in errors in the measured volume scattering function and its derived inherent optical

properties. We find a relative error of 10% in the scattering coefficient for optical depths ∼0.4,

and it can reach 100% at optical depths ∼2.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Multiple scattering may be a significant source of systematic errors when measuring the inherent

optical properties (IOPs) of particle-rich natural waters [1,2]. IOPs include the absorption

coefficient and the volume scattering function (VSF) with its derived properties, such as the

scattering coefficient b, and the backscattering coefficient bb, all of which may vary spectrally.

Turbid particle-rich waters are characteristically found in coastal and estuarine regions, which are

of increased interest to the optical oceanography community due to the ecological and economic

importance of these regions [3–7]. Increased knowledge of IOPs in such optically complex waters

would be beneficial for remote sensing observations, environmental monitoring and underwater

optical communication and visibility studies. The assumption of single scattering, where each

photon is only scattered once, is an important approximation when measuring the VSF or other

IOPs, as this negates the use of extensive radiative transfer calculations. However, this assumption

will no longer be valid if the amount of multiple scattering is too high. In a study by Chami et al.

[8], it was found through radiative transfer modeling that multiple scattering may contribute to

as much as ∼ 94% of the radiance reflectance when the ratio of backscattering to absorption is

larger than 0.3.

The VSF β(θ) is defined as the radiant intensity dI scattered per elemental volume dV in the

direction θ per unit incident irradiance E,

β(θ) =
dI

E dV
[m−1sr−1]. (1)

Here, no azimuthal dependency is assumed. From this expression one can derive the scattering

coefficient,

b = 2π

∫ π

0

β(θ) sin θdθ. (2)

#419116 https://doi.org/10.1364/OE.419116
Journal © 2021 Received 11 Jan 2021; revised 19 Feb 2021; accepted 19 Feb 2021; published 7 Apr 2021
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The scattering phase function is given as

p(θ) =
β(θ)

b
. (3)

The VSF has been sparingly measured in situ, especially at large scattering angles, due to

lack of available instrumentation. The LISST-VSF (Sequoia Scientific) is a recently developed

commercial instrument for measuring the VSF in situ or in the laboratory for angles 0.1-150◦ at a

515 nm wavelength [9]. The instrument uses a ring detector for measuring the light scattered

from the incident laser beam (similar to other LISST-instruments) up to a scattering angle of

14.4◦, while a rotating eyeball detector is used for angles 15-150◦. While the geometries of the

two detectors are different, both make the assumption that all detected light has been scattered

solely from the beam. Light lost due to absorption or secondary scattering along the path of

the scattered light is corrected for (see Section 2.2.2), but no additional light is assumed to be

scattered into the detectors. It has been shown that applying an absolute calibration of the eyeball

detector, using a method first presented by Hu et al. [10], yields a distinct discontinuity between

the ring detector VSF and eyeball detector VSF in turbid waters [1]. In addition, the scattering

values seem to be unreasonably elevated compared to parallel LISST-200X measurements,

for which the sample chamber has a much shorter optical path length of 2.5 cm, compared to

the 15 cm in the LISST-VSF. Microscopic polystyrene beads of precise and accurate size and

concentration enable direct comparison of Mie theory and LISST-VSF measurements. Thus,

polystyrene beads has been used to calibrate the LISST-VSF instrument [10–13]. In earlier

laboratory measurements with 190 and 508 nm diameter polystyrene beads, we have seen similar

VSF discontinuities at larger bead concentrations, as well as a non-linear relationship between

scattering and particle concentration for 25 μm beads [1]. The discrepancies seen in both field

and laboratory measurements motivate a deeper inquiry into the multiple scattering effects on the

LISST-VSF measurements.

The single scattering approximation greatly simplifies the computation of IOPs from in situ
measurements. The optical depth τ = cL has previously been used to state whether the single

scattering assumption is a good approximation or not. Here, c is the attenuation coefficient, and L
is the distance travelled in the medium. In the case of the LISST-VSF, this distance is L = 0.15m,

which is the characteristic path length of the instrument. The closely related scaled optical depth

τ∗ = cL(1 − g) = τ(1 − g), is also used. Here, g is known as the asymmetry factor, calculated

as the mean cosine of the scattering angle of the phase function [14]. In a paper by Koestner

et al. [12], the general condition for single scattering is first given as τ<<1. They also state

that τ∗<<1 can be used to determine the regime where the single scattering approximation is

valid. However, these two conditions are quite different, as the asymmetry factor g is typically

between 0.89 and 0.95 for natural waters [14]. In a study by Hu et al. [10], c = 5 m−1 is

stated as the upper limit for single scattering, which translates to τ = 0.75 for the LISST-VSF

instrument. By contrast, van de Hulst [15] state a significantly stricter general condition for

single-scattering: For an optical depth τ<0.1 (corresponding approximately to τ∗<0.01), single

scattering can be assumed. For 0.1<τ<0.3, double-scattering corrections may be necessary, and

for τ>0.3 multiple scattering must be taken into account. In a study by Agrawal and Mengüç

[16], unnormalized VSF measurements were made using a nephelometer (with a fixed path

length) over a wide range of mono- and polydispersed polystyrene bead concentrations. Here,

the single-scattering condition was shown to agree well with the measurements up to an optical

depth of 0.1, and by including an analytical double-scattering term, there was good agreement

between theoretical results and measurements up to τ = 1.0. Similar measurement series with

increasing bead concentrations were performed by Chae and Lee [17], where a non-linear trend

could be seen when scattering measurements were compared with optical thickness for τ>0.1,

although the authors concluded that the relationship was reasonably linear.
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Monte Carlo (MC) simulations offer an excellent tool for investigating optical instrumentation

due to the straight-forward implementation of geometry in the simulations. Analytical solutions

to light transport can be difficult, if not impossible, to find without the use of approximations.

MC simulations, are on the other hand numerical solutions and can usually be implemented

without approximations. MC simulations have previously been used to investigate a variety

of optical instruments. McKee et al. [18] applied a MC simulation in order to investigate the

scattering collection performance of the AC-9 (WET Labs, now Sea-Bird Scientific) reflecting

tube absorption meter. Based on the MC simulation, they developed an iterative scattering

error correction procedure, which was later improved upon [19]. In Doxaran et al. [20] and

Vadakke-Chanat et al. [21], the uncertainty and effects of absorption was analyzed and quantified

for back scattered light in the ECO-BB9 (WET Labs, now Sea-Bird Scientific) sensor. Other

examples can be found in [22–24]. In this paper, we present a MC simulation to investigate the

effects of multiple scattering in LISST-VSF measurements. The aim of the work is to explain

the observed features in the measured VSF, and to quantify errors in the phase function and

scattering coefficient originating from multiple scattering.

2. Methods

2.1. LISST-VSF measurements

Two different scattering agents are used in this study: Polystyrene beads and Arizona test dust.

The polystyrene beads solution is monodisperse with a particle size distribution centered at

508nm and with a full-width half-maximum of 16 nm. The Arizona test dust solution was made

from dry powder with original particle sizes ranging from 0-50 μm. The mixed solution was

left to stabilize overnight so that larger particles would settle, leaving only the smaller particles

suspended in the solution. Consequently, the particle size distribution for the Arizona test dust

measurements is not known but is expected to be dominated by the smaller particles.

All VSF measurements were performed in the laboratory using the LISST-VSF instrument

in its benchtop mode. Each measurement series commenced with 1630 mL of milli-Q water

being poured into the instrument sample chamber. After waiting one hour for bubbles to

dissipate, a blank measurement was made. Subsequently, the scattering agent was added from

a master solution to the sample chamber in predetermined amounts using pipettes for precise

concentrations. The milli-Q water used in the blank was also used in the following measurements,

yielding an effective subtraction of pure water scattering and other possible optical losses. A

series of measurements were made with subsequent additions of scattering agent solution, going

from low to very high concentrations. The concentrations used in this study are given in Table 1

(Section 3.1). To minimize uncertainties connected to the particle concentrations, the VSF

measurements were scaled by the ratio of theoretical (Mie theory) and measured (LISST-VSF)

attenuation,

βcorr(θ) = βuncorr(θ)
cMie

cLISST

, (4)

as the LISST-VSF attenuation measurements have been shown to have high accuracy above ∼0.1

m−1 and are virtually unaffected by multiple scattering [1,23]. This correction was only applied

to the polystyrene beads measurements due to the lack of a theoretical attenuation coefficient for

the Arizona test dust samples.

2.2. Monte Carlo simulation

Here, we present a Monte Carlo simulation based on the random sampling of variables. The

variables are expressed as probability distributions, so that the value of a certain variable can

be sampled by generating a random number ξ ∈ [0, 1]. The geometry of the simulation is

presented in Fig. 1. The simulation boundary is defined by a cylinder with a length stretching
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from z = 0 cm to z = 15 cm, and a radius of 2 cm. The light source is positioned at the center of

the top end of the cylinder (z = 15 cm) and the photons are emitted along the z-axis towards the

bottom end of the cylinder. The eyeball detector is positioned at the cylinder wall at z = 5 cm, so

that the distance from the light source is 10 cm along the z-axis. The ring detectors are positioned

at z = 0 cm and covers the entire bottom area of the cylinder. The cylinder wall act as a perfect

absorber, so that all photons crossing the cylinder boundaries are immediately eliminated. It is

desirable to minimize the computation time of the simulation without compromising the precision.

Thus, the cylinder radius of 2 cm is chosen, as it is considered statistically highly unlikely for a

photon that has crossed this cylinder wall boundary to be scattered back into the sample volume

and into a detector.

Fig. 1. Illustration of the simulation geometry. (a) The cylindrical sample volume with

ring detector in the bottom end of the cylinder and eyeball detector as a ring torus at z=5

cm, both colored in blue. Forward scattered light collected by the blue disk (collecting

lens) are sorted by their angle of incidence onto the disk. In the instrument, all photons

arriving at a particular angle of incidence are directed to a corresponding ring detector. (b)

Eyeball detector principle in the LISST-VSF instrument. (c) Eyeball detection principle in

the simulation with the detection sphere colored in blue.

The individual photon’s trajectory through the sample volume is calculated following the steps

outlined in the flow chart presented in Fig. 2. The distance between photon-particle interaction

will here be referred to as step size, where the step size distribution can be derived from the

attenuation of a beam,

I = I0e−cl. (5)

Here, I0 is the initial intensity of the beam, c is the attenuation coefficient, l is the distance over

which the beam is attenuated, and I is the intensity after traveling the distance l. A random step

size can then be sampled from the distribution where the sampled step size s can be calculated as

s =
− ln(ξ)

c
. (6)

The new position of the photon is calculated based on the traveling direction and the sampled

step size, and the scattering angle distribution is obtained from the scattering probability density



Research Article Vol. 29, No. 8 / 12 April 2021 / Optics Express 12417

function (PDF) of the sample in question. The scattering PDF is given as

f (θ) = 2πp(θ) sin θ (7)

and integration yields ∫ π

0

f (θ)dθ = 2π

∫ π

0

p(θ) sin θdθ = 1, (8)

where p(θ) is the scattering phase function. The scattering angle θ is randomly sampled by

generating a new ξ ∈ [0, 1]. The sampled scattering angle θsc is then found from the relation

2π

∫ θsc

0

p(θ) sin θdθ = ξ. (9)

A lookup table containing the values of θsc for different ξ is made prior to the simulation. The

azimuthal angle φ is sampled from a uniform distribution from 0 to 2π. When performing a

simulation for the 508 nm spherical polystyrene beads, a theoretical phase function computed

from Mie theory is used as input. For Arizona test dust, the input phase function is obtained

from a LISST-VSF measurement at low concentration, so that one can assume that the single

scattering approximation is valid.

Fig. 2. Flowchart showing the steps in the Monte Carlo algorithm.

In order to account for absorption by the sample volume, we give the photons an initial weight

w = 1, and at each scattering event, the weight is reduced according to

wi+1 = wi
b
c

(10)

where wi+1 is the weight after scattering, wi is the weight before scattering, c is the attenuation

coefficient, and b is the scattering coefficient. This avoids having to initiate a new photon every

time one is absorbed. As the LISST-VSF measurement is calibrated so that the absorption and

scattering from the water itself is zero, there is no need to implement the attenuation from water

in the simulation.
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2.2.1. Simulation of detectors

Ring detectors In order to detect the scattered intensity in the range 0.09 − 14.4◦, the LISST-

VSF uses a set of ring detectors, covering different parts of the range. A lens is positioned above

the ring detectors, focusing the light at the different rings depending on the angle of incidence.

This detection scheme is simulated by simply defining a flat circle surface, corresponding to the

lens, and registering the angle of incidence onto this surface, as illustrated in Fig. 1(a) . The

registered photons are then binned according to their angle of incidence, matching the bin sizes

of the LISST-VSF.

Eyeball detector The eyeball detection scheme is illustrated in Fig. 1(b). The light passes

through an opening in the eyeball, leading to a set of reflecting mirrors. The mirrors guide the

light to a spatial filter consisting of two lenses and a pinhole, resulting in an acceptance angle

of 2θa = 0.9◦. The total power reaching the detector is thus dependent on the opening of the

eyeball and the acceptance angle. While the LISST-VSF eyeball rotates in order to measure the

angle dependency of the scattered light, the simulation can detect scattered light from all angles

θ simultaneously. This is achieved by defining a sphere positioned at the center of the eyeball,

where passing through this sphere is the equivalent of passing through the eyeball opening

and being within the acceptance angle of the spatial filter. The principle behind this design is

illustrated in Fig. 1(c), and while this is a major simplification of the eyeball detection system, the

results presented in this paper demonstrate that it works very well. A sphere radius of 3 mm was

found to give a good fit to the experimental results. The simulation also allows us to extend this

eyeball design around the cylinder, creating a ring torus (see Fig. 1(a)). This is the equivalent

of having eyeball detectors covering the entire circumference of the cylinder, as opposed to the

LISST-VSF which only has one eyeball detector at a single location. Thus, the simulation can

detect scattered photons for all azimuth angles.

2.2.2. Processing simulated data

To obtain a VSF from the MC simulation, the raw data, i.e. number of photons detected at each

angle, must be processed. The VSF is calculated based on the method presented in [25]. The

number of scattered photons detected by the ring detectors can be calculated for each bin (ring) as

Ni = 2πe−clxN0βi(θ)φ(cos θi,l − cos θi,h), (11)

where e−cl is the attenuation factor and l is the total distance traveled from the laser injection

point to the detector, assuming single scattering. The factor x is the length of the laser beam

contributing to the signal (see Fig. 3), N0 is the total number of simulated photons, equivalent to

the laser power, βi(θ) is the VSF for bin i, and θi,h and θi,l is the high and low limit of the bin,

respectively. The symbol φ does here refer to the fraction of a full circle covered by the ring

detectors. For practical reasons, the ring detectors in the LISST-VSF only cover 1/6 of the full

circle, meaning that φ = 1/6. In the simulation however, we can use the full circle so that φ = 1.

Rearranging Eq. (11), we get the following expression for the VSF

βi(θ) =
Ni

N0

ecl

2πφx(cos θi,l − cos θi,h)
. (12)

Here, the factor ecl accounts for photons lost along the path to the detector. For the ring

detector, l does not vary much with detection angle, and is set to l = L = 0.15 m. An identical

correction for attenuation is done for the LISST-VSF measurements. For angles smaller than

arctan(r/L), where r is the radius of the lens focusing light at the ring detectors, the entire beam

contributes to the signal, so that x = L = 0.15 m. For angles larger than this, only a fraction of
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Fig. 3. Geometric illustration of the contributing length x of the laser beam for (a) the ring

detector and (b) the eyeball detector.

the beam contributes as the photons scattered from the top end of the beam does not hit the lens

(see Fig. 3(a)). In this case, x is calculated as x = r/tan θi, such that Eq. (12) becomes

βi(θ) =
Ni

N0

ecl tan θi
2πφr(cos θi,l − cos θi,h)

, (13)

where θi is the mean angle for bin i.
The same approach is used to calculate the VSF from the signal obtained by the eyeball detector.

In this case, only a small fraction of the beam contributes to the signal, where x is calculated

as x = d/sin θi (see Fig. 3(b)). Here, d = 6 mm is the diameter of the eyeball detection sphere

defined in Section 2.2.1.2. The VSF for the eyeball detector can then be calculated for bin i as,

βi(θ) =
Ni

N0

ecl sin θi
2πφd(cos θi,l − cos θi,h)

. (14)

Here, the path length l is dependent on the angle of detection, and can be calculated as

l = leye − R cot θ +
R

sin θ
, (15)

where leye = 0.10 m is the distance from the top end of the cylinder to the eyeball detector along

the z-axis, and R is the distance from the laser beam to the eyeball detector measured at a right

angle. Again, we can set φ = 1 due to the full circle coverage of the eye detector.

In order to ensure a similar signal for all samples, the simulation is set to run until 107 photons

are detected by the eye detector, i.e.
∑

Ni,eye = 107. The same limit is set for the ring detector, at

which the detector stops counting detected photons. The final signal in the ring detector is then

calculated as Ni = N · Ni,stop/Nstop, where Ni is the adjusted number of photons in bin i, N is the

total number of photons simulated, Ni,stop is the number of photons in bin i at which the limit of

107 detected photons is reached, and Nstop is the total number of simulated photons when the

number of detected photons reaches 107.

3. Results and discussion

3.1. Monte Carlo simulations compared with experimental results

The results obtained using the polystyrene beads as the scattering agent are presented in Fig. 4.

The simulation input parameters b and c are given in Table 1, along with the corresponding
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experimental particle concentrations C and optical depths τ. Measurements by the LISST-VSF

are compared with single-scattering theoretical values computed from Mie theory, and simulation

results from the Monte Carlo algorithm. At low concentrations, the theoretical, measured,

and simulated VSF are in overall good agreement. For increasing particle concentrations, the

measured VSF increasingly deviates from the theoretical VSF, both in magnitude and shape. For

the highest bead concentration, the amount of measured scattering at large angles is more than an

order of magnitude larger than predicted from single scattering, and the oscillating features of the

508 nm bead phase function have vanished. Another prominent feature at higher concentrations

is the discontinuity at 15◦. This angle is the boundary between where the VSF is measured by

the ring detector and where the eye detector is used.

Table 1. Simulation input parameters b and c, and corresponding particle concentrations C (or
relative concentrations Cr ) and optical depths τ for the 508 nm beads and Arizona test dust samples.

508 nm beads Arizona test dust

Sample No. C [μL/L] b [m−1] c [m−1] τ Cr b [m−1] c [m−1] τ

1 0.050 0.182 0.183 0.027 1 0.084 0.088 0.013

2 0.10 0.365 0.365 0.055 3 0.253 0.263 0.039

3 0.21 0.766 0.767 0.12 10 0.842 0.876 0.13

4 0.51 1.86 1.86 0.28 30 2.53 2.63 0.39

5 1.0 3.68 3.69 0.55 100 8.41 8.75 1.3

6 2.0 7.43 7.44 1.1 296 24.9 25.9 3.9

7 3.0 11.1 11.1 1.7 - - - -

8 4.0 14.7 14.7 2.2 - - - -

9 6.0 21.9 22.0 3.3 - - - -

10 8.9 32.8 32.9 4.9 - - - -

By contrast, the simulation predicts a VSF with closer resemblance to the LISST-VSF

measurements, even at the highest scattering coefficient b ≈ 33 m−1. Some minor deviations

can be seen. At small scattering angles (<7◦) and low concentrations, the LISST-VSF measured

enhanced forward scattering relative to theory, whereas the simulated and theoretical curves are

almost indistinguishable. The reason is not entirely clear, but is likely attributed to bead flocs,

i.e., beads clumped together and effectively acting as larger particles [1,26]. Increased forward

scattering for larger particles is consistent with Mie theory. The bead flocs may then deflocculate

(break apart) when mixing with water during the experiments, resulting in the spike gradually

vanishing. The concentrated polystyrene bead solution was also shaken before each addition

of beads to the LISST-VSF sample chamber, so later additions of beads were more thoroughly

shaken. Thus, the later additions of beads may have contained less flocculated beads, adding

to the reduction of the forward spike. There are other possible explanations for the observed

spike in forward scattered intensity. Local heating of the sample volume in the vicinity of the

laser beam might cause a temperature gradient to arise, which in turn results in density gradients

and deviations in the refractive index [27]. Such deviations can cause scattering of light, and

thereby an increase in the measured forward scattering. However, if this were the case, one

would also expect to measure increased attenuation, which is not observed in our experiments.

Thus, this explanation is considered unlikely. The discontinuity at 15◦ is also apparent in the

simulated VSF, but appears larger in the experimental data for sample Nos. 6-9. After inspection

of the experimental raw data, we find that this is due to saturation of the eye detector sensor

at the smallest angles (15 − 25◦). At the highest concentration, the saturation is quenched by

increased attenuation of the light (which is compensated for in the data processing), hence the

improved agreement between the experiment and simulation for sample No. 10. From 140° and
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Fig. 4. Volume scattering functions measured by the LISST-VSF (red line) for varying

508 nm bead concentrations (see Table 1), are plotted with theoretically predicted results

assuming single scattering (green line), and results from the Monte Carlo simulations of the

LISST-VSF measurements (black line). The abrupt jump in the VSF seen at 15◦ is due to

the longer optical path for the ring detector than for the eyeball detector.

onward, the simulated backscattering increases relative to the experimental backscattering, with

increasing particle concentration. This is most likely due to the simulated eyeball detection being

a simplified version of the instrument eyeball detection. Consequently, the two different eyeball

detection schemes might probe the sample volume slightly different, resulting in deviations in

the VSF when the turbidity becomes very high.

The Arizona test dust results are presented in Fig. 5. The simulation input parameters b and

c are given in Table 1, with the corresponding experimental relative particle concentrations

(specific particle concentration is not known) and optical depths τ. Here, the theoretical VSF is

acquired from a low concentration sample and scaled according to the relative concentrations Cr
presented in Table 1. The results follow the same trend as for the polystyrene beads, showing

clear deviations between the predicted values for single scattering and the measurements at

high concentrations, and close agreement between simulated and experimental results. A clear

difference in the two phase functions, are the oscillatory features seen in the 508 nm beads phase

function (see Fig. 4), as opposed to Arizona test dust phase function, where such features are

not present. The oscillatory features appear due to constructive and destructive interference

of the electromagnetic field scattered by individual particles [12,28]. The angular positions of

constructive and destructive interference are dependent on particle size and refractive index,

such that the monodisperse 508 nm beads samples will display oscillations in the phase function,

while the polydisperse Arizona test dust samples will not.

Results seen in Figs. 4 and 5 validate the developed Monte Carlo simulation of the LISST-

VSF, and offer robust explanations of instrument artifacts seen in both laboratory and field

measurements. Multiple scattering causes both erroneously large detected scattering and an

altered phase function. The discontinuity at 15◦ arises due to the sudden decrease in path length
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Fig. 5. Volume scattering functions measured by the LISST-VSF (red line) for varying

Arizona test dust concentrations (see Table 1), are plotted with theoretically predicted results

assuming single scattering (green line), and results from the Monte Carlo simulations of the

LISST-VSF measurements (black line).

going from ring detectors to eyeball detector (see Fig. 1). This decrease in path length has a

double effect on the measured VSF. Firstly, longer path lengths result in more multiple scattered

photons. Secondly, the attenuation factor ecl is larger for the ring detectors (Eq. (12)) than for

the eye detector (Eq. (14)) in the forward direction. Thus, the increase in number of detected

photons Ni due to multiple scattering contributes more to the absolute error in the VSF measured

by the ring detector compared to the one measured by the eyeball detector. However, this does

not impact the relative error. Saturation of the eyeball detector may also be a significant factor in

waters dominated by scattering processes.

3.2. Error analysis

3.2.1. Convergence test

A convergence test has been performed for the 508 nm beads sample No. 1 (see Table 1 for details

about the sample). Convergence is tested for the scattering coefficient b, calculated from Eq. (2),

and the results are presented in Fig. 6. For the test, the simulation is set to run until a specific

number of photons Neye are detected by the eye detector, starting at 1221 photons and doubling

for each simulation up til 107 (same as for the results presented in Figs. 4 and 5). The simulation

is repeated 10 times for each Neye, providing enough data to calculate a coefficient of variance

(CV), also known as relative standard deviation. The CV is calculated as cv =
σ
μ × 100%, where

σ is the standard deviation of the mean μ. The calculated scattering coefficients b from the

simulations are presented in Fig. 6(a), and the CV of b is plotted in Fig. 6(b), in addition to a

theoretical fit calculated as cv = C/
√

Neye, where C is a proportionality constant.

From Fig. 6, one can see that b converges relatively fast. In fact, the CV is below 1% when

Neye is larger than 104. While the simulated VSF obtained from a signal of 104 detected photons

would be very noisy, the scattering coefficient can be accurately predicted as it is obtained from
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Fig. 6. (a) Scattering coefficient b calculated from simulation for increasing number of

detected photons Neye for sample No. 1. (b) Coefficient of variance cv for increasing number

of detected photons Neye and a theoretical fit calculated as cv = C/
√

Neye, with C = 102.

integrating the VSF over the angels 0.09◦ − 150◦ (see Eq. (2)). At 107 detected photons, the CV

is approximately 0.04%, giving a very high precision. A similar convergence test was performed

for sample number 5, and no significant difference in CV was found. Thus, it was concluded that

the optical depth has little to no influence on the CV for the scattering coefficient.

3.2.2. Multiple scattering error

The validity of the single-scattering approximation may readily be assessed by comparing the

Monte Carlo simulation results with the predicted results from assuming single-scattering. For the

error analysis, the theoretical scattering coefficients and phase functions are calculated from the

VSFs labeled "Theory" in Fig. 4 and 5. The theoretical, experimental, and simulated scattering

coefficients, denoted bt, be, and bs, respectively, are given in Table 2. The scattering coefficients

are calculated by integrating from 0.09◦ to 150◦, so that theory, experiment and simulation are

considered over the same angular spectrum. Thus, the theoretical scattering coefficient is not the

same as the input scattering coefficient given in Table 1.

Table 2. Theoretical bt , experimental be , and simulated bs scattering coefficients for the 508 nm
beads and Arizona test dust samples. The scattering coefficients are calculated by integrating from

0.09◦ to 150◦.

508 nm beads Arizona test dust

Sample No. bt [m−1] be [m−1] bs [m−1] bt [m−1] be [m−1] bs [m−1]

1 0.182 0.186 0.182 0.086 0.084 0.084

2 0.363 0.360 0.367 0.258 0.257 0.254

3 0.763 0.750 0.781 0.858 0.837 0.871

4 1.85 1.84 1.97 2.58 2.64 2.83

5 3.67 3.83 4.14 8.57 11.7 12.5

6 7.40 8.56 9.54 25.4 85.2 89.0

7 11.0 14.5 16.25 - - -

8 14.6 22.5 24.8 - - -

9 21.8 47.2 49.8 - - -

10 32.7 119.7 123.7 - - -
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From Table 2, one can see that a difference in the theoretical single-scattering scattering

coefficient bt and the experimental scattering coefficient be can be quite dramatic for high particle

concentrations. As the LISST-VSF attenuation measurements have been shown to have a high

accuracy and are virtually unaffected by multiple scattering [1,23], one would see a similar

dramatic difference in the measured absorption a, calculated as a = c − b. In fact, in some

cases, when b>c, one would get a negative absorption coefficient. The relative errors due to

multiple scattering for the scattering coefficient and phase function are plotted in Fig. 7. Three

different relative errors are presented. The desired output from a LISST-VSF measurement

is the single-scattering phase function and scattering coefficient, and are thus taken as true

values when computing the error in the LISST-VSF measurements. This is also the case when

comparing simulated results to single scattering. When comparing simulation and experiment,

the experimental results are taken as true values, as the goal of the simulation is to reproduce the

LISST-VSF measurements. The scattering coefficient relative error eb is computed from

eb =
|bmeas − btrue |

btrue

× 100%. (16)

For the phase function, where the error may vary significantly with angle, the mean relative

error ep is calculated, using

ep =
1

n

n∑
i

|pmeas(θi) − ptrue(θi)|

ptrue(θi)
× 100%. (17)

The measured phase function is measured at log-spaced angles at <15◦. To avoid bias towards

forward scattering effects, the data was interpolated to evenly spaced angles.

The scattering coefficient and phase function errors for the 508 nm beads samples are plotted

in Figs. 7(a) and (b), respectively, and the errors for the Arizona test dust samples are plotted

in Figs. 7(c) and (d). The error is plotted against the dimensionless parameter τ. As seen in

Fig. 7, the simulation predicts a scattering coefficient and phase function close to those derived

from the LISST-VSF measurements. For the scattering coefficients, the relative error is always

<13%, and <10% for the phase function. As discussed in section 3.1, a large portion of the error

in the simulation relative to the LISST-VSF measurements can be attributed to measurement

errors in the experimental results. Comparing simulation and experiment to the single-scattering

theoretical values, the errors in the scattering coefficients arise solely due to the added intensity

from multiple scattered photons. The phase function, however, is normalized so that the addition

of multiple scattered photons does not alone cause the error. Rather, it is the angular distribution

of multiple scattered photons that causes the error. Due to the phase functions being highly

forward peaked, the photons scattered more than once tend to be distributed to angles close to the

original scattering angle. As a consequence, phase functions that varies rapidly with scattering

angle is more subjected to multiple scattering errors in the phase function, as the relative increase

in signal becomes large when a low signal part of the spectrum neighbors a high signal part. This

is especially evident looking at the relative error in the phase functions (Figs. 7(b) and (d)), where

the error is significantly larger for the 508 nm beads than for the Arizona test dust. This is due to

the low signal dips in the 508 nm beads phase function, approximately at 60◦ and 110◦, gaining a

relatively large quantity of multiple scattered photons from the neighboring higher signal parts.

Ultimately, as the optical depth approaches infinity, the angular distribution of photons becomes

completely random, resulting in a uniform VSF.

Comparing simulation to theory, the error in the scattering coefficient is calculated to be

eb = 0.4% for the 508 nm at an optical depth of τ = 0.027. The error increases with optical

depth reaching eb = 29% for τ = 1.1, and finally eb = 278% for τ = 4.9. As the CV was

calculated to be cv = 0.04%, the numerical uncertainty in the simulated results can be considered
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Fig. 7. Relative errors calculated from comparing experiment vs. theory (blue), simulation

vs. theory (red) and simulation vs. experiment (yellow). Relative error of (a) the scattering

coefficient eb and (b) the phase function ep(θ) for the 508 nm beads samples. Relative error

of (c) the scattering coefficient eb and (d) the phase function ep(θ) for the Arizona test dust

samples. The errors are plotted against the dimensionless optical depth τ.

negligible, except for at the smallest optical depths. The error in the phase function is, for the

most part, significantly smaller than for the scattering coefficient. The exceptions are for the

three smallest optical depths. This is probably due noise being the dominating source of error

when the difference between simulated and theoretical VSF becomes very small. The scattering

coefficient is not subjected to noise in the same way, as the scattering coefficient is calculated by

integrating the VSF over the entire angular range (see Eq. (2)). At the smallest optical depth

τ = 0.027, the error is calculated to be ep = 2%, increasing to ep = 123% for the largest optical

depth of τ = 4.9. For the Arizona test dust, the error in the scattering coefficient goes from

eb = 2% to eb = 250% when the optical depth goes from τ = 0.013 to τ = 3.9. The error in the

phase function goes from ep = 1% to ep = 40% for the same values of τ. An overview of the

optical depths at which the scattering coefficient and phase function reach specific relative errors

is presented in Table 3. The values presented are calculated by linear interpolation of the results

labeled as "Simulation vs. theory" in Fig. 7.

As seen in the results presented here, a 15 cm path length is sufficient to cause considerable

errors in the measured VSF and its derived inherent properties, here represented by the scattering

coefficient and phase function. Thus, it becomes interesting to compare the LISST-VSF with

other optical equipment and measurements. For instance, the historical Petzold measurements are

often used as a reference to in situ data [29]. For these measurements, two different instruments
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Table 3. Optical depths at which the 508 nm beads and Arizona test dust reach specific levels of
relative error in the scattering coefficient b and phase function p(θ).

Scattering coefficient Phase function

Relative error 508 nm beads Arizona test dust 508 nm beads Arizona test dust

1% 0.055 NaN NaN NaN

2% 0.10 0.15 0.062 0.24

5% 0.23 0.24 0.23 0.64

10% 0.43 0.40 0.48 1.2

30% 1.1 0.91 1.4 3.0

50% 1.7 1.4 2.3 NaN

100% 2.8 2.0 4.1 NaN

were used, depending on the scattering angle. The instrument used to measure the low angle

scattering (approximately 0.06◦ − 0.4◦) had a path length of 50 cm, while the range 10◦ − 170◦

was measured at a path length of 18.8 cm. The VSF was measured for a range of different ocean

waters, with an attenuation coefficient peaking at 2.190, which translates to an optical depth of

1.1, for the longest path length of 50 cm. From Table 3, one can see that this results in a relative

error of approximately 30% in the measured scattering coefficient, assuming the equipment is

subjected to multiple scattering similarly to the LISST-VSF.

4. Summary and conclusion

We have demonstrated that the errors originating from multiple scattering in the LISST-VSF

measurements can be significant for large optical depths, which largely explains in situ LISST-VSF

measurement artifacts seen in turbid waters measurements. The developed Monte Carlo algorithm

has been validated by employing 508 nm polystyrene beads and Arizona test dust as scattering

agents, and has proven to be an accurate tool for analyzing errors in both the measured phase

function and scattering coefficient. A convergence test was performed for the MC algorithm,

from which we found a coefficient of variance of cv ≤ 0.04% for the scattering coefficient.

Comparing simulation to experiment, the relative error is <13% for the scattering coefficient and

<10% for the phase function, for the concentrations and scattering agents tested in this study. A

large fraction of these errors can be attributed to errors in the LISST-VSF measurements, caused

by particle flocculation, or saturation of the eyeball detector.

Comparing the simulated VSF to the single-scattering VSF, the relative error in the scattering

coefficient reaches 10% for an optical depth of τ ≈ 0.4 for both scattering agents, while an

error of 100% is reached for τ ≈ 2.8 and τ ≈ 2.0 for the 508 nm beads and Arizona test dust,

respectively. The error in the phase function was found to be significantly larger for the 508 nm

beads than for the Arizona test dust. A 10% error is found for τ ≈ 0.48 for the 508 nm beads,

reaching 100% for τ ≈ 4.1. The Arizona test dust, however, does not reach a 10% error before

τ ≈ 1.2 and does not go above 50% for the concentrations investigated. The large difference in

error between the two phase functions is attributed to the finer details in the 508 nm beads phase

function. Thus, we have shown that errors in both the scattering coefficient and phase function

are dependent on the phase function, but to what extent is still not fully explored. Furthermore,

both sample sets investigated in this paper are heavily dominated by scattering, increasing the

ratio of absorption to scattering is expected to influence the error when plotted against optical

depth.
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Abstract: Multiple scattering can severely affect the accuracy of optical instrumentation.

Variance reduction methods have been implemented to improve a Monte Carlo model developed

to simulate volume scattering functions measured by LISST-VSF instruments. The implemented

methods can result in more than a tenfold increase in efficiency. The simulation is used to

analyze multiple scattering errors for a range of Fournier-Forand (FF) phase functions. Our

results demonstrate significant errors in the scattering coefficient, backscattering coefficient and

phase function, where multiple scattering errors may only be considered negligible (<10%) for

scattering coefficients <1 m−1. The errors depend strongly on the scattering coefficient but also

increase when phase functions become more forward-peaked.

Published by Optica Publishing Group under the terms of the Creative Commons Attribution 4.0 License.
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1. Introduction

Scattering is a fundamental optical process which largely governs radiative transport processes

within the visible spectrum in the ocean and the atmosphere [1]. In optical oceanography,

measuring scattering properties of the water column can give valuable information about size and

composition of particles submerged in the water mass, such as phytoplankton or colloidal mineral

particles [2–9]. Both the scattering and backscattering coefficient have been found to have a

strong relationship with suspended particulate matter concentration [2–4]. These properties tell

us how much light is scattered in the backward direction (backscattering) and in total (scattering).

The ratio between the backscattering and scattering coefficient yields an estimate of the bulk

refractive index, which indicates whether inorganic or organic particles are dominating [5]. The

full angular distribution of scattering, namely the volume scattering function (VSF), has not been

widely measured due to difficulties with designing instrumentation and conducting measurements

in situ, but may tell us much more about the particulate properties [6,7]. The VSF at angles

smaller than 15◦ is now routinely used for estimating the particle size distribution between

approximately 1 and 500 μm [8,9]. The VSF is also an important property to parameterize

correctly in radiative transfer modelling of the ocean, which is critical for achieving accurate

ocean color remote sensing observations of the oceanic and coastal environments around the

globe [10,11]. Ecologically and economically important coastal environments are of considerable

interest to measure with in situ instrumentation, as these environments are still difficult to

observe accurately using satellite observations due to optical and spatio-temporal complexity

[12]. Scattering properties in coastal and estuarine environments have a large dynamic range, for

instance, the scattering coefficient can span from approximately 0.05 to 30 m−1 [2], which puts

extra demands on instrumentation.

The LISST-VSF (Sequoia Scientific) is a commercially developed instrument able to measure

the volume scattering function (VSF) from 0.1◦ to 150◦. From the VSF one can also derive other

#446045 https://doi.org/10.1364/OE.446045
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important inherent optical properties such as the scattering coefficient and phase function. Recent

studies [13,14] have demonstrated that, for sufficiently large optical depths, multiple scattering

results in significant errors in the VSF measured by the LISST-VSF. This error arises from the

assumption that all detected light is only scattered once. The detected signal is corrected for

light lost, either to scattering or absorption, along the path from laser to detector by multiplying

the detected intensity with the factor ecl. Here, c is the attenuation coefficient and l is the path

length from laser to detector. However, not all detected light is scattered only once. Some of

the light which is assumed to be lost due to scattering along the path, may still reach a detector.

Thus, these photons add to the single-scattering signal, resulting in elevated VSFs, scattering

coefficients b, and backscattering coefficients bb, as well as distorted phase functions.

Monte Carlo simulations have been widely used to investigate measurement errors in optical

instruments, as it is relatively easy to implement complex geometries without significant

approximations [15–21]. For instance, scattering errors in spectrophotometric absorption meters

have been assessed using Monte Carlo methods in several studies including Kirk [15], Stramski

and Piskozub [16], and McKee et al. [17]. Piskozub et al. [18] found that multiple scattering has

a negligible effect on attenuation measurements. Some recent research efforts with Monte Carlo

modelling have been directed towards backscattering sensors. Doxaran et al. [19] simulated two

backscattering sensors and found that the ECO-BB instrument (Sea-Bird Sci) is less affected by

scattering errors than HydroScat instruments (HOBI Labs), due to a shorter path length (0.02 m,

compared to 0.10 m). Vadakke-Chanat et al. [20] also conducted an assessment of the ECO-BB

instrument with Monte Carlo modelling and reproduced many of the findings in Doxaran et

al. [19], but the effective path length found for the instrument differs between both studies and

the user manual. Recently, another study combining direct modeling of light propagation and

Monte Carlo simulations of the HydroScat and ECO-BB instruments was published [21]. Here,

angular response functions were derived for both instruments, and ECO-BB was found to have an

especially large angular full width at half maximum, which can be a significant error source, while

multiple scattering due to long path lengths is the main uncertainty for the HydroScat instruments.

Monte Carlo modelling has also been applied to other aspects of marine and atmospheric optics,

including radiative transfer, underwater optical wireless communication, and LIDAR [22–24].

The effect of multiple scattering on VSF instruments has been studied less than the error

for backscattering sensors. In a recent study [14], we presented a Monte Carlo simulation

developed to analyze and quantify multiple scattering errors in the LISST-VSF. The simulation

was compared to experimental measurements using 508 nm polystyrene beads and Arizona

test dust as the scattering agents. The simulation was found to accurately predict experimental

measurements for the samples investigated. When comparing simulation to experimental results,

the relative error did not exceed 13% for the scattering coefficient and 10% for the phase function

for optical depths < 4.9, where a considerable fraction of these errors can be attributed to errors

in the experimental measurements, e.g. detector saturation. Comparing simulated and theoretical

VSF, i.e the relative measurement error originating from multiple scattering, the error was found

to depend on the phase function of the sample volume. The relative error in the scattering

coefficient reached 100% at an optical depth of 2.8 and 2.0 for the 508 nm polystyrene beads and

Arizona test dust samples, respectively.

While the simulation is proven accurate, it suffers from long computation time due to the

fact that most phase functions in natural waters are very forward peaked. Thus, a significant

number of photons must be simulated in order to achieve low variance results in the backward

direction. In this study, we present three variance reduction methods (VRMs) that have been

implemented to increase the efficiency of the simulation. The VRMs are called mean free path

transform (MFPTR), detector directional importance sampling (DDIS) and splitting, and are

presented in section 2.2. Additionally, the simulation is used to further investigate the effects of

multiple scattering on LISST-VSF measurements, especially for realistic phase functions. By
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using a range of different Fournier-Forand (FF) phase functions [25,26], we analyze how the

errors originating from multiple scattering depend on the phase function, scattering coefficient,

and absorption coefficient of the sample volume. This is presented in section 3.2.

2. Methods

2.1. Monte Carlo simulation

The Monte Carlo simulation presented in [14] is a straight forward algorithm where the individual

photons are tracked through the sample volume until they cross the sample volume border or

reach a detector. There are two separate detectors in the LISST-VSF instrument. The geometry of

the simulation is presented in Fig. 1, and a more detailed description of the simulation geometry

is given in [14]. A set of ring detectors are located at the bottom of the sample volume chamber,

detecting light at scattering angles 0.01-15◦, while scattering angles 15-150◦ are detected by a

rotating eyeball detector. The ring detectors are simulated as a circular surface, where photons

crossing this surface are detected and sorted according to their angle of incidence. The eyeball

detector is simulated as a ring torus, where crossing the surface area corresponds to detection by

the eyeball. The path length between each scattering event is sampled from a distribution derived

from the probability density function (PDF) calculated from the beam attenuation f (l), and the

scattering angle θ is sampled from a distribution derived from a PDF calculated from the phase

function f (θ).

Fig. 1. Simulation geometry. The sample volume is limited to the cylinder. The detector

areas are colored in blue, where the disk represents the set of ring detectors, and the ring

torus represents the eyeball detector. The solid green arrow represent incident laser beam,

while the dashed green arrows represent scattered light.

2.2. Variance reduction methods

The VRMs presented here are based on manipulating the natural scattering behaviour of the

photons. Photons are given a statistical weight, initially w0 = 1, which can be adjusted in order to

reflect the alteration in the natural scattering behavior. A common example of this is to account

for absorption of the sample volume by scaling the weight at each scattering event to reflect

the probability of absorption. In this case, the weight after a scattering event is calculated as

wi+1 = wi · b/c, where wi is the weight before the scattering event. The first VRM presented in

this study is called mean free path transform (MFPTR). Usually, this method is used to stretch the
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path length in order to probe deeper into a medium (e.g. in Mainegra-Hing and Kawrakow [27]).

Here, the method is applied to limit the path length such that all photons are scattered within the

sample volume, i.e. the transmission is zero. Thus, all photons interact with the sample volume,

increasing the simulated signal at the detectors. The second VRM presented, addresses the issue

of poor statistics in the backwards direction. The method is based on the work presented in a

study by Buras and Mayer [22], and is called detector directional importance sampling (DDIS).

In essence, DDIS increases the number of photons scattered towards the detector by giving each

photon a probability of being turned directly towards the detector prior to sampling a scattering

angle. A consequence of this method is the possibility of photons accumulating weight, which

can result in spikes in the detected signal. Thus, the third method presented in this study is

implemented to avoid large photon weights and is called splitting [22,27,28]. When the photon

weight becomes larger than a threshold value, the photon is split into N identical parts which are

propagated individually from the position of splitting. Thus, the weight is distributed to more

than one detection angle, avoiding spikes in the signal.

2.2.1. Mean free path transform (MFPTR)

Depending on the scattering coefficient of the sample in question, the fraction of transmitted

photons can be large, meaning that a lot of simulation time is spent initiating photons that do not

contribute to the detected signal. Here, we have applied MFPTR to the path length distribution

before the first scattering event so that all photons are scattered within the sample volume. This

is achieved by defining the path length PDF as

fmod(l) =
1

L
⇒

∫ L

0

fmod(l)dx = 1, (1)

where L = 15 cm is the length from top to bottom of the cylindrical sample volume and the path

length l is sampled from the uniform distribution [0, L]. Now, we need to modify the weight of

the photon to reflect the change in the path length distribution. The initial weight of the photon is

w0 = 1 and the new weight w is calculated as

w = w0

f (l)
fmod(l)

= w0

ce−cl

1/L
, (2)

where f (l) = ce−cl is the PDF according to Beer’s law. Thus, the new weight is simply the initial

weight times the ratio of probabilities of sampling the path length l. After the first scattering

event, all path lengths are sampled according to Beer’s law.

2.2.2. Detector directional importance sampling (DDIS)

In general, the signal is much higher for the ring detector than for the eyeball detector. Thus,

DDIS is only applied to the eyeball detector, i.e. the probability of being scattered towards the

eyeball detector is increased and the probability of being scattered towards the ring detector is

decreased. Due to the complexity of the detector geometry in this simulation, the implementation

of DDIS is not straight forward. First, a random azimuth angle φ is sampled from a uniform

distribution [0, 2π]. Once an azimuth angle has been sampled, all possible scattering directions

lies in a plane defined by the sampled φ. By determining where this plane intersects the eyeball

detector (ring torus), we find the angles at which the photon is scattered directly towards the

eyeball detector. This is illustrated in Fig. 2(a) for a photon at scattering position P and direction

prior to scattering indicated by the red arrow. The angles between the red arrow and the two

yellow arrows in Fig. 2(a) indicate the scattering angles θrot,1 and θrot,2 giving two possible

scattering directions directly towards the detector. Now, instead of letting it follow the natural

path, the photon is given a probability ε of being redirected towards the eyeball detector through
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either the angle θrot,1 or θrot,2 (chosen with equal probability). Then the scattering angle θddis is

sampled according to a PDF fddis(θddis) tailored for the specific geometry in this simulation (see

discussion below). Thus, the final scattering angle becomes

θ = θrot + θddis. (3)

By contrast, with a probability of (1-ε), the photon is scattered naturally, i.e. according to

the phase function of the sample volume. In order to account for this alteration of the natural

scattering behaviour, the weight of the photon must be scaled according to the function

wi+1 = wi
f (θ)

(1 − ε)f (θ) + ε fddis(θddis)
, (4)

where wi and wi+1 is the weight of the photon before and after scattering, respectively. The

numerator of the fraction in Eq. (4) is the PDF corresponding to natural scattering, while the

denominator is the PDF corresponding to scattering by the use of DDIS. Thus, the new photon

weight wi+1 is simply the photon weight before scattering multiplied by the ratio of probabilities

between natural scattering and scattering with DDIS. For instance, if the probability of scattering

to a given angle θ using DDIS is twice the probability of naturally scattering to the same angle,

the weight of the photon after scattering to this angle becomes wi+1 =
1
2
wi. Now we need to find

a suitable PDF fddis(θddis) for our specific geometry. One could for instance use a PDF calculated

from a very forward peaked phase function, so that those photons that are turned towards the

detector and scattered according to this PDF would have a very high probability of being scattered

towards the detector. However, in order to simplify the VRM, we choose a PDF that is constant

within a small interval Δθ in the forward direction and zero everywhere else. Thus, the PDF can

be expressed as

fddis(θddis) =
1

Δθ
, (5)

so that ∫ Δθ

0

fddis(θddis)dθ =
∫ Δθ

0

1

Δθ
dθ = 1 (6)

Next, we want to choose Δθ so that we maximize the number of photons being scattered

towards the detector, without compromising the total intensity (weight) detected. Since we know

the distance D from the photon position P to the eyeball detector, we can calculate the maximum

angle at which the photon can scatter away from the center of the detector and still be within the

detector area, see Fig. 2(b),

θmax = tan−1 d
2D

, (7)

where d is the diameter of the eyeball detector. Thus, choosing Δθ = 2θmax, ensures that the

photon is scattered towards the detector (see Eq. (3)), where the scattering angle θddis is sampled

from the uniform distribution [−θmax, θmax]. This is also the smallest Δθ we can choose. While a

smaller Δθ also ensures that the photon is scattered towards the detector, the weight becomes

smaller, see Eq. (4). Thus, you get the same number of photons scattered towards the detector,

but with a smaller average weight. Choosing a larger Δθ will give the correct result, as the

increase in average weight is balanced by the decreased probability of being scattered towards

the detector. However, this results in less detected photons and poorer statistics. There is also

a chance that the sampled azimuth angle φ, results in a scattering plane that does not intersect

with the ring detector, i.e. there are no scattering angles θ resulting in scattering towards the

eyeball detector. In this case, we simply choose Δθ = π and sample the scattering angle from the

uniform distribution [0, π]. Choosing a probability ε = 0.2 of being turned towards the eyeball

detector prior to scattering, has proven to work well for all samples investigated in this study.
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This results in a considerable increase in photons sent towards the detector, while maintaining a

large enough portion to explore the sample volume, providing good statistics for the multiple

scattered photons.

Fig. 2. Illustration of the geometry applied to find (a) the scattering direction resulting in

the photon being sent directly towards the eyeball detector (blue ring torus), and (b) the

maximum angle the photon can scatter away from the center of the detector while still being

detected.

2.2.3. Splitting

As mentioned, applying DDIS may result in photons accumulating weight, causing spikes in the

detected signal. In order to avoid this, a photon is split into N identical parts when the photon

reaches a weight larger than a threshold value. When the photon is split, the weight of each part

can be calculated as

wsplit = w/N. (8)

The N parts are then propagated individually from the position where the original photon was

split and in the same scattering direction. For the results presented in Fig. 3, the threshold weight

was chosen to be wmax = 1, and N was chosen to be 2 times the floor of w (N = 2	w
), so that the

photon is split into a minimum of two parts. The threshold value can be set to wmax = 1 because

the MFPTR results in reduced weight before the first scattering event. However, this assumption

may fail when the optical depth becomes very large.

2.3. Analysing simulated VSFs

Using the improved MC simulation described in section 2.2, a range of different sample volumes

were simulated using FF phase functions with scattering coefficients b ranging from 0.05 to

20 m−1. The wide range of different phase functions used enables the investigation of the

multiple-scattering errors dependency on the phase function. The FF phase function is an

approximate analytic expression of the phase function for an ensemble of spherical particles

[25,26]. It has been extensively used for modeling the VSF of natural waters, usually providing a

better fit than the simple one-term Henyey-Greenstein phase function. The function takes two

parameters n and m, where n is the refractive index of the particles and m defines the particle

size distribution according to the inverse power-law f (D) ∝ D−m, where D is particle diameter.

The quantitative investigation of the multiple-scattering errors is performed by calculating the

relative error for the scattering coefficient b, backscattering coefficient bb and phase function
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p(θ). The relative error in the scattering coefficient is calculated as

eb =
|bsim − btrue |

btrue

, (9)

where bsim and btrue are calculated from the simulated VSF and the single-scattering calculated

VSF, respectively. In order to better compare simulated and true scattering coefficient, they are

both calculated for the angular measurement range of the LISST-VSF, so that

b = 2π

∫ 150◦

0.1◦
β(θ) sin θdθ. (10)

Thus, btrue is in fact slightly smaller than the true scattering coefficient, but equal to the

scattering coefficient one would measure given a perfect measurement, i.e. no multiple scattering.

The relative error ebb in the backscattering coefficient is calculated similarly to the error in the

scattering coefficient, where the backscattering coefficient bb is calculated according to Eq. (10),

but over the range 90-150◦.

The relative error of the phase function p(θ) = β(θ)/b is calculated as the mean relative error

across the range 0.1-150◦,

ep =
1

K

K∑
i

|psim(θi) − ptrue(θi)|

ptrue(θi)
. (11)

The simulated phase functions are measured at log-spaced angles for θi<15◦, similar to

LISST-VSF measurements. To avoid bias in the forward scattering direction, the data was

interpolated to evenly spaced angles with a step size of 1◦, so that K = 150.

The errors are analyzed in terms of the optical depth τ = cL and asymmetry parameter g. Here,

L = 15 cm is the length of the cylindrical sample volume. As all samples are simulated with

absorption a = 0 m−1, we have τ = cL = bL. The asymmetry parameter g is a measure of how

forward peaked the phase function is, and is calculated as the mean cosine of the phase function

[29]

g = 〈cos θ〉 = 2π

∫ π

0

p(θ) cos θ sin θdθ. (12)

The asymmetry parameter ranges from g = 0 for isotropic scattering and approaches g = 1 for

very forward scattering phase functions.

3. Results and discussion

3.1. Efficiency of VRMs

The efficiency of the VRMs is tested by running the simulation for 1000 s, both with and without

the VRMs. A FF phase function with parameters n = 1.05 and m = 3.5 was used for this purpose,

simulated with scattering coefficients b = 0.05, 0.17, 0.55, 1.8, 6, and 20 m−1. This phase

function is used due to its large asymmetry parameter (low scattering in the backward direction),

so that the increase in efficiency is expected to be large. In order to evaluate the efficiency of the

different VRMs, the VSF obtained with the different VRMs are compared to a reference VSF,

which is obtained using no VRMs and a very long simulation time (t>24 hours). The resulting

simulated VSFs from the efficiency test are presented in Fig. 3. The parameters used for the

simulations with VRMs are ε = 0.2 and wmax = 1.

It becomes immediately clear from looking at the plots that the applied VRMs result in major

noise reduction. This is especially evident in the backward direction and for low scattering

coefficients. Also, the new algorithm (with VRMs) reproduces the results obtained with the old

algorithm (without VRMs). As the old algorithm has been validated in a previous study (see

[14]), the new algorithm is indirectly validated. The discontinuity in the simulated VSFs seen at
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Fig. 3. Simulated VSF for a total simulation time of 1000s (black) compared to a reference

VSF which is simulated without any VRMs for a very long time (t>24 hours). The VSF is

plotted for six scattering coefficients b, increasing from 0.05 (bottom) to 20 (top). The insets

show the volume scattering function plotted from 0 − 20◦ where both the x- and y-axis are

in log scale. (a) Simulation without VRMs. (b) simulation with VRMs.

θ = 15◦ and large scattering coefficients is due to the abrupt decrease in single-scattering path

length going from the ring detector (l = 15 cm) to eyeball detector (l = 10.3 cm), where a longer

path length results in more multiple scattered photons and larger errors [14].

In order to quantify the improvement, we calculate the average relative error in the VSFs over

the entire measurement range as

eβ =
1

K

K∑
i

|βsim(θi) − βref(θi)|

βref(θi)
, (13)

where K is the number of measurement points (same as LISST-VSF), and βsim and βref are

simulated and reference VSF, respectively. The VRMs are compared by running the simulation

with the different methods applied. The results are plotted in Fig. 4, where eβ is plotted against

the optical depth τ = cL. In addition to the 1000s simulations, VSFs simulated with no VRMs

and for 10000s (10x the time) are included to better quantify the improvement.

From Fig. 4(a), one can see that the DDIS is by far the most important method for reducing the

variance in the simulated VSFs. In fact, comparing the simulation with DDIS to the simulation

without any VRMs and a computation time of 10000s, we see that applying DDIS results in

over 10x increased efficiency for the five smallest optical depths. At the smallest optical depths,

applying DDIS results in much more than 10x efficiency, while it is similar to 10x efficiency at

an optical depth of 3. When no VRMs are applied, the relative error decreases with increasing

optical depth. This is due to the increased number of photons interacting with the sample

volume, and the increased number of multiple scattered photons which increases the probability

of scattering to larger angles, resulting in better statistics in the backward direction. Applying

only MFPTR, the relative error is significantly decreased at small optical depths compared to the

VSF with no VRMs. This is due to the large portion of photons that would pass straight through

the sample volume without interaction. As the optical depth increases, this VRM becomes less

efficient.

A cropped version of Fig. 4(a) is presented in Fig. 4(b), making it easier to visually differentiate

the plots where DDIS is applied. Comparing splitting to MFPTR (combined with DDIS), one

can see that MFPTR is more efficient at small optical depths, approximately halving the relative
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Fig. 4. Average relative error between simulated VSFs with a running time of 1000s and

a low-variance simulation used as reference. (a) Comparison of VSFs simulated with no

VRMs (blue), MFPTR (yellow), DDIS (purple), DDIS and splitting (green), DDIS and

MFPTR (orange), and with all VRMs (black). (b) Zoomed in on the lowest error plots.

error for the smallest optical depth compared to when only DDIS is applied. As the optical

depth increases, the splitting method becomes more important for the overall efficiency. This is

an expected result, as larger optical depths lead to increasing number of scattering events per

photon, hence more weight accumulation. Applying all VRMs results in the overall best results,

having the lowest or close to lowest relative error for all optical depths. The same values for the

parameters ε and wmax are used for all optical depths shown in Fig. 4. Thus, the VRMs are not

optimized and the efficiency of the different methods is expected to improve by tailoring these

parameters to the different optical depths. The phase function is also expected to influence the

efficiency of the different VRMs and optimal values of the VRM parameters. For instance, the

efficiency improvement is expected to be smaller for phase functions with more scattering in the

backward direction, as the simulation without VRMs would perform better.

3.2. Multiple scattering errors

Two examples of simulated phase functions are presented in Fig. 5, representing opposite ends

of the spectrum of g for the simulations performed in this study. In both examples, it can be

seen that the deviation between simulated and true VSFs increases with increasing scattering

coefficient (from bottom spectrum to top spectrum), where the deviation is solely due to multiple

scattering.

3.2.1. Phase function dependency

In order to analyze how the multiple scattering error depends on the optical depth and phase

function, the errors eb and ebb and ep are plotted as a function of τ and g. A contour plot for eb
is presented in Fig. 6, where all FF phase functions investigated are included. A second x-axis

is added to the top of the graph, displaying the x-values in terms of the scattering coefficient b.

The phase functions simulated have parameters m ranging from 3.5 to 4.5 in steps of 0.5, and

parameters n ranging from 1.05 to 1.35 in steps of 0.05, resulting in a total of 21 phase functions.

The phase functions are simulated with the same scattering coefficients as for the VRMs test.

From Fig. 6, one can see how the relative error increases diagonally from small τ and g to

large τ and g. As expected, the multiple scattering error increases with increasing τ, but there is

also a considerable increase with g as well. For the largest g, corresponding to n = 1.05 and



Research Article Vol. 30, No. 7 / 28 Mar 2022 / Optics Express 10811

Fig. 5. VSF plotted for simulation with all VRMs applied (black) and true values (green).

The VSF is plotted for six scattering coefficients b, increasing from 0.05 (bottom) to 20

(top). (a) FF phase function with parameters n = 1.05, m = 3.5 (b) FF phase function with

parameters n = 1.30 and m = 4.5. The insets show the volume scattering function plotted

from 0 − 20◦ where both the x- and y-axis are in log scale.

Fig. 6. Contour plot of the relative error eb in the scattering coefficient. The error is plotted

as a function of optical depth τ (or scattering coefficient b) and asymmetry parameter g. The

x- and z-axis (color-axis) are plotted in log scale, while the y-axis is linear. The simulation

data is marked as white dots. The black lines indicate a 1%, 10% and 100% relative error,

respectively, going from left to right.
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m = 3.5, the relative error in b increases from 1.4% at τ = 0.0075 (b = 0.05) to 494% at τ = 3

(b = 20). An error of 10% is observed at approximately τ = 0.15 (b = 1) while the error is above

100% for τ>1 (b>7). Looking at the dependency on g we can see that, for τ = 3, the relative

error increases from 55% at g = 0.34 to 494% at g = 0.96. The dependency on g can largely be

explained by the LISST-VSF geometry [14]. Because the radius of the cylindrical sample volume

is only 2 cm, photons scattered at large angles may exit the sample volume with relative short

path lengths. On the other hand, photons scattered at small angles may travel along the z-axis,

which has a length of 15 cm. Thus, very forward peaked phase functions will have more photons

traveling a longer path length within the sample volume, resulting in more multiple scattered

photons and larger errors.

Some distortions can be observed in the top-left corner, caused by a sudden increase in the

relative error for some of the phase functions. This is especially apparent at g = 0.83 and

g = 0.91, where sharp horizontal lines can be seen. Here, there are two different phase functions

but with a similar g, such that they cannot be visually separated in the plot. It is not clear why

this abrupt change in relative error only occurs for small optical depths. However, on closer

inspection we find that all the phase functions with increased relative error have the smallest

parameter m = 3.5, where a small m is related to a large VSF in the extreme forward direction.

This suggests that extremely forward peaked phase functions are more sensitive to multiple

scattering errors at small optical depths. Similarly to Fig. 6, contour plots are plotted in Fig. 7

and 8 for ebb and ep, respectively.

Fig. 7. Contour plot of the relative error ebb in the backscattering coefficient. The error is

plotted as a function of optical depth τ (or scattering coefficient b) and asymmetry parameter

g. The x- and z-axis (color-axis) are plotted in log scale, while the y-axis is linear. The

simulation data is marked as white dots. The black lines indicate a 1%, 10% and 100%

relative error, respectively, going from left to right.

The plot of ebb displays the same trend seen for eb in Fig. 6, with ebb increasing diagonally

from small τ and g to large τ and g. For the largest g, the relative error increases from 0.6% to

828%, while for the largest optical depth, the error increases from 74% to 828%. Generally, the

error ebb is larger than eb, which can be explained by the large difference in phase function in
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Fig. 8. Contour plot of the relative error ep in the phase function. The error is plotted as a

function of optical depth τ (or scattering coefficient b) and asymmetry parameter g. The x-

and z-axis (color-axis) are plotted in log scale, while the y-axis is linear. The simulation data

is marked as white dots. The black lines indicate a 1% and 10% relative error, respectively,

going from left to right.

the forward and backward direction. As more photons are scattered multiple times, the angular

distribution becomes more random. Thus, multiple scattered photons are more evenly distributed

over the angular spectrum than the single scattered photons. Adding a photon to an angle where

the single-scattering signal is low results in a larger relative increase in signal than adding a

photon to an angle where the single-scattering signal is high. Thus, the relative increase in

detected photons is larger in the backwards direction, resulting in larger backscattering errors.

The distortions seen in Fig. 6 are not observed for the backscattering coefficient, indicating that

the distortions are indeed related to forward scattering.

The same diagonal trend is observed for the error ep(θ), as for eb and ebb . In general, the

error ep is much smaller than the errors in eb and ebb . This is because the phase functions is

normalized, such that the error is only related to the shape of the VSF and not the magnitude. For

the largest g, the relative error increases from 1% to 45%, while for the largest optical depth, the

error increases from 9% to 45%. For τ<0.1, the relative error ep does not increase much, which

is due to noise being the dominating source of error when the difference between simulated and

true VSF becomes small. This is not the case for eb and ebb , as both b and bb are calculated as

integrals over an angular range. Thus, fluctuations in the signal are evened out. The plot in Fig. 8

also displays the same distortions seen in Fig. 6, most notably at g = 0.91.

In order to better demonstrate the effect of the phase function on the multiple scattering error,

the relative error eb is plotted in Fig. 9 as a function of only g at the largest optical depth τ = 3.

Here, we have also included a set of Henyey-Greenstein phase functions, which are much less

peaked in the extreme forward direction [29].

From the plot, we can see that the different FF phase functions follow slightly different trend

lines, depending on the parameter m. For the phase functions investigated here, the phase

functions with m = 4.0 have the smallest error for similar asymmetry parameters g, while phase
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Fig. 9. Relative error eb in the scattering coefficient plotted as a function of asymmetry

parameter g. The error is plotted for a variety of FF phase functions with parameter m = 3.5

(blue), m = 4.0 (red) and m = 4.5 (yellow), in addition to a set of Henyey-Greenstein

functions (purple).

functions with m = 3.5 and m = 4.5 seem to have similar errors. However, this cannot be

concluded due to the small overlap in g for the m = 3.5 and m = 4.5 phase functions. Comparing

the FF to the Henyey-Greenstein phase functions, we see that the errors are significantly smaller

for the latter. This is due to the very forward peaked nature of the FF phase functions, compared

to Henyey-Greenstein phase functions. The difference in error between Henyey-Greenstein and

FF phase functions is largest for small g, and decreases with increasing g. The results presented

here demonstrates that, while the asymmetry parameter g is a good indicator for the size of the

error, details in the phase function may influence the error significantly.

3.2.2. Absorption dependency

The results presented in the previous section were all obtained with an absorption coefficient

of a = 0 m−1. In Fig. 10, the error eb is plotted for a phase function simulated with a = 0c,

a = 0.2c and a = 0.4c, in order to investigate the effect of absorption. The same set of attenuation

coefficients, i.e. optical depths, is used for each absorption coefficient. Thus, the only difference

between each simulation set is the ratio of scattering to absorption.

In Fig. 10(a), the error in the scattering coefficient eb is plotted against the attenuation coefficient

c. Here, we see that eb decreases with increasing absorption, which is expected as the scattering

decreases, hence the number of multiple scattered photons decreases. The difference in error

between the different values of a increase with increasing optical depths. At the smallest optical

depth, the errors at a = 0c and a = 0.4c are 1.43% and 1.28%, respectively, while at the largest

optical depth, the errors are 494% and 180%. In Fig. 10, eb is plotted against the scattering

coefficient b. Here, it is clearly demonstrated that the multiple scattering error is only dependent

on b. Thus, when evaluating the multiple scattering error in a measurement, it is better to use the

scattering coefficient, or the size bL, rather than the attenuation coefficient or the optical depth

τ = cL.
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Fig. 10. The relative error eb in the scattering coefficient plotted as function of (a) attenuation

coefficient c, and (b) scattering coefficient b. The error is plotted for an absorption of a = 0c
(blue), a = 0.2c (orange) and a = 0.4c (yellow).

4. Summary and conclusion

We have performed an extensive investigation into the errors originating from multiple scattering

for the LISST-VSF instrument. Several different Henyey-Greenstein and FF phase functions

have been simulated, with scattering coefficients b ranging from 0.05 to 20 m−1, and with

asymmetry parameters g ranging from 0.34 to 0.96. The results show that errors in the scattering

coefficient b, backscattering coefficient bb, and phase function p(θ), depend heavily on both the

scattering coefficient and asymmetry parameter. We find that multiple scattering errors may only

be considered negligible (<10%) when the scattering coefficient is smaller than 1 m−1. The

largest error is observed for the backscattering coefficient, where the error ranges from 74% to

828% for the different phase functions at an optical depth of τ = 3. For the scattering coefficient,

the error ranges from 55% to 494%, and the phase function from 9% to 45%. The results also

show significant differences between Henyey-Greenstein and FF phase functions, where the error

is considerable larger for the FF phase functions for similar asymmetry parameters. We conclude

that this is due to the extremely forward peaked shape of the FF functions compared to the

Henyey-Greenstein functions, resulting in a longer average distance traveled within the sample

volume and more multiple scattered photons. This observation demonstrates the importance

of the shape of the phase function when measuring the VSF with the LISST-VSF instrument.

The effect of absorption was also investigated. We found, when the error is plotted against

optical depth, the error decreases with increasing absorption. However, when plotted against the

scattering coefficient, the error was independent of absorption, i.e. the error is only dependent on

the scattering coefficient for a given phase function.

The LISST-VSF has an angle-dependent path length varying between 10.3 and 17.5 cm, which

accentuates multiple scattering effects on the measured VSF in turbid waters, in particular after

applying the absolute calibration [13]. This does not mean other VSF meters are not affected

by multiple scattering. The MASCOT and MVSM instrument, two VSF meters that have been

widely used for modern era VSF measurements, have reported constant path lengths of 20.0 cm

[30,31]. The longer path lengths imply that the multiple scattering errors can be significant for

b>1 m−1. This can have implications for historical data sets in waters with moderate-to-high

turbidity. However, we should note that the results in this study are instrument-specific to the

LISST-VSF.
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A set of variance reduction methods has been applied to the previously developed Monte

Carlo simulation, resulting in drastically reduced computation time. This enables a fast method

for analysing errors in the measured VSFs. The most important of these methods is detector

directional importance sampling (DDIS), where the photons have an increased probability of

being scattered towards the eyeball detector. The applied methods result in over 10 times

increased efficiency for optical depths below 0.9, and similar to 10 times increased efficiency up

to an optical depth of τ = 3. The efficiency is expected to be further enhanced by optimizing

the parameters used for the variance reduction methods. The efficiency is also expected to

depend on the phase function, where the improvement in efficiency is expected to increase with

increasing asymmetry parameter. This is because the simulation without variance reduction

methods achieves a very low signal in the backward direction when the asymmetry parameter is

large. For small asymmetry parameters, many photons are naturally scattered in the backward

direction, reducing the need for DDIS. The implementation of the detector directional importance

sampling in this simulation is geometry specific, however, the method of implementation might

be relevant for other cases.

For our future work we aim to correct the errors arising from multiple scattering in the

LISST-VSF instrument. The main goal is to correct the VSF over the entire LISST-VSF measuring

range, thus correcting both the scattering coefficient, backscattering coefficient, and phase

function at the same time.
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Abstract:

The LISST-VSF is a commercially developed instrument used to measure the volume scattering

function (VSF) and attenuation coefficient in natural waters, which are important for remote

sensing, environmental monitoring and underwater optical wireless communication. While

the instrument has been shown to work well at relatively low particle concentration, previous

studies have shown that the VSF obtained from the LISST-VSF instrument is heavily influenced

by multiple scattering in turbid waters. High particle concentrations result in errors in the

measured VSF, as well as the derived properties, such as the scattering coefficient and phase

function, limiting the range at which the instrument can be used reliably. Here, we present a

feedforward neural network approach for correcting this error, using only the measured VSF as

input. The neural network is trained with a large dataset generated using Monte Carlo simulations

of the LISST-VSF with scattering coefficients 𝑏 = 0.05 − 50 m−1, and tested on VSFs from

measurements with natural water samples. The results show that the neural network estimated

VSF is very similar to the expected VSF without multiple scattering errors, both in angular shape

and magnitude. One example showed that the error in the scattering coefficient was reduced from

103% to 5% for a benchtop measurement of natural water sample with expected 𝑏 = 10.6 m−1.

Hence, the neural network drastically reduces uncertainties in the VSF and derived properties

resulting from measurements with the LISST-VSF in turbid waters.

© 2023 Optica Publishing Group under the terms of the Optica Publishing Group Publishing Agreement

1. Introduction

Accurate characterization of light-particle interactions in marine environments have become in-

creasingly important in recent years due to growing interest in applications of optical measurements

for environmental monitoring, remote sensing, and underwater wireless communication [1–6].

The volume scattering function (VSF) is an important inherent optical property (IOP), describing

the angular distribution and intensity of scattered light. Measurements of the VSF 𝛽 can be used

to derive the scattering coefficient 𝑏 through integration of the VSF over all scattering directions

and the phase function 𝛽 through normalization of the VSF by 𝑏. Accurate measurements of the

VSF of natural water samples have been difficult to obtain, requiring custom-built and complex

instrumentation which are often challenging to deploy for in situ measurements. Consequently,

the VSF has been sparingly measured, and common simplified models have not been extensively

validated [7], despite its importance in radiative transfer modelling [2, 5, 8, 9]. Variations in

the scattering properties of natural waters are primarily governed by suspended particles on the



micro- and nano-scale. The VSF may be utilized to extract considerable information on the

particulate composition in the water mass [10–13].

The LISST-VSF (Sequoia Scientific) is a commercially available instrument, designed to perform

in situ measurements of the VSF at a single light wavelength of 515 nm over angles 0.01 − 150◦

with two detection systems; a series of 32 logarithmically-spaced ring detectors covering the

range 0.01 − 15◦ and a rotating eyeball detector covering the range 15 − 150◦ in 1◦ increments.

Additionally, the LISST-VSF can simultaneously measure the attenuation coefficient 𝑐, enabling

the extraction of the absorption coefficient 𝑎 trough the relation 𝑐 = 𝑎 + 𝑏. Although the

LISST-VSF has been validated to perform well with relatively low concentrations of known

particles [14–16], previous studies have also shown that large errors in the measured VSF arise

in turbid waters [13, 17, 18]. In particular, Monte Carlo simulations of the LISST-VSF revealed

elevated and distorted VSFs originating from multiple scattering. Consequently, the phase

function and scattering coefficient derived from the VSF measurement are also subject to multiple

scattering errors. The Monte Carlo simulation has been verified by laboratory measurements [17],

where only small deviations were observed. Simulations show that, for an expected scattering

coefficient of 𝑏 ∼ 1.5 m−1, an overestimation of 10% can be observed in the measured scattering

coefficient, reaching 100% at 𝑏 ∼ 10 m−1. On the other hand, the attenuation coefficient 𝑐 is not

significantly affected by multiple scattering errors [13,15,19]. Hence, errors in the scattering

coefficient also affect the derived absorption coefficient (𝑎 = 𝑐 − 𝑏), which can become negative

for sufficient errors in the measured scattering coefficient.

Multiple scattering is a known challenge for optical measurement systems seeking to characterize

turbid media [10, 11, 20, 21]. Multiple scattering of light within the LISST-VSF instrument

impacts the VSF measurement results in two ways: overestimation of VSF magnitude and

incorrect angular shape (i.e., phase function). These issues relate to multiple scattered light

which is presumed lost along the path between the light source and detector. Both scattering and

absorption losses are accounted for along this path using an attenuation correction determined

as 𝑒−𝑐𝑧 where 𝑧 is pathlength. This correction utilizes a measurement of attenuation from the

LISST-VSF with a very narrow acceptance angle (<0.04◦). However, a portion of the scattered

light assumed lost is not truly lost as it continues through the water and is ultimately detected.

For example, light which in a single scattering scenario would be detected at 20◦ is scattered

a second or third time, resulting in detected light at either the same, or a different detection

angle. This light is accounted for by the attenuation correction for the 20◦ detection angle, but is

also observed as an actual signal in the detector. Hence, this light is effectively double-counted.

Furthermore, multiple scattering generally results in a flattening of the typical forward-peaked

phase function of marine particles (e.g., [22]). Combined, these effects result in an overestimation

of VSF magnitude at all scattering angles and a flatter VSF than would be observed in a single

scattering scenario.

The correction of these undesirable multiple scattering effects on light scattering measurements

is nontrivial and depends on many factors including particle properties (e.g., concentration and

phase function) and instrument geometry (e.g., pathlength and acceptance angle). A common

solution has been to develop light scattering meters with relatively short pathlengths; however,

this approach is not always feasible considering desired angular-resolution and retrieval of

adequate signal for detection of small scattering signals common in oceanic environments. The

HydroScat-6 instrument (HS-6; HOBI Labs, Inc.) has a 15 cm pathlengh, approximately the same

as the LISST-VSF instrument, but only measures light scattered at 141º from incident direction.

HOBI Labs recommend adjusting the scattering coefficient by a factor of 0.4 when deriving an

attenuation coefficient for the attenuation correction (i.e., 𝑐∗ = 𝑎 + 0.4𝑏, where 𝑐∗ refers to an

adjusted 𝑐 for attenuation correction), under the assumption that only a portion of scattered light



is truly lost along the path [23]. Recently, Doxaran et al. [24] used light simulations of HydroScat

instruments to show that adjustments to the scattering coefficient of factors of about 0.05–0.4

were actually warranted for different scenarios of optical properties. This type of approach

may be sufficient for some cases with a single-angle scattering meter; however, more advanced

approaches are necessary for the complexity of multiple scattering effects in the LISST-VSF

instrument which includes two detector systems covering a wide angular range.

The Monte Carlo model developed in [17] is able to reliably reproduce a LISST-VSF measurement

given a phase function and scattering coefficient as inputs. By simulating a large variety of

different VSFs, we have shown that the magnitude of the multiple scattering error is dependent

on both the scattering coefficient and phase function, i.e., magnitude and shape of the VSF [18].

Furthermore, the error varies with angle of detection, such that the percentage error in the

measured VSF at 15◦ may be significantly different from the error at 150◦, making it challenging

to apply corrections to the measured VSF. Koestner et al. [13] developed a correction function

based on empirical data, where two mineral-dominated samples were diluted to obtain benchtop

measurements with attenuation coefficients ranging from 1.8 m−1 to 14 m−1. Assuming negligible

multiple scattering errors for the smallest attenuation coefficient, an expected VSF could be

calculated for the higher concentration samples affected by multiple scattering. Hence, by

comparing expected VSF with measured VSF, a correction was found as a function of scattering

angle and scattering coefficient. For applications, the scattering coefficient was estimated by

𝑏 = 𝑐LISST − 𝑎ac-s, where 𝑎ac-s is the absorption coefficient measured with an ac-s instrument

(Sea-Bird Scientific) and 𝑐LISST is the attenuation coefficient measured with the LISST VSF

instrument. While this method accounts for the angle dependent error, it does not account for the

effect of varying phase functions and requires an unbiased estimate of the absorption coefficient.

Recently, artificial neural networks (ANNs) have seen a rise in popularity due to their wide

range of applications and generalization capabilities [25]. ANNs are being increasingly utilized

in aquatic sciences, providing useful models for water quality monitoring [26–33], and the

prediction of wave heights [34–37]. One of the primary attributes of ANNs are their ability to

provide solutions to complex multivariate problems. In the current study, the desired outcome is

to take a VSF measurement which is influenced by multiple scattering errors as input, and find

the "true" VSF unaffected by multiple scattering errors representing what would be measured

in a single scattering regime. To accomplish this, we recognized the multivariate capabilities

of ANNs and developed a feedforward neural network to correct multiple scattering errors

unique to LISST-VSF measurements. To train the ANN, a large set of varied data containing

both VSFs with multiple scattering errors and the corresponding VSF unaffected by multiple

scattering errors was needed. As such experimental datasets are not readily available on a large

scale, a large training dataset was generated using 154 different phase functions representative

of natural assemblages of aquatic particles and the previously developed Monte Carlo model

of the LISST-VSF instrument [17]. In this study, we present comprehensive analysis of the

ANN model development and testing to reliably correct for multiple scattering errors in VSF

measurements made by the LISST-VSF instrument. We present results of ANN testing with two

contrasting natural samples prepared using dilutions to produce various particle concentrations

in a laboratory environment and we examine the application of the ANN to a large dataset of

LISST-VSF measurements from natural seawater samples spanning highly turbid coastal waters

to clear oceanic waters.



2. Methods

A description of the ANN is given in Section 2.1, which includes how the ANN works and how it

is structured. The dataset used for training the ANN is presented in section 2.2, followed by a

description of how data was treated for use in the ANN (Section 2.3). Details of the training

process, such as training algorithm and loss function, are given in Section 2.4. Finally, Section

2.5 describes how the ANN was evaluated and the datasets used for this purpose.

Note that all optical properties presented in this study refer to the properties of the particles

in the water, i.e., scattering and absorption by pure water is not included. Also, the primary

LISST-VSF used in this study refers to a single wavelength light source of 515 nm, meaning that

all quantified properties refer to the value at this particular wavelength. Some data presented

also refer to measurements from a different LISST-VSF instrument which utilizes a 532 nm light

source, however no distinction is made for the proposes of this study and expected differences

between optical measurements with 515 nm or 532 nm light source are assumed minor.

2.1. ANN structure

The ANN employed in this study was a multi-layer feedforward neural network containing five

layers in total (see Fig. 1) [38]. The model was built in Python using Keras [39], which runs on

top of TensorFlow [40]. The first layer is called the input layer and simply contains the input data

which is a measured VSF. The input layer is followed by three hidden layers, and the final layer is

the output layer containing the VSF corrected for multiple scattering errors. All nodes in one

layer are connected to all nodes in the neighboring layers, but the connections only work in the

forward direction. After the input layer, each node in a following layer is calculated as a function

of every node in the previous layer. For instance, the first node in the first hidden layer in Fig. 1

is calculated as

ℎ1
1 = 𝐹 (𝑊1

11𝑥1 +𝑊1
21𝑥2 + ... +𝑊1

𝑛1𝑥𝑛 + 𝑏1
1). (1)

Here, 𝑥𝑖 is the input VSF at measurement angle 𝑖, the weights 𝑊1
𝑖 𝑗 describes how much the node

𝑗 in the hidden layer depends on node 𝑖 in the input layer, i.e., the strength of the connection. The

superscript in 𝑊1
𝑖 𝑗 refers to which layers the weights connect to (first hidden layer is 1, output

layer is 4), and the superscript in ℎ1
1

refers to which hidden layer the node belongs to (see Fig. 1).

The term 𝑏1
1

is the bias for node ℎ1
1
, which is a constant that is added to the product of inputs and

weights. The function 𝐹 is called an activation function, of which there are several alternatives

to choose from. The hyperbolic tangent function is commonly used and was found to produce

good results for the ANN developed in this study. Thus, Eq. (1) becomes

ℎ1
1 = tanh(𝑊1

11𝑥1 +𝑊1
21𝑥2 + ... +𝑊1

𝑛1𝑥𝑛 + 𝑏1
1). (2)

The nodes in the first hidden layer are fed forward as inputs to the second hidden layer, and so on

until reaching the output layer. The output layer is calculated without the activation function, so

that the output corresponding to the first angle in the corrected VSF is given as

𝑦1 = 𝑊4
11ℎ

3
1 +𝑊4

21ℎ
3
2 + ... +𝑊4

𝑟1ℎ
3
𝑟 + 𝑏4

1. (3)



The ANN developed in this study takes 158 inputs, corresponding to the VSF measured for angles

0.09 − 140◦. The exclusion of data points above 140◦ is due to deviations between measured and

simulated VSFs in this angular range for large scattering coefficients (𝑏 > 20 m−1) [17]. The

output layer contains 168 nodes, corresponding to the corrected VSF over the angles 0.09 − 150◦

(same as the LISST-VSF). Thus, the ANN estimated VSF for angles 140 − 150◦ is predicted

based on the measured VSF at angles 0.09 − 140◦.

The size of the network was determined based on a validation process, where the available data

was split into a training dataset and a validation dataset. Due to limited data, only 20% of the

data was used for validation, while the remaining 80% was kept for training. The phase functions

used for validation were randomly selected, but were the same for all configurations. A total of

15 configurations of the ANN structure were tested, varying in both the number of layers and the

number of nodes per layer. Based on the results, a network size of three hidden layers with 168

nodes per layer was chosen (same number of nodes as the output layer). The results from the

validation process is presented in Section 3.1.
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Fig. 1. Illustration of the ANN with a size of three hidden layers with n nodes per layer.

The input values X are the original VSF values for angles 0.09 − 140◦, nodes h in the

hidden layers are calculated as function of W and b (weights and biases), and the output

values Y are the estimated VSF values for angles 0.09 − 150◦.

2.2. Training dataset

As mentioned, large experimental VSF datasets with high quality reference measurements are

not readily available. However, by utilizing the previously developed Monte Carlo simulation

of the LISST-VSF instrument, a large training dataset can be generated [17, 18]. The bulk of

the training data consists of VSFs simulated with Henyey-Greenstein (HG), Fournier-Forand

(FF), and two-term Reynolds-McCormick (TTRM) phase functions, which covers a wide range

of phase functions with resemblance to those found in seawater [2, 7, 11]. In addition, some

VSF were simulated with phase functions obtained from measurements with natural sample, so

that more natural VSFs are represented in the training dataset. A total of 154 different phase

functions were used, of which 18 were from natural samples. Each was simulated with scattering

coefficients ranging from 𝑏 = 0.05 − 50 m−1, resulting in a total of 1386 VSFs. The particulate

phase functions 𝛽 have backscattering ratios in the range 𝑏𝑏/𝑏 = 0.0003-0.3 with a median of



0.034, and are shown in Fig. 2.

0 20 40 60 80 100 120 140 160

θ [degrees]

10-5

10-4

10-3

10-2

10-1

100

101

102

103

104

β̃
 [
s
r
−
1
]

FF

TTRM

HG

Measured

Fig. 2. All phase functions 𝛽 used to generate training data are shown in grey. A repre-

sentative phase function for each type are shown for Fournier-Forand (yellow), two-term

Reynolds-McCormick (Orange), Henyey-Greenstein (black), and from measurement
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By using several types of phase functions, one obtains a training set of large variety. Typically,

the TTRM and HG phase functions plateau when approaching 0◦, while the FF phase functions

continue to rise with decreasing angle (see Fig. 2). The TTRM phase function also offers more

variety in terms of shape in the backwards direction, where the FF and HG phase functions

are much more limited. The phase functions obtained from measurements of natural seawater

samples generally provide more realistic training data, accounting for variations that are not

adequately represented by the HG, FF, and TTRM phase functions.

2.3. Data transformation and standardization

Since VSF data can vary with several orders of magnitude, it was preprocessed to make

the data suitable for application with the ANN using a log transformation and statistical

standardization [41, 42]. The first step is to transform the values to the log𝑒 domain, so that

𝑥′𝑖, 𝑗 = log𝑒 (𝑥𝑖, 𝑗 ), (4)

where 𝑥𝑖, 𝑗 is the original VSF data at input node 𝑖 for sample 𝑗 . Then the data is standardized by

subtracting the mean and dividing by the standard deviation for each individual node in the input

layer, giving



𝑥′′𝑖, 𝑗 =
𝑥′𝑖, 𝑗 − 𝑥′𝑖

𝑠𝑥′𝑖
. (5)

Here, 𝑥′′𝑖, 𝑗 is the transformed and standardized value for input node 𝑖 in training sample 𝑗 , 𝑥′𝑖 is

the mean value of input node 𝑖 over all training samples, and 𝑠𝑥′𝑖 is the standard deviation. This

transformation gives a distribution of 𝑥′′𝑖, 𝑗 with a mean of zero and a standard deviation of one.

The true values 𝑦̂ are transformed following the equivalent formula, and the output values 𝑦 from

the ANN can be transformed back to regular values by applying the reverse transformation.

2.4. Training the ANN

The aim of the training process is to compute weights 𝑊 𝑘
𝑖 𝑗 that minimizes the deviation between

the output of the ANN and the true values, and is expressed by a loss function. Here, the mean

squared error (MSE) function, which is a commonly used loss function, was found to work well,

loss = MSE =
1

𝑁

𝑁∑
𝑖=1

(𝑦𝑖 − 𝑦̂𝑖)
2. (6)

Here, 𝑦𝑖 is the predicted values, 𝑦̂𝑖 is the true values and 𝑁 is the total number of outputs in the

training set, i.e. the number of VSFs times the number of measurement points per VSF. The

MSE was calculated for the transformed data, and is likely insensitive to specific angular regions.

The ANN was trained using the Adam algorithm, which is a built-in optimizer in Keras. The

algorithm minimizes the loss with respect to its parameters 𝑊 and 𝑏 (weights and biases) trough

stochastic gradient descent [43].

2.5. Evaluating the ANN

It is not possible to directly evaluate the ANN’s performance on LISST-VSF measurements of

turbid samples influenced by multiple scattering errors, since we do not know the "true" VSF

(i.e., the VSF in the single scattering regime unaffected by multiple scattering errors). The

preferred way to evaluate the ANN’s performance is to obtain LISST-VSF measurements with

both a turbid water sample and the same sample diluted to particle concentrations unlikely to

induce multiple scattering errors. At a sufficient dilution, the measured VSF will have negligible

multiple scattering error and the expected VSF for higher concentration samples can be calculated

by multiplying with an appropriate dilution factor. The dilution-corrected VSF can thus be used

as "true", or expected, VSF for evaluating the ANN performance. This has been done for two

different samples, resulting in two sample sets that contain the original VSF measurements at

different dilutions, in addition to the dilution-corrected VSFs. These sample sets are used for

evaluation of the ANN in Section 3.2.

Further evaluation of the ANN model was carried out with 98 measurements on natural samples

for which we do not have dilution corrections. The dataset presented in Section 3.3 contain a large

variation of samples, with measured attenuation coefficients ranging from 𝑐 = 0.64 − 21.82 m−1

and backscattering ratios ranging from 𝑏̃𝑏 = 0.006 − 0.027. The dataset consist of LISST-VSF

measurements collected from various places: Coastal waters of Southern California and Northern

Alaska [13]; Coastal waters around Svalberd, including Rĳåfjorden, Hinlopen and Isfjorden [15];

Norwegian fjords, including Gaupnefjorden [15] and an Emiliana Huxleyi algae bloom in

Hardangerfjorden; Coastal measurements in Storfjorden, Svalbard [44].



Assuming that the LISST-VSF attenuation measurement is accurate, the performance of the

ANN can be evaluated through the relation between 𝑏 and measured 𝑐. Ideally, one would also

have absorption measurements obtained simultaneously with a different instrument, so that a

comparable scattering coefficient could be obtained indirectly through the relation 𝑐 = 𝑎 + 𝑏.

However, such measurements were not performed for the data presented here.

Percentage deviation was used to quantify differences between values obtained from original

uncorrected measurements or values obtained from application of the ANN, and reference values

obtained from dilution correction. The percentage deviation is defined as

𝑋𝑚 − 𝑋𝑟

𝑋𝑟
× 100%, (7)

and describes how much the value 𝑋𝑚 deviates from the reference value 𝑋𝑚. The values 𝑋𝑚 and

𝑋𝑟 are specified in the text where Eq. (7) is applied.

3. Results and discussion

This section is divided into three parts. First, the results from the validation process used to

determine the size of the network is presented. Then, evaluation of the ANN is performed with

dilution-corrected VSFs obtained for two different sample sets. Finally, further evaluation is

performed with VSF measurements obtained from natural samples, for which dilution-corrected

values are not available. For this section, all scattering and attenuation measurements are

performed with the LISST-VSF instrument, unless otherwise is stated.

3.1. Validation and determination of network size

An appropriate ANN size was determined by testing 15 different ANN configurations with hidden

layers ranging from 1 to 5, and with either 84, 168 or 252 nodes per hidden layer. Each model

was trained for 100,000 iterations and the results are presented in Fig. 3.



1 2 3 4 5

Hidden layers

0.00000

0.00005

0.00010

0.00015

0.00020

0.00025

M
S
E

84 nodes per layer

168 nodes per layer

252 nodes per layer

0 20000 40000 60000 80000 100000

Iteration

10-4

10-3

10-2

10-1

M
S
E

(a) (b) 1 hidden layer

2 hidden layers

3 hidden layers

4 hidden layers

5 hidden layers

Fig. 3. (a) Mean squared error (MSE) after 100,000 iterations plotted as a function of

hidden layers for an ANN with 84, 168 and 252 nodes per layer. The MSE is shown

for both the validation set (solid lines) and the training set (dashed lines). (b) MSE of

the validation set plotted as a function of iterations for ANNs with a number of hidden

layers ranging from 1 to 5, and with 168 nodes per hidden layer.

From Fig. 3(a), it can be seen that the MSE of the training set (dashed) generally decreases with

both increasing number of hidden layers and number of nodes per layer. For the validation set

(solid), the largest improvement in performance is observed when going from 1 to 2 hidden layers.

For both 84 and 168 nodes per layer, the MSE has a small downwards trend going from 2 to 4

layers, with a slight increase at 5 hidden layers. This could be a sign of overfitting, where the

amount of parameters (weights and biases) becomes so large that the solution for the training

data may not be a good general solution for data not included in the training. Additional evidence

of overfitting is observed in Fig. 3(b), where it can be seen that the 5 hidden layer ANN is

only the top performer in the early stages of the training. The 5 hidden layer ANN displays

rapid improvement in MSE during the first 30,000 iterations at which point the 4 hidden layer

network begins to outperform, followed by the 3 hidden layer network at approximately 55,000

iterations (Fig. 3b). Similar plots were made for the 84 and 252 nodes per layer configurations

(not presented here), displaying similar trends as those seen in Fig. 3(b). For the 252 nodes per

layer configurations, similar signs of overfitting were observed with 4 hidden layers. Based on

these observations, an ANN with 3 layers and 168 nodes per layer was chosen as our model.

The chosen ANN size results in low risk of overfitting, while providing sufficient complexity for

generalization.

3.2. Testing with diluted samples

The results from the dilution-corrected sample sets are presented in Fig. 4, showing both

the measured, dilution-corrected (expected), and ANN estimated VSF. Here, only the lowest

concentration and the highest concentration samples are shown. The first sample set (Fig. 4a)

was collected from Los Peñasquitos Lagoon, San Diego County, California, and will be referred

to as the lagoon samples. The second sample set (Fig. 4b) was collected from glacial meltwater

near King George Island, Antarctica [13], and will be referred to as the meltwater samples.
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Fig. 4. VSFs obtained from LISST-VSF measurement (red), expected VSFs from

dilution correction (black), and ANN estimated VSFs (dashed yellow). The insets show

the log-log plot of the VSFs for angles 𝜃 ≤ 10. Highest (top black curve) and lowest

concentration (lower black curve) samples shown here. (a) Lagoon samples. Dilution

factor of 10. (b) Meltwater samples. Dilution factor of 6.6.

The ANN estimation of the true VSFs agrees well with the dilution corrected VSFs (Fig. 4). The

two sample sets have noticeable differences in both the forward (<10◦) and backward scattering

angles, showcasing the generalization capabilities of the ANN. The ANN estimates deviate slightly

from the expected VSFs, most noticeable for the lowest concentration sample in the meltwater

samples where the ANN estimate is somewhat lower than the expected VSF. Here, the measured

scattering coefficient is 𝑏 = 1.77 m−1, while the ANN’s estimate is 𝑏 = 1.62 m−1. According to

previous investigations into the effect of multiple scattering, the percentage error in the scattering

coefficient at 𝑏 = 1.62 m−1 is likely around 10% [18]. In this case, the ANN estimate of 𝑏 is

about 9% lower than 𝑏 measured by the LISST-VSF, which agrees with expectation. The multiple

scattering errors observed in the LISST-VSF measurement at the lowest particle concentration

will naturally propagate into the estimations of expected VSF at higher particle concentrations,

partly explaining why the ANN estimated VSF is lower than the dilution corrected VSF for the

meltwaters. For the lagoon samples, this problem is less severe, as the ANN estimated scattering

coefficient is only 𝑏 = 0.99 m−1, which is likely to contain a multiple scattering error of about

∼ 3% [18].

The performance of the ANN can be quantified by comparing the scattering coefficients 𝑏 and

backscattering coefficients 𝑏𝑏 obtained from the original (uncorrected) LISST-VSF measurement,

dilution-corrected (expected) LISST-VSF measurement, and VSF estimated from application of

the ANN to the original LISST-VSF measurement. In Fig. 5, the scattering and backscattering

coefficients are plotted against the expected values from the dilution correction for both sample

sets. Here, the expected values are plotted with an adjustment for expected multiple scattering

error in the LISST-VSF measurements with lowest particle concentration, accounting for ∼ 3%

and ∼ 10% error in the lagoon and meltwater samples, respectively.
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Fig. 5. Scattering coefficients and backscattering coefficients plotted against the

expected values for the lagoon samples (a and b), and the meltwater samples (c and d).

Values measured by LISST-VSF (red), expected from dilution correction (black, 1:1

line), and estimated by the ANN (yellow).

For increasing scattering coefficients, the measured scattering and backscattering coefficients

deviate increasingly from the expected values for both sample sets, as seen in Fig. 5. This is most

noticeable for the meltwater samples (see Fig. 5(c)), where the highest concentration sample has

a measured scattering coefficient of 𝑏 = 21.5 m−1, which is more than twice the expected value

of 𝑏 = 10.6 m−1. On the other hand, the ANN estimates a scattering coefficient of 𝑏 = 11.1 m−1,

corresponding to a reduction in percent deviation from 102.8% to 4.7%. Here, the percentage

deviation is calculated according to Eq. (7), where the reference value 𝑋𝑟 is 𝑏 expected from

dilution correction, while 𝑋𝑚 is 𝑏 obtained from LISST-VSF measurement and from application

of ANN, respectively. In general, the ANN estimates are very similar to the expected values, with

both sample sets showing an increase in deviation at the highest concentration for both 𝑏 and 𝑏𝑏.

The largest deviation is observed in the backscattering coefficient for the highest concentration

sample in the meltwater samples. Here, the percentage deviation is 13%, which is still a large

improvement from the deviation of 138.8% in the measured 𝑏𝑏.

There are several possible reasons for the observed trend in deviation between expected and

ANN estimated VSF. For these samples specifically, the dilution factor is considered to be a

significant source of uncertainty. For the meltwater samples, the dilution was done subsequently,

meaning that any error in the first dilution would propagate to the next dilution. On the other

hand, the samples in the lagoon samples were diluted individually. These differences in dilution

methodology could explain why the ANN estimate for the lagoon samples is observed to be

both below and above the expected value (random error), while the ANN estimate for the

meltwater samples is always above the expected value (systematic error). Also, due to increased



measurement uncertainty in the very near forward direction (< 1◦), measurement results in this

angular region were treated using extrapolation and smoothing routines. In a previous study,

we have shown that the multiple scattering error is dependent on the shape of the VSF [18].

Specifically, the extreme forward part seems to be of special importance. Hence, the VSF shape

resulting from extrapolation and smoothing at 𝜃 < 1◦ may be slightly inconsistent with the

multiple scattering error in these measurements, resulting in deviations between the expected

and ANN estimated VSFs. Furthermore, the results presented here are particularly sensitive to

errors in the lowest concentration samples, as the expected VSF is directly calculated from these.

Other possible reasons to the observed deviation are of a more general form. The ANN is trained

on simulated data, meaning that the ANN can only be as good as the simulation. While the

simulation has been shown to be generally accurate, there are noticeable deviations at large

scattering coefficients [17]. Another likely reason is that these samples are not adequately

represented in the training data. Only 18 of the 154 phase functions used for training are obtained

from measurements, meaning that the majority of the training set is obtained from artificial phase

functions, e.g. Henyey-Greenstein and Fournier-Forand. By including more VSFs obtained

from measurements of natural samples, the performance of the ANN is very likely to improve.

However, due to limited available VSF measurements, data for training and data for testing had

to be balanced. As more in situ data becomes available, additional samples can be added to

the training dataset. The final factor to consider is uncertainty in the measured data, where

all individual sample measurements contain errors of varying degree, in addition to multiple

scattering errors [11, 15].

3.3. Testing with measurements of natural seawater samples

A large dataset consisting of 98 VSFs obtained from measurements on natural samples are used

for further evaluation of the ANN. In Fig. 6(a), both the measured and ANN estimated 𝑏 is

plotted against measured 𝑐. The same data is also presented in Fig. 6(b), but here plotted against

the ANN estimated 𝑏.
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Fig. 6. (a) Measured (red) and ANN estimated (yellow) scattering coefficient 𝑏 plotted

against the measured attenuation coefficient 𝑐. The 1:1 line is plotted in solid grey, and

the yellow dashed lines represent the median ratio of 𝑏/𝑐 = 0.79, together with the 10th

percentile (𝑏/𝑐 = 0.69) and 90th percentile (𝑏/𝑐 = 0.97). (b) Measured (red) and ANN

estimated (yellow) scattering coefficient 𝑏 plotted against the ANN estimated scattering

coefficient. The dashed grey lines show the 10% and 100% deviation between measured

and ANN estimated 𝑏. The 1:1 line is plotted in solid grey.

From the relation 𝑐 = 𝑎 + 𝑏, we must always have 𝑏 < 𝑐 to have a positive absorption coefficient.

Thus, all measurement points plotted in Fig. 6(a) should be below the 1:1 line (grey). However,

this is not the case for many of the LISST-VSF measurements, where 𝑏 > 𝑐 can be observed for

attenuation coefficients 𝑐 > 2 m−1. On the other hand, the ANN estimates of 𝑏 are always below

the 1:1 line. The ANN estimated 𝑏 follows a linear trend with a median single scattering albedo

𝑏/𝑐 of 0.79. The observed variations around the median are expected due to natural variability in

the optical properties of natural assemblages of marine particles. In Fig. 6(b), the same data are

plotted as a function of the ANN estimated 𝑏. Here, it is observed a clear relationship between

measured and ANN estimated 𝑏, where the percentage deviation follows a trend that can be

approximated by a power law fit (see Fig. 7(a)).

The estimated adjustment after applying the ANN can be assessed by looking at the deviation

between the original LISST-VSF measurement and ANN estimates. In Fig. 7, the percentage

deviation is plotted for the scattering coefficient 𝑏, backscattering coefficient 𝑏𝑏 and backscattering

ratio 𝑏̃𝑏 = 𝑏𝑏/𝑏. The latter may be of special interest, as 𝑏̃𝑏 describes the VSF shape, rather than

magnitude. Here, the percentage deviation is calculated according to Eq. (7), where 𝑋𝑟 is the

ANN estimate, and 𝑋𝑚 is the measured value.
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Fig. 7. Percentage deviation plotted (semi-log) against ANN estimated 𝑏 for (a) the

scattering coefficient 𝑏 (green) and backscattering coefficient 𝑏𝑏 (pink), and (b) the

backscattering ratio (orange).

As seen in Fig. 7(a), the deviations in both 𝑏 and 𝑏𝑏 follow a trend that can be approximated

by a power law fit, where the deviation in 𝑏𝑏 is larger than for 𝑏. From the trend lines, the

percentage deviation in 𝑏 reaches 10% at approximately 𝑏 = 1.7 m−1 and 100% at 𝑏 = 10.5 m−1,

while for 𝑏𝑏 it is 10% at 𝑏 = 1.4 m−1 and 100% at 𝑏 = 8.0 m−1. These results are consistent

with our previous study on multiple scattering errors in LISST-VSF measurements [18]. The

results presented in Fig. 7(a) also illustrate the dramatic increase in measurement error when

the scattering coefficient becomes large (𝑏 > 10 m−1). The highest concentration sample in this

dataset has an ANN estimated scattering coefficient of 𝑏 = 18.7 m−1, and the percent deviation

is 294% for 𝑏 and 476% for 𝑏𝑏.

From Fig. 7(b), the deviation in the backscattering ratio 𝑏̃𝑏 is less severe than that observed for 𝑏
and 𝑏𝑏. Here, the deviation is 10% at 𝑏 ≈ 5 m−1, reaching 46% for the highest concentration

sample at 𝑏 = 18.7 m−1. The data points generally follow an exponential fit, but as with 𝑏 and 𝑏𝑏,

the fit is slightly too high for 𝑏 < 2 m−1. Here, a positive deviation in 𝑏̃𝑏 means that the increase

in the measured VSF 𝛽 due to multiple scattering is relatively larger in the backwards direction

than in the forward direction. This is also true for the phase function, which is calculated as

𝛽 = 𝛽/𝑏.

4. Summary and conclusion

In this study, we have developed an artificial neural network (ANN) with the aim of correcting

multiple scattering errors in VSFs measured by the LISST-VSF instrument. It is a traditional

feed forward network, containing 3 hidden layers with 168 nodes layer. The ANN estimates

the true VSF taking only the measured VSF as input, eliminating the necessity for additional

measurements. Training data was generated using a previously developed Monte Carlo simulation

of the LISST-VSF instrument, verified by laboratory measurements [17]. A large and varied

training set was constructed, consisting of VSFs simulated using Henyey-Greenstein, Fournier-



Forand, and two-term Reynolds-McCormick phase functions, in addition to some phase functions

obtained from in situ measurements. A total of 154 unique phase functions were simulated with

9 different scattering coefficients ranging from 𝑏 = 0.05 − 50 m−1, resulting in a training set

consisting of 1386 VSFs.

A benchmark test of the ANN was performed using measurements with dilution corrected samples.

The results showed that the VSFs estimated by the ANN were very similar to the expected VSFs

in both shape and magnitude. The performance of the ANN was evaluated in terms of the

scattering and backscattering coefficients. Both sample sets showed similar trends, where the

deviation between LISST-VSF measurement and expected coefficients increased significantly

with increasing particle concentration. On the other hand, the ANN estimates were very similar

to the expected values, with a slight increase in deviation with increasing concentration. For

the highest concentration sample, the expected scattering coefficient was 𝑏 = 10.6 m−1. In this

case, applying the ANN correction reduced the scattering coefficient from a measured value of

𝑏 = 21.5 m−1 to the ANN estimated value of 𝑏 = 11.1 m−1, equivalent to a reduction in error

from 103% to 5%.

Further testing was performed with a large database of natural seawater samples from various

oceanic environments, for which measurements were made with original samples without any

dilutions. The sample set contained 98 individual measurements with measured attenuation

coefficients ranging from 𝑐 = 0.64 − 21.82 m−1. Here, the ANN was evaluated by calculating

the scattering coefficients for the measured and ANN estimated VSF, and comparing them to the

attenuation coefficients measured by the LISST-VSF. From the relation 𝑐 = 𝑎 + 𝑏, the expected 𝑏
must be lower than the measured 𝑐. However, for samples with an attenuation coefficient greater

than 𝑐 = 4 m−1, the measured 𝑏 was consistently larger than the measured 𝑐, while instances of

𝑏 > 𝑐 were observed at attenuation coefficients as low as 𝑐 = 2 m−1. The ANN was effective

in reducing this discrepancy, with all estimates satisfying the criterion 𝑏 < 𝑐. Furthermore,

reductions in VSF following application of the ANN were more significant for the backscattering

coefficient as compared with the scattering coefficient, typically resulting in a reduction of the

backscattering ratio of about 5–20% for 𝑏 = 2 − 10 m−1.

The ANN developed in this study has been shown to correct multiple scattering errors in VSF

measurements collected by the LISST-VSF for a wide range of phase functions and scattering

coefficients. While undesirable multiple scattering errors arise for scattering coefficients

𝑏 > 2 m−1, the ANN provides reduced uncertainty in derived optical properties far above

𝑏 = 2 m−1. This significantly increases the turbidity range the LISST-VSF can reliably operate in,

allowing for more accurate measurements in particle rich waters such as phytoplankton blooms,

and coastal environments including river outlets, harbors and glacial meltwaters.
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