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Abstract

Harmful algae blooms (HABs) cause severe damage to the ecosystem and human health,
and have significant economic impacts on shellfish farms. HAB prediction models have
become increasingly popular because they can help stakeholder to take mitigation actions
and reduce economic loss. Few studies have attempted to predict toxic algae species re-
lated to shellfish contamination because the time extent of data is limited and modeling
the environmental response of specific taxa is complex. However, toxic algae monitor-
ing programs have now been running for several years and have produced large datasets
of toxic algae. Combined with long-time series observations by satellites and model re-
analysis, we can now calibrate prediction models for toxic algae affecting shellfish farms.
This thesis calibrates machine learning models to predict toxic algae impacting shellfish
farms in Norwegian coastal waters for the first time. It is conducted by combining toxic
algae data from the Norwegian Food Safety Authority with satellite observations of Chl-
a concentration, Suspended Particulate Matter (SPM), Sea Surface Temperature (SST),
Photosynthetically Active Radiation (PAR), and wind speed, as well as model reanalysis
data of Mixed Layer Depth (MLD) and Sea Surface Salinity (SSS). Paper I demon-
strates that the blooms phenology has a strong interannual variability in the North,
Norwegian, and Barents Seas, which is related to the variability of the environmental
ocean and atmospheric factors (SST, MLD, SPM, and winds). It implies that these vari-
ables are potential predictors for blooms in the region. Paper II exhibit that a Support
Vector Machine (SVM) model can predict the presence probability of eight toxic algae
on the Norwegian coast using SST, PAR, SSS, and MLD. The models can also predict
the probability of harmful levels for Alexandrium spp., Alexandrium tamarense, Dino-
physis acuta, and Azadinium spinosum. It can produce a climatological overview of the
HABs along the Norwegian coast and provide monitoring and prediction applications.
Paper III extends the SVM application to the prediction of D. acuminata abundance
in a sub-seasonal range (7 -28 days) when fed with the current and past D. acuminata
abundance, SST, PAR, and wind speed. The sub-seasonal forecast model is developed
for the Lyngenfjord in northern Norway as a proof of concept. The probability estimates
in Paper II and the sub-seasonal forecast of D. acuminata abundance in Paper III are
two complementary approaches. The first is employable in the entire coast even where
algae monitoring is unavailable, while the latter requires tuning to specific aquaculture
farms and can achieve refined prediction. Since the SVM models are fed with data com-
monly available worldwide, they are portable to other regions where data from harmful
algae monitoring programs are available.
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Sammendrag

Skadelig algeoppblomstring (HAB) forårsaker alvorlig skade på økosystemet og men-
neskers helse, samt økonomiske konsekvenser for skalldyr og oppdrettsanlegg. Utviklin-
gen av HABs prediksjonsmodeller har blitt økenende populart fordi det kan hjelpe
næringsliv til å håndtere risko bedre. Få har prøvde å varsle alger som fører skalldyr-
forurensning, på grunn av det er begrenset data av individuelt taxa og at faktors som
påvirker det varieres strort. Overvåkingsprogrammer for giftige alger har nå blitt etablert
i flere år, som gjøre at det er nå mullig å lykkes. Denne avhandlingen kalibrere for
først gang maskinlæring models som kan brukes til å varlse HABs som påvirker skalldy-
roppdrett i det norske kystvannene. Studien bruker giftige algedata fra Norskehysten,
satellittobservasjoner av Chl-a-konsentrasjon, suspendert partikulært materiale (SPM),
havoverflatetemperatur (SST), fotosyntetisk aktiv stråling (PAR), og vindhastighet,
og modellreanalysedata av blandingsdybde (MLD) og havoverflatesaltholdighet (SSS).
Paper I- viser at våroppblomstringer har en stor år-til-år variasjon i Nord-Norge og i
Barentshavet som er påvirket av miljø (vann og vind). Det fører til at det er predikta-
bilitet i vår fokus område. Paper II- viser at sannsynligheten får å måle en av det åtte
giftige alger som fines i Norge kan varsles og er knyttet til variasjonen av SST, PAR, SSS
og MLD. Modellen kan også varsle sannsynligheten å måle skadelige konsentrasjon for
Alexandrium spp., Alexandrium tamarense, Dinophysis acuta og Azadinium spinosum.
Den Support Vector Machines (SVM) kan kartlegge risiko langs det Norskekysten og
kan bli brukt både på overvåkning og varsling. Paper III vises at den SVM metode
kan varlse D. acuminata konsentrasjon ved å bruke nåværende og tidligere D. acumi-
nata konsentrasjon, SST, PAR og vindhastighet. Den pilot studie fokuserer for Lyngen i
Nord-Norge. Sesongvarlsing utvilet i Paper III og sansynlighet model utviklet i Paper II
er svært komplementært. Det første kan fører til mer nøyaktige predisjkon men krever
at overvåkning data er tilgjengelig i lokasjonet, mens den andre kan brukes selv om in-
gen algaer data finnes i nærethen. Metoder kan lett tilpasses for andre område i verden
så langt en algær overvåkning er etablert.
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Outline

This thesis consists of an introductory part, data and methods, and three scientific
papers. Chapter 1 gives an introduction to harmful algae blooms in Norway, prediction
methods for harmful algae blooms, motivation and objective. Chapter 2 describes the
study region, data used, and the Support Vector Machine method. Chapter 3 introduces
the three papers. Chapter 4 summarizes and concludes the three papers. Chapter 5
includes the papers:

1. Edson Silva, François Counillon, Julien Brajard, Anton Korosov, Lasse H. Pet-
tersson, Annette Samuelsen, Noel Keenlyside, (2021) Twenty-One Years of Phyto-
plankton Bloom Phenology in the Barents, Norwegian, and North Seas, Frontiers
in Marine Science 8

2. Edson Silva, Julien Brajard, François Counillon, Lasse H. Pettersson, Lars
Naustvoll, (2023) Probabilistic Models for Harmful Algae: Application to the Nor-
wegian Coast, (In review, Environmental Data Science, July 2023)

3. Edson Silva, François Counillon, Julien Brajard, Lasse H. Pettersson, Lars
Naustvoll, (2023) Forecasting Harmful Algae Blooms: Application to Dinophysis
acuminata in Northern Norway, Harmful Algae 126
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1 Introduction

Harmful algae blooms (HABs) cause severe damage to the ecosystem and human health,
as well as economic loss to shellfish farms. For this reason, algae biomass, chlorophyll-a
concentration, cell abundance of toxic species, and toxins are constantly monitored in
coastal waters. Even though such monitoring helps prevent human poisoning incidents
with some degree of success, the economic impact on aquaculture farms continues to be
significant. Prediction models of HABs have become increasingly popular as they can
allow end-users to plan and undertake mitigation actions. The following sub-sections
introduce the definitions of algae and harmful blooms, summarize the taxa of HABs
impacting shellfish farms in Norway, describe recent developments in HAB predictions,
and state the motivation and objective of the current thesis.

1.1 Harmful Algae Blooms

Algae are eukaryotic cell organisms capable of photosynthesis and are primarily com-
posed of single-cell organisms, with a few multi-cellular species reaching up to 60 m long.
Prokaryotic cyanobacteria are also commonly called blue-green algae due to their im-
portance as the basis of the eukaryotic algae evolution (Brodie and Lewis , 2007). When
aquatic environments go through rapid changes in their limiting factors, such as an in-
crease in nutrients (e.g., NO−

3 and PO3−
4 ) in nutrient-depleted waters or an increase in

light in high-latitude regions, single-cell algae biomass increases quickly and leads to
what is called a bloom. HABs refer to blooms that cause harm to human health and
wildlife or cause significant economic loss. For example, HABs can kill valuable farmed
seafood in aquaculture farms or lead to extensive closure periods when farms cannot sell
their products to prevent human poisoning.

Some algae species produce toxins that can cause poisoning when high concentrations
are generated during blooms. A common category of HABs is those related to poisoning
incidents involving shellfish consumption. These filter-feeding organisms can retain tox-
ins when filtering waters contaminated with a high abundance of toxic algae. Common
shellfish poisoning syndromes and toxins are Diarrhetic Shellfish Toxins (DST), Para-
lytic Shellfish Toxins (PST), Amnesic Shellfish Toxins (AST), Azaspiracid shellfish toxins
(AZA), and yessotixins (YTX) (Pettersson et al., 2001). These toxins are produced by
several dinoflagellates and diatoms in northern Europe (Karlson et al., 2021). Most
of the toxins comprising the DST are produced by dinoflagellates such as Dinophysis
Ehrenberg, 1839 and Prorocentrum Ehrenberg, 1834. PSTs are produced by dinoflag-
ellates as Alexandrium Halim, 1960, Gymnodinium catenatum H.W.Graham, 1943 and
Pyrodinium bahamense Plate, 1906. AST producers include some members of diatoms
Pseudo-nitzschia H. Peragallo in H. Peragallo & M. Peragallo, 1900 and Nitzschia A.H.
Hassall, 1845. AZA is produced by dinoflagellates of the genus Azadinium Elbrächter &
Tillmann, 2009 and Amphidoma Stein, 1883. YTX producers are dinoflagellates as Lin-
gulodinium polyedra (F.Stein) J.D.Dodge, 1989, Protoceratium reticulatum (Claparède &
Lachmann) Bütschli, 1885, and Gonyaulax spinifera (Claparède & Lachmann) Diesing,
1866.
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Several studies have estimated the economic impact of HABs related to shellfish farm-
ing and consumption. Public health care is one of the main impacts. For example, in
France, between 1996 and 2010, there were 561 reported outbreaks of diseases attributed
to shellfish consumption, of which 26% were caused by DST, resulting in 179 hospital-
izations (Baron et al., 2012). In a study conducted in Canada in 1995, the total cost
of medical expenses and income loss due to 525 reported PST, DST, and ciguatera poi-
soning amounted to approximately USD $670,000 (Mardones et al., 2020). In Chile, the
cost of hospitalizations due to consuming contaminated mussels (mainly PST and DST)
has sharply increased from 2004 to 2018, reaching USD $93,119 in 2018 (Mardones et al.,
2020). Note that the costs vary depending on the study method and estimated period.

Monitoring programs are commonly employed to prevent human poisoning. It in-
cludes estimating the abundance of toxic algae in shellfish farms and toxin measure-
ments in shellfish flesh. Consequently, the requirement for monitoring increases the
costs of operating shellfish farms. For example, the cost of the Olympic Regional Harm-
ful Algal Bloom (ORHAB) program on the Washington Pacific coast was estimated at
USD $150,000 per year (Huppert and Trainer , 2014). In the United States of America,
from 1987 to 1992, the average cost of the monitoring and management of HABs was
estimated at USD $2,088,885 per year (Anderson et al., 2000). In France during the
1990s, the French Phytoplankton Monitoring Network (REPHY) cost was estimated at
USD $1,200,000 per year (Anderson et al., 2001). In the same period in Denmark, mon-
itoring cost was estimated at USD $400,000 per year, of which USD $112,000 were for
algae analysis and USD $288,000 for toxin estimations (Anderson et al., 2001).

When the monitoring programs detect dangerous levels of toxic algae or toxins, the
farms are not allowed to sell their products. Loss of revenue occurs when the shellfish
cannot be commercialized. While most shellfish eventually depurate the toxins naturally
and reach safe conditions once the HAB ends, the depuration is impossible when the
shellfish are harvested and processed. Furthermore, some commercial contract stipulates
supplying shellfish at a designated time. Any unharvested product during a HAB will
become mismatched with market demand and probably remain unsold (Martino et al.,
2020). In Maine, USA, a two-month closure period is estimated to cause an economic
loss of up to USD $10.4 million (Jin et al., 2020). In coastal Massachusetts in 2005,
USA, an Alexandrium catenella (Whedon & Kofoid) Balech, 1985 bloom resulted in a
loss of shellfish fishery revenues of USD $18 million (Jin et al., 2008). In Scotland, on
average, DST is estimated to cause a 15% loss in total annual production (Martino et al.,
2020). While these estimate only accounts for revenue loss, the overall cost is expected
to be higher as social welfare, including consumer and producer surpluses, should also
be accounted for (Jin et al., 2020).

1.2 Shellfish-related HABs in Norway

Shellfish farms in Norway mainly comprise blue mussels farming (Mytilus edulis Linnaeus,
1758). Data available through the Norwegian Directorate of Fisheries (www.fiskeridir.
no) reveals that in 2021, farmed shellfish reached up to 2,200 metric tons, of which the
majority (2,163) were blue mussels, equivalent to a gross sale of NKr $24,474,000. The
2021 production accounted for 43 companies in operation, employing 114 people.

Recent human poisoning incidents caused by HABs are rare in Norway (Karlson
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Figure 1.1: Main toxic genera monitored in blue mussels farms in Norway. The genera
represented are a) Alexandrium spp., b) Dinophysis spp., c) Azadinium spp., d) Protocer-
atium spp., and e) Pseudo-nitzschia spp. Note it is a representation of the genus and the
species may not exactly match the ones described in (Table 1.1) The authors of the pictures
are a-b-c) Gert Hansen, d) Mona Hoppenrath, and e) Nina Lundholm. Picture e) has been
cropped from the original file. All pictures were downloaded from www. marinespecies. org
and are licensed under a Creative Commons Attribution-Noncommercial-Share Alike 4.0 Li-
cense (https: // creativecommons. org/ licenses/ by-nc-sa/ 4. 0 ).
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et al., 2021), summing up to only three confirmed incidents since the 1980s. In 1981,
eight people were intoxicated by PST after eating shellfish (Langeland et al., 1984). In the
two remaining events, poisoning was related to the consumption of brown crabs (Cancer
pagurus Linnaeus, 1758) probably contaminated after feeding on shellfish. In 2002, from
200 to 300 people were poisoned by DST after consuming contaminated brown crabs
(Pettersson and Pozdnyakov , 2013). In 2005, two people were hospitalized after eating
brown crabs contaminated with AZA (Karlson et al., 2021).

The number of poisoning incidents is small thanks to the regional monitoring done
by the Norwegian Food and Safety Authority (NFSA). The NFSA monitoring estimates
the abundance of toxic species in the surface waters of shellfish farms every week and the
concentration of toxins in the farmed blue mussels’ flesh every month. The toxic algae
and their respective toxins include Dinophysis acuminata Claparède & Lachmann, 1859,
Dinophysis acuta Ehrenberg, 1839, and Dinophysis norvegica Claparède & Lachmann,
1859, and their DST; Alexandrium spp. and Alexandrium tamarense (Lebour) Balech,
1995, related to PST; Pseudo-nitzschia spp. and AST; Azadinium spinosum Elbrächter
& Tillmann, 2009 and AZA, and P. reticulatum and its YTX (Figure 1.1). By estab-
lishing safe concentration levels of both cells and toxins (Table 1.1), the NFSA provides
public advice and restricts the sale of contaminated shellfish through closure periods.

Table 1.1: Maximum safe concentrations of algae abundance and toxins. Algae are estimated in
the water column and toxins are estimated in the blue mussels flesh. The thresholds are defined
by NFSA to ban selling and to advise the public to avoid eating blue mussels. The term “to be
considered” means that alga is monitored, but no specific threshold is established for banning the
sale. * Means the threshold is for hygienic assessment only. ** Means the respective threshold
is only for ban selling when detected in three consecutive weeks.

Taxa or Toxin Maximum Concentration
A. tamarense 200 Cells.L−1

Alexandrium spp to be considered
Pseudo-nitzschia spp. 1,000,000* Cells.L−1

P. reticulatum 1,000* Cells.L−1

D. acuta 200/100** Cells.L−1

D. acuminata 1,000 Cells.L−1

D. norvegica 4,000 Cells.L−1

Azadinium spp. to be considered
DST 160 μg.kg−1

PST 400 μgSTX.kg−1

YTX 3,750 μg.kg−1

AST 20,000 μg.kg−1

AZA 160 μg.kg−1

Data on algae abundance and toxin concentration from 2006 to 2020 (courtesy of
NFSA) reveal that the samples regularly exceed safety levels along the Norwegian coast.
The relative number of samples containing harmful levels of algae abundance reaches up
to 5% per year (Figure 1.2a), and the relative number of samples exceeding safe levels
of toxin concentration up to 20% per year (Figure1.2b). Each sample with exceeded
safe levels means selling the blue mussels was banned for a certain period until safe
conditions were regained. Although human intoxication caused by HABs is rare in
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Figure 1.2: The relative number of samples containing harmful algae (a) and toxins (b) exceeding
safe levels from 2006 to 2020. Raw data is provided by NFSA. Note that interannual variability
is susceptible to changes in the farms’ location.

Norway, the economic impact caused by loss of revenue and continuous monitoring is
probably significant. Unfortunately, no estimates of economic losses caused by HAB in
shellfish farms in Norway were found.

The most common algae exceeding safe levels in Norway are A. tamarense, D. acuta,
and D. acuminata (Figure 1.2). Consequently, PST and DST are the most common
toxins exceeding safe levels. AZA is the third most common toxin reaching hazardous
levels as it has been detected in almost all years from 2006 to 2019. YTX has only
exceeded safe levels in a few samples from 2008 to 2010, and its producer - P. reticulatum
- has been detected exceeding safe levels in a few years. AST hazardous concentrations
were only detected in 2014, although Pseudo-nitzschia spp. exceeding safe levels occur
every year.

The phenology of toxic algae along the Norwegian coast has been the subject of few
studies. On the west coast, the highest abundance levels of D. acuta and D. norvegica
were observed during the autumn season, while D. acuminata highest abundance levels
were found in spring and early summer (Séchet et al., 1990). On the south coast, D.
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acuminata and D. norvegica has been predominantly abundant from March to December,
and D. acuta has occurred typically in late summer and autumn. The Pseudo-nitzschia
spp. are commonly found along all the Norwegian coastal waters during spring and
autumn blooms (Hasle et al., 1996). High cells abundance of P. reticulatum have been
detected on the west coast from June to August (Braarud , 1976) and during early summer
in the southern region (Aasen et al., 2005). A. spinosum has been detected from the
southern to western Norwegian coast (Tillmann et al., 2018).

Empirical evidence of environmental factors influencing shellfish-related HABs in
Norway is lacking. Still, laboratory experiments can indicate how HABs respond to
environmental factors in isolation:

• Light: it is utilized for photosynthesis and strongly influences algae growth. From
0 to 359 μmol.m−2s−1, higher levels of light cause increased growth rate in Pseudo-
nitzschia australis Frenguelli, 1939 and Pseudo-nitzschia turgidula (Hustedt)
G.R.Hasle (Bill et al., 2012), both species belonging the genus Pseudo-nitzschia. A.
spinosum has stable growth rate from 100 to 250μmol.m−2s−1, but it can signifi-
cantly reduce when light is below 50μmol.m−2s−1 (Jauffrais et al., 2013). D. acuta
can grow with minimum 10μmol.m−2s−1, but levels higher than 370μmol.m−2s−1

cause photodamage and reduces its growth rate (García-Portela et al., 2018).

• Nutritional strategies: relatively low phosphate concentration can lead to low abun-
dance but high cell toxicity of P. australis, Pseudo-nitzschia pungens (Grunow
ex Cleve) G.R.Hasle, 1993 and Pseudo-nitzschia fraudulenta (Cleve) Hasle, 1993
(Lema et al., 2017). Phosphorus and nitrogen limited environments reduce the
growth rate of P. reticulatum (Guerrini et al., 2007), while selenium and iron can
increase its growth rate (Mitrovic et al., 2004). Alexandrium spp. and Dinophysis
spp. exhibits more complex nutritional strategies. Alexadrium spp. can utilize
various inorganic and organic nutrient sources, as well as feed other organisms
(Anderson et al., 2012). Dinophysis spp. can grow by feeding on other algae,
such as Mesodinium rubrum (Lohmann, 1908), and appropriate their plastids for
photosynthesis (Kim et al., 2008).

• Salinity: Variations in salinity affect algae by inducing osmotic stress, creating
ion stress through the unavoidable absorption or loss of ions, and altering the
cellular ionic ratios due to selective mechanisms (Kirst , 1990). Since all taxa
monitored along the Norwegian coast are marine, most are adapted to more saline
waters. D. acuminata and D. acuta can grow at salinity higher than 10 PSU and
demonstrate reduced grow in fresher waters (Rial et al., 2023). Pseudo-nitzschia
seriata (Cleve) H.Peragallo, 1899 grow only at salinity higher than 15 PSU, yielding
maximum growth rates at 30 PSU (Weber et al., 2021). P. reticulatum grows
in salinity ranging from 22 to 42 PSU – with an optimal growth between 25 to
30 PSU. A. spinosum grow in salinity from 30 to 40 PSU (Jauffrais et al., 2013).
The salinity tolerance among species of Alexandrium spp. varies widely, including
species adapted to fresh and saline waters (Klemm et al., 2022). Regarding A.
tamarense, higher encystment is observed at 30 PSU (Nagai et al., 2004).

• Temperature: Algae present distinct temperature-related traits that allow them
favorable growth rates to different temperature ranges (Thomas et al., 2012). D.
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acuminata and D. acuta can grow at temperatures ranging from 8 to 32° C (Basti
et al., 2018) and from 12 to 25.5° C (Rial et al., 2023), respectivelly. A. tamarense
grow in temperatures from 5 to 24° C, reaching maximum values at 14° C (Nagai
et al., 2004). Although P. seriata is typically considered a psychrophilic species,
some strains demonstrated successful growth at temperatures higher than 15° C
(Fehling et al., 2004). P. reticulatum highest growth rates are around 15° C and
it fails to grow in temperatures higher than 26° C (Guerrini et al., 2007; Röder
et al., 2012). A. spinosum grow from 10 to 26° C, reaching maximum growth rates
between 18° C and 22° C.

1.3 HAB Prediction Applications

Developing methods for predicting HABs is in increasing demand by stakeholders in
aquaculture farming. A recent update of the aquaculture farms stakeholders’ demands
– produced jointly by the Food and Agriculture Organization of the United Nations
(FAO), UNESCO’s Intergovernmental Oceanographic Commission (IOC), and Interna-
tional Atomic Energy Agency (IAEA) (FAO et al., 2023) – advocate the need for HAB
forecasting (of at least 2 to 3 days) that can serve as an early warning system. HAB pre-
diction can reduce the related costs of HABs for the aquaculture industry by allowing
farmers to harvest their product before toxin outbreaks, reduce HAB monitoring and
management costs, improve business planning and investment decisions, and increase
consumer confidence (Jin et al., 2020). For example, farmers can adjust their supply
demands accordingly to the risk of HAB and avoid harvesting contaminated shellfish,
helping reduce the loss of revenue. Specifically in Norway, assessing the likelihood of
HABs is a demand for optimizing the monitoring program (Frode Vikebø, personal com-
munication). Monitoring resources can be relocated to periods when the risk of HAB
increases, helping safeguard public health.

A standard method to predict the evolution of HABs is particle-tracking models based
on Lagrangian dispersion models (Fernandes-Salvador et al., 2021). Particle-tracking
models are run once a HAB is detected by satellite or in-situ observations, which feeds
the model to predict the HAB dispersion from simulated currents. Particle tracking
models have been operational in several regions, including Ireland, Scotland, Spain, and
Portugal (Fernandes-Salvador et al., 2021). In Norway, particle tracking models have
been employed to support aquaculture farms for the 2019 Chrysochromulina leadbeateri
Estep, Davis, Hargreaves & Sieburth, 1984 bloom (John et al., 2022), as well as for lice
dispersion (Asplin et al., 2020). However, particle-tracking models can only infer the
spatial evolution of the HAB and cannot predict their start. As such, their applicability
depends heavily on an accurate HAB detection program. Their success also depends on
the accuracy of simulated ocean currents, which are often poor in coastal regions (Mourre
et al., 2018). Finally, particle-tracking models only consider the physical transport, and
not the underlying environmental mechanisms triggering the bloom.

Another method for predicting HABs is using machine learning models (Fernandes-
Salvador et al., 2021). It consists of training models to predict the HABs using a set
of environmental conditions that can trigger blooms. Unlike particle-tracking models,
machine learning models aim to forecast HABs without their prior detection. Many ma-
chine learning techniques have been tested (Cruz et al., 2021). Common techniques em-
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ployed for HAB predictions include auto-regressive integrated moving average (ARIMA),
Support Vector Machine (SVM), Random Forest (RF), Bayesian Networks (BN), and
Artificial Neural Networks (ANN). These methods are run in nowcast mode – using cur-
rent environmental conditions – to predict the current HAB status, or in forecast mode
– e.g., using present, past or future forecasted environmental conditions – to predict the
future of HAB.

Although there is a growing number of studies on machine learning models for HAB
prediction, few studies have targeted HABs impacting shellfish farms. In a review on
machine learning applications for HAB prediction Cruz et al. (2021), 27 studies have been
published, and most (18) target high biomass blooms (HBB) using Chl-a concentration
or cyanobacteria abundance as targets. HBBs are most relevant for fish farms, while
for shellfish farms the forecast of specific toxic taxa is necessary as they can be harmful
even at low concentrations (Table 1.1). Here is a summary of the studies that developed
machine learning predictions of HAB impacting shellfish farms:

• González Vilas et al. (2014) calibrate SVM models to predict the presence
(>100 Cells.L−1) and bloom conditions (>100,000 Cells.L−1) of Pseudo-nitzschia
spp. in the Galician rias, using as predictors the day of the year, temperature,
salinity, upwelling indices, and bloom occurrence in previously weeks.

• Guallar et al. (2016) calibrates an ANN model to predict the presence and abun-
dance of Pseudo-nitzschia spp. in Alfacs Bay from one to two weeks ahead. The
predictors are river runoff, bottom temperature, salinity, wind speed, atmospheric
pressure, and Pseudo-nitzschia spp. abundance of previous weeks.

• Velo-Suárez and Gutiérrez-Estrada (2007) calibrates an ANN model to predict D.
acuminata abundance one week ahead using the past five weeks’ estimations of D.
acuminata abundance as predictors.

• Two recent studies – not included in the Cruz et al. (2021) review – were developed
for the Canadian east coast (Boivin-Rioux et al., 2021, 2022). The studies target
D. acuminata, D. norvegica, P. seriata, and A. catenella using generalized additive
mixed models (GAMMs) fed with temperature, salinity, and wind speed. However,
they focus on the evolution of the HABs in a future climate rather than forecasts
to support shellfish farms.

A key challenge for forecasting shellfish-related HABs is that it requires a large vol-
ume of observations for each toxic algae. Unlike Chl-a concentration, the estimation of
algae abundance to a genus level cannot be acquired by remote sensing or automated
in-situ sensors. The algae abundance data for specific taxa come from survey cam-
paigns, including water sampling and laboratory analysis. Consequently, data on algae
abundance for specific taxa is often too few to calibrate machine learning models. A
secondary challenge is that the algae abundance estimations are usually not combined
with measurements of key predictors collocated during overlapping periods for training
the models.

Thanks to the sustained effort by public agencies, we are now in a configuration
where both specific taxa abundance and environmental data are long enough to train
such machine learning models. National programs for monitoring shellfish toxins have
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become a common practice and produced a large volume of toxic algae data (often
publicly available) covering extensive areas for long periods. Additionally, the monitoring
programs are often regulated and coordinated, meaning one can relate variability in the
abundance of toxic algae to environmental conditions without facing the risk of artifacts
caused by changes in the monitoring program standards. For example, the Norwegian
monitoring of toxins has been operational since 1992, and NFSA hold consistent weekly
records of all shellfish farms along the coast since 2006. Besides, some environmental
conditions can be provided by remote sensing or model reanalysis in long enough time
series to feed the machine learning models (see Sections 2.3 and 2.4),

1.4 Motivation

HABs related to shellfish poisoning are a risk to human health and potentially cause
severe economic impacts to shellfish farmers in Norway. Predicting algae related to these
HABs can guide stakeholders to execute mitigation plans and avoid economic losses.
Forecasting methods must be accurate, reliable, and flexible enough to be employed or
adapted to several regions for broad applicability.

1.5 Objective

The present thesis aims to calibrate prediction models of HABs impacting shellfish farms
in Norway. The objective is divided into the following sub-objectives:

• Produce prediction models ready to be employed and tested in the shellfish farms
in Norway.

• Evaluate the suitability of environmental data from remote sensing and model
reanalysis to calibrate machine learning models for HAB prediction.

• Develop calibration methodology that can be applicable to other areas.
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2 Data and Methods

2.1 Study Region

The Norwegian coastline is encompassed by several water bodies: the Skagerrak Strait,
the North Sea, the Norwegian Sea, and the Barents Sea (Figure 2.1). The circulation in
this area is mainly influenced by two significant current systems: the Norwegian Atlantic
Current (NwAC) and the Norwegian Coastal Current (NCC). The NwAC is an extension
of the North Atlantic Current, which flows between the Faroe Islands and Scotland. It
continues its northward path along the Norwegian Continental Shelf break, reaching the
Barents Sea (Eldevik et al., 2009; Furevik et al., 2002). In contrast, the NCC flows from
the Skagerrak strait, running along the coast and heading northward towards the Barents
Sea. The NCC differs significantly from the NwAC as it carries fresher waters from the
land inflows, the Baltic Sea, and the North Sea.

Norwegian coastal waters extend from the sub-Arctic to Arctic regions and cover
various environmental conditions. In northern Norway, the polar night lasts from the
18th of November to the 23rd of January and continuous daylight from the 20th of May to
the 24th of July (Giesen et al., 2014). Sea surface temperatures (SST) vary significantly
across the region, ranging from 5° C in winter to 20° C in summer in the North Sea, and
from 1° C to 15° C in the Barents Sea opening (Chen et al., 2021; Jakowczyk and Stramska,
2014). The Skagerrak Strait receives fresher waters from the Baltic Sea and river runoff,
resulting in salinity levels varying from 10 PSU in summer to 30 PSU in winter (Frigstad
et al., 2020a; Hordoir et al., 2013). Northern Norway generally experiences salinity levels
above 34 PSU, occasionally decreasing to 20 PSU during episodic freshwater input during
the summer (Frigstad et al., 2020b). This region’s Mixed Layer Depth (MLD) fluctuates
throughout the year. In winter, it can reach depths of more than 50 meters, while in
summer, it becomes shallower, going below 30 meters due to the input of fresh waters
and surface heating (Peralta-Ferriz and Woodgate, 2015).

2.2 In-situ Data: Algae Abundance and Toxins

Abundance (Cells.L−1) of Alexandrium spp., A. tamarense, D. acuta, D. acuminata, D.
norvegica, Pseudo-nitzschia spp., P. reticulatum, and A. spinosum, was provided by the
monitoring program of algae toxins in mussels and dietetic advice to the public from the
NFSA. The monitoring program consists in assessing algae abundance at several aqua-
culture mussel sites weekly (every Monday) and toxin concentration in the blue mussels
monthly (Table 2.1). For algae abundance, the surface waters are sampled by lowering a
tube from the surface to a 3 m depth, and 25 ml is sub-sampled and preserved with acidic
Lugol’s iodine before being transported to the laboratory for analysis. The sub-sample
(25 ml) is filtered on a membrane filter, and the genus and species are identified and
counted on the whole filter under a light microscope at 200x magnification. For toxin
concentration, samples of blue mussels are collected between depths of 0.5 to 1.5 m. Ac-
cording to the EU regulations 853/2004, 854/2004, 2074/2005, and 15/2011, the mussel
samples are analyzed, and toxins are estimated at the Norwegian School of Veterinary
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Figure 2.1: Study region. Sampling stations with algae and toxin data from 2006 to 2020 are
shown in red.
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Science (NMBU) using high-performance liquid chromatography (HPLC).
The monitoring program is run routinely, and the NFSA data record extends from

2006 to 2020. The data was not structured in a single database, and data cleansing was
necessary. For each year, an Excel file was provided where each sheet represents one
aquaculture farm, containing the table with the weekly and monthly time series of algae
abundance and toxin concentration. Auxiliary Excel files containing the location coor-
dinates of each farm were provided for 2010, 2015, and 2020. The coordinates of the
auxiliary file with the farm names were matched with the algae abundance and toxin
time series. For the years without farms with coordinates, the locations in 2010, 2015,
and 2020 files were extrapolated to the other years to farms with similar names. After
matching the time series with the location, the following data cleansing was performed:
removing samples with inconsistent values (e.g., “?” and “#”), standardizing measured
samples without algae detected, such as replacing “i.p.” (ikke påvist, meaning not de-
tected in Norwegian) by 0 values and standardizing taxa names. Finally, a new CSV file
with standardized and cleaned data for each location was created containing the whole
time series from 2006 to 2020, totaling 118 different stations, of which 93 have iden-
tified coordinates (Figure 2.1). The total number of samples containing at least one
measurement of algae abundance or toxin is 9,599.

2.3 Satellite Observations

2.3.1 Chl-a concentration

Chl-a concentration (μg.L−1) indicates phytoplankton biomass and has been regularly
retrieved through satellite remote sensing since 1998. The satellite Chl-a is accessed from
the European Space Agency (ESA) Ocean Colour Climate Change Initiative (OC-CCI)
project (Sathyendranath et al., 2019), specifically using product version 5 (Sathyen-
dranath et al., 2021). The product is available at https://dx.doi.org/10.5285/
1dbe7a109c0244aaad713e078fd3059a. The OC-CCI data merges observations from
several satellite sensors, including MODIS, MERIS, OLCI, SeaWiFS, and VIIRS. The
product corrects and minimizes the inter-sensor bias that operates in slightly different
wavebands to avoid artifacts in the time series. Product version 5 blends remote-sensing
reflectance data through band shifting, and the selected bio-optical algorithms to es-
timate Chl-a concentration are applied to the merged data to generate maps of Chl-a
concentration. In this product, several algorithms for atmospheric correction and Chl-a
estimation were tested, and the best suited for climate studies were employed. The Chl-a
is estimated using the OCI, OCI2 OC2 and OCx algorithms, weighted and blended by
their relative skill in specific optical water types (Calton, 2020). Comparison between
the OC-CCI Chl-a concentration with surface in-situ measurements (n=17,901) exhibit
a good correlation coefficient (R) of 0.78, a Root Mean Square Difference (RMSD) of
0.3μg.L−1, and a bias of 0.003μg.L−1 (Calton, 2020). The OC-CCI Chl-a is provided
at a spatial resolution of 4 km and has been re-binned in 8-day averages for 2000–2020
to assess the phytoplankton blooms phenology in Paper I. The 8-day average binning
approach minimizes the impact of cloud contamination, allowing continuous estimation
of the Chl-a time series. The daily resolution is also accessed in Paper I to compare the
satellite product with in-situ Chl-a in the study region.

The OC-CCI product’s algorithm is optimized explicitly for open oceans, where phy-
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Table 2.1: Data summary.

Variable Source
Spatial

resolution
Time

resolution
Time

coverage
Algae abundance (Cells.L−1) NFSA Point data Weekly 2006-2020
Toxin concentration (μg.kg−1) NFSA Point data Monthly 2006-2020

Chl-a (mg.m−3) OC-CCI 4 km
8-days

average 2000-2020
Chl-a (mg.m−3) OC-CCI 4 km Daily 2000-2020

PAR (E.m−2day−1) GlobColour 4 km
8-days

average 2006-2019

SPM (g.m−3) GlobColour 4 km
8-days

average 2000-2020

Wind speed (m.s−1)
IFREMER
CERSAT 0.25° 6-hours 2000-2019

SST(K) CCI/C3S 0.05° Daily 2000-2020
MLD(m) TOPAZ 12.5 km Daily 2000-2020
SSS(PSU) TOPAZ 12.5 km Daily 2000-2020

toplankton abundance primarily controls the optical properties of the water, commonly
referred to as case-1 waters (Morel and Prieur , 1977). The OC-CCI Chl-a product
is unsuitable for coastal waters, where factors such as land input and resuspension of
Suspended Particulate Matter (SPM) and colored dissolved organic matter (CDOM)
significantly contribute to the optical properties, commonly referred to as case-2 wa-
ters. Neither validation of satellite Chl-a products nor calibration of regional bio-optical
algorithms are available in the Norwegian coastal waters. Furthermore, the optical ab-
sorption in the blue to green bands, commonly applied to estimate Chl-a, is dominated
by the absorption of CDOM in the region (Nima et al., 2016). For these reasons, in
Paper I, the grid cells within 30 km of the coastline are excluded from the analysis. For
Paper II and Paper III, the Chl-a concentration from the satellite is not employed, as it
targets the coastal domain.

2.3.2 Photosynthetically active radiation

Photosynthetically Active Radiation (PAR) is the mean daily photon flux density in
the visible range (400 to 700 nm) available for photosynthesis. PAR data is accessed
from the GlobColour project (www.globcolour.info), which merges data from MODIS,
SeaWiFS, and VIIRS sensors (Frouin et al., 2003). The PAR algorithm calculates the
daily average PAR irradiance reaching the ocean surface, represented as the quantum
energy flux from the Sun within the wavelength range of 400-700 nm and is expressed
in units of E.m−2day−1. The algorithm adopts plane-parallel theory, assuming that the
impacts of clouds and a clear atmosphere can be treated separately. The planetary
atmosphere is defined as a clear sky atmosphere positioned above a cloud layer. The
solar flux reaching the ocean surface (E) is expressed by:

E = Eclear(1− A)(1− As)
−1(1− SaA)

−1 (2.1)

where Eclear = E0cos(θs)TdTg is the solar flux that would reach the surface if the cloud
and surface system were non-reflecting and non-absorbing, E0cos(θs) is the incoming
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solar flux at the top of the atmosphere, E0 is the extra-terrestrial solar irradiance, θs is
the solar incidence angle, Td represents the clear sky diffuse transmittance, Tg denotes
the gaseous transmittance, A is the cloud/surface system albedo, As is the albedo of
the ocean surface, and Sa is the spherical albedo. To estimate PAR, the albedo A
is expressed as a function of the radiance measured by the satellite instrument within
the PAR spectral range, following the procedure described in Frouin et al. (2003). The
algorithm was initially developed for SeaWiFS, comprising bands 1 (402 - 422 nm), 2 (433
- 453 nm), 3 (480 - 500 nm), 4 (500 - 520 nm), 5 (545 - 565 nm), and 6 (660 - 680 nm).
It displays an accuracy of R=0.88 and 13.4% of error compared to in-situ measurements
(Frouin et al., 2003). In the GlobColour product, the PAR algorithm is applied separately
to each sensor, and all estimates are a weighted average considering each sensor error
(GlobColour , 2020). The current study assesses the 8-day bin average product and a
spatial resolution of 4 km to avoid grid cells contaminated by cloud coverage. PAR is
applied as a predictor for feeding the SVM models in Paper II and Paper III.

2.3.3 Suspended particulate matter concentration

Suspended Particulate Matter (SPM) concentration is essential in controlling the scat-
tered PAR that penetrates the water, influencing light availability to algae. The SPM
data is obtained through satellite observations and accessed from the GlobColour project
(www.globcolour.info), which merges data from MODIS, MERIS, OLCI, SeaWiFS,
and VIIRS. The SPM is estimated using the algorithm developed in Gohin (2011), which
considers solely the non-algal particulate (NAP) as SPM. The algorithm also assumes
that CDOM absorption can be neglected at wavelengths longer than 550 nm. The algo-
rithm expresses the reflectance based on the absorption and backscattering coefficients
of pure seawater, phytoplankton, and NAP:

a = aw + aφ + aNAP = aw + a∗φ × [Chl-a] + a∗NAP × [NAP] (2.2)

and
bb = bbw + bbφ + bbNAP = bbw + b∗φ × [Chl-a] + b∗NAP × [NAP] (2.3)

where a is the absorption coefficient, w refers to pure waters, φ refers to phytoplankton,
[NAP] refers to non-algal particulates concentration, [Chl-a] refers to Chl-a concentra-
tion, ∗ denotes specificity for a known normalized concentration, b is the scattering
coefficient, and bb is the back scattering coefficient.

Next, a linear relationship is defined between R∗(550), a variable associated with
reflectance, and the satellite remote-sensing reflectance (Rrs):

R∗(550) =
bb

a+ bb
= α + βRrs(550) (2.4)

where α and β are obtained through minimization using in-situ observations of Chl-
a and NAP. The R∗(550) is derived from Chl-a and NAP using the absorption and
backscattering coefficients obtained in Equation 2.2 and 2.3. Finally, using the estimated
Chl-a from the OC5 algorithm, R∗(550) is inverted to determine the concentration of
NAP (GlobColour , 2020). Similar to PAR, the SPMs of all sensors are merged using the
weighted average. The SPM data is binned at an 8-day interval with a spatial resolution
of 4 km to avoid grid cells contaminated by cloud coverage. The SPM is correlated with
interannual variability of spring and summer blooms in Paper I.
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2.3.4 Surface wind speed

Surface wind speed data from 2006 to 2019 is obtained from the IFREMER CERSAT
Global Blended Mean Wind Fields reprocessed product available on Copernicus Marine
Environment Monitoring Service (CMEMS). The wind speed dataset includes northward
and eastward components and is derived from scatterometers (ASCAT-A and ASCAT-B
satellites), SSMIS radiometers (F16, F17, F18, and F19 satellites), and the WindSat
radiometer on the Coriolis satellite. The satellite observations are combined into a single
product, provided at a 6-hour frequency and a spatial resolution of 0.25°. This product
is correlated with interannual variability of phytoplankton blooms in Paper I, and fed in
SVM models to forecast D. acuminata abundance in Paper III. While the product has
been discontinued, the archived reference can be found at https://doi.org/10.48670/
moi-00184.

2.3.5 Sea surface temperature

The Sea Surface Temperature (SST) product comprises the SST from ESA SST CCI for
the period 2000-2016 followed by an extension from C3S global Sea Surface Temperature
Reprocessed for the period 2017-2019 (Good et al., 2020; Lavergne et al., 2019; Merchant
et al., 2019). Both datasets are flagged as the same product in the CMEMS portal (doi.
org/10.48670/moi-00169). They utilize the Operational Sea Surface Temperature and
Sea Ice Analysis (OSTIA) system (Good et al., 2020), which combines data from satellite
sensors, such as AATSR, ATSR, SLSTR, and AVHRR, along with in-situ observations,
to generate daily average SST at a spatial resolution of 0.05°(Merchant et al., 2019).

SST retrieval relies on the top-of-atmosphere radiance’s sensitivity to the Planck
emission originating from the sea surface. For SST retrieval, specific “window channels”
are commonly employed, namely, the 11 μm, 12 μm, and 3.7 μm for nighttime scenes.
The differences between SST and brightness temperature for different thermal channels
and view angles exhibit certain relationships, allowing the inversion of multi-channel
observations (and multi-angle observations where available) to estimate the SST. Various
inversion algorithms are utilized depending on the sensor, and further information about
each algorithm can be found in Petrenko et al. (2013a) and Merchant and Embury (2014).

The in-situ SST assimilated is from multiple platforms, including drifting and moor-
ing buoys and ships. The satellites offer SST data approximately twice a day, although
data gaps may be caused by cloud coverage. In OSTIA, satellite SST data that exhibit
a significant diurnal signal are excluded. Satellite SST potentially influenced by a diur-
nal signal is identified using accompanying wind information (when available). Daytime
data with wind speeds below 6 m.s−1 are classified as affected by a diurnal signal. For
nighttime and daytime data with wind speeds above 6 m.s−1 threshold, the SST below
the surface is expected to approximate the skin SST. The outcome is the generation of
daily average SST estimates at a depth of 20 cm. Considering the Nordic seas, the un-
certainty of these estimations is below 0.4° C (Good et al., 2020). The SST is correlated
with the spring and summer blooms in Paper I and fed to SVM models in Paper II and
Paper III.
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2.4 Model Reanalysis: Mixed Layer Depth and Sea Surface Salinity

Mixed Layer Depth (MLD) – in meters – and Sea Surface Salinity (SSS) – in PSU
– data are provided by the CMEMS (doi.org/10.48670/moi-00007) Arctic TOPAZ4
system, as described by Sakov et al. (2012) and Xie et al. (2017). The TOPAZ4 sys-
tem is a coupled ocean-sea ice data assimilation system designed for the North Atlantic
and the Arctic Ocean. The system combines a Hybrid Coordinate Ocean Model (Bleck ,
2002) with an elasto-viscous-plastic sea ice model (Hunke and Dukowicz , 1997). The
TOPAZ4 system assimilates weekly available ocean and sea ice data using the Ensem-
ble Kalman filter (Evensen, 2003). The assimilated observations are the satellite SST,
sea level anomalies, in-situ temperature and salinity profiles, sea ice concentration and
low-resolution sea ice drift data from satellites. The MLD is calculated using a den-
sity criterion with a threshold of 0.01 kg.m−3, following the approach of Petrenko et al.
(2013b) and Ferreira et al. (2015). This means the MLD is the shallowest depth where
the potential density is 0.01 kg.m−3 higher than the surface waters. SSS is estimated as
the average from 0 to 3 m depth (the thickness of the first model layer).

An assessment of TOPAZ4 reanalysis data demonstrates the accuracies for salini-
ties and temperature in the Norwegian and Barents Sea (Xie et al., 2017; Lien et al.,
2016). TOPAZ4 performs well concerning ocean variables near the surface. In the first
200 m, salinity RMSD and bias are below 0.3 PSU and between -0.05 and 0.05 PSU. The
temperature RMSD and bias are below 1° C and between −0.5 and 0.5 ° C, respectively.
Note that MLD uncertainties are not provided, but since it is computed using density,
it can be derived from the uncertainties of temperature and salinity.

2.5 Support Vector Machines for HAB Prediction

The Support Vector Machines (SVM) machine learning model is employed in Paper II
for probabilistic estimates and in Paper III for regression. Among the many existing
machine learning methods for HAB prediction (Cruz et al., 2021), the SVM method
offers several advantages. SVM demonstrates strong generalization and requires only
a small amount of training data to find an optimal solution. Considering the limited
amount of data with identified toxic algae taxa, producing reliable models using small
datasets is an optimal skill for calibrating HAB prediction models. Some studies using
SVM for HAB prediction have demonstrated this advantage. Ribeiro and Torgo (2008)
compared the SVM, ANN, and RF to forecast seven algae groups (e.g., cyanobacteria)
using biweekly data from 1998 to 2003 in the river Douro, Portugal. The SVM model
outperformed the other approaches for most groups analyzed. Li et al. (2014) employed
monthly/biweekly water quality data from 1997 to 2004 in Tolo Harbor, Hong Kong, to
forecast Chl-a concentration using SVM and several ANNs techniques. For one and two
weeks, SVM demonstrated superior performance to all ANNs. Finally, SVM is also a
versatile tool for regressions, classifications, and probabilistic applications.

The SVM classification – which is further employed for probabilistic estimates –
consists in optimizing a margin that best separates two classes by a set of features.
These features can be n-dimensional, and the maximized margin refers to a hyperplane.
The closest samples between both classes optimize this hyperplane and are referred to
as the nearest support vectors (Cortes and Vapnik , 1995). The decision function for a
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linear SVM classifier is expressed by:

f(x) = w · x+ b (2.5)

where x is the input feature vector, w is the weight vector perpendicular to the hyper-
plane, and b is the bias term, constrained to:

yi(w · xi + b) ≥ 1 (2.6)

where yi is the class label (+1 or -1) for data point xi. Since this constraint is not
always satisfied because classes may not be perfectly separated, a soft margin concept is
commonly introduced. In this regard, the decision function is constrained to:

yi(w · xi + b) ≥ 1− ξi (2.7)

where ξi denotes the soft margin width. Then, the SVM cost function is defined as:

min
w,b

1

2
‖w‖2 + C(

n∑

i=1

ξi)
2 (2.8)

where minw,b is the objective of the cost function to minimize the w and b. An optimiza-
tion algorithm is employed to iteratively update the parameters w and b to minimize the
cost function. The term 1

2‖w‖2 represents the regularization term, which aims to control
the complexity of the model and prevent overfitting. The penalty factor (C) controls the
trade-off between maximizing the margin and minimizing the training errors. A larger
C emphasizes minimizing training errors, while a smaller value allows for a larger mar-
gin and more missed classification. In practical terms, C decides when the model should
stop optimizing the margin.

Note that equation 2.8 returns a linear separation and only depends on C, which
should be tuned through cross-validation. Non-linear separations are also possible us-
ing kernel functions, such as polynomial and radial basis functions (RBF). In addition,
non-linear kernels require new hyperparameters. For example, the polynomial kernel in-
troduces the degree, and the RBF kernel introduces γ. The kernel function converts
the predictors’ values to a feature space where the hyperplane is computed. Note that
the implementation of cost functions may vary, and the equation 2.8 is for simplifying
the explanation. For example, the hyperplane can be computed without converting val-
ues to the feature space by using the kernel trick. Deeper details in the mathematical
expressions involved in SVM are described in Cortes and Vapnik (1995).

We now explore idealized examples to explain the sensitivity of the SVM models to
hyperparameters in the HAB prediction context. While the datasets produced are purely
artificial, they mimic configurations faced during the thesis.

We assume first a dataset containing two distinct populations, one with D. acuminata
detected (class=1), and another one without D. acuminata (class=-1). Assuming that
D. acuminata grows better in more saline and warmer waters (Basti et al., 2018; Rial
et al., 2023), class 1 has warmer and more saline waters than class -1. An SVM model is
calibrated to separate classes 1 and -1 using C of 0.001, 0.01, 0.1, and 1 (Figure 2.2). For
C=0.001 (2.2a), a relatively high number of samples fall within the soft margin and serve
as support vectors. As the values C increase, leading to fewer support vectors within
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Figure 2.2: SVM calibrated to an idealized dataset of D. acuminata detected (class 1, red) and
not detected (class -1, blue). The model is calibrated with a linear kernel, using C of a) 0.001,
b) 0.01, c) 0.1, and d) 1. The black circles refer to the support vectors (samples within the
margin boundary). The hyperplane is a solid black line, and the soft margin corresponds to the
dashed grey area.

the soft margin. Note that the computed hyperplane separating both classes changes
depending on C.

We now consider The margin decreases asother idealized situation where D. acuta is
detected (class=1) and another one without D. acuta (class=-1). Class 1 is associated
with a wide range of salinity values and moderate light intensity, while class -1 is asso-
ciated with a wide range of salinity but relatively low and high light conditions. This
typically occurs in real configurations where a minimum value of PAR is needed for pho-
tosynthesis, but elevated values can cause photodamage (Rial et al., 2023; García-Portela
et al., 2018). We consider two SVM models, one using a linear kernel and the other using
an RBF kernel (Figure 2.3). The linear kernel cannot effectively separate both classes
due to the nonlinearity of the problem in PAR (Figure 2.3a), and class 1 and class -1
related to low PAR conditions are mixed. The RBF kernel otherwise can adjust well
to the nonlinearity of the problem (Figure 2.3b). The model adjusts the border areas
separating class -1 and 1, isolating the class -1 related to low and high PAR values.

With the RBF kernel method, the hyperparameter γ is introduced:

K(x, y) = exp(−γ · ||x− y||2) (2.9)
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Figure 2.3: SVM calibrated to an idealised configuration of D. acuta detected (class 1, red) and
not detected (class -1, blue). The models are calibrated with a) linear and b) RBF kernel, both
using a C=1. For the linear kernel, the hyperplane is the solid black line. For RBF kernel, the
probability of being class=1 is provided using equation 2.11, with probabilities larger than 50%
meaning the predicted class is 1, and values lower than 50% meaning the predicted class is -1.

where x and y are input feature vectors, ||x − y||2 is the squared Euclidean distance
between x and y, and γ is a parameter that determines the width of the Gaussian curve.
Therefore, the γ parameter determines the influence of a single training sample on the
decision boundary of the SVM. A small γ implies a larger similarity radius around each
training example, resulting in a smoother decision boundary. On the other hand, a larger
gamma reduces the similarity radius, causing the decision boundary to fit the training
data more tighly. The γ is commonly obtained by tuning hyperparameters empirically
on cross-validation datasets. However, if the training dataset is not large enough to
exhaustively search, a smooth γ can be estimated as a function of the data variance:

γ =
1

nfeatures × σ2
(2.10)

where nfeatures is the number of features (predictors), and σ2 denotes the variance of the
whole dataset.

Supposing the same situation where the dataset contains two distinct groups, one
where D. acuminata is detected and is related to warmer and more saline waters
(class=1), another without D. acuminata detected and associated with colder and fresh
waters (class=-1). The SVM model is calibrated using the RBF kernel with varying γ
values (Figure 2.4). The smallest γ of 0.001 (Figure 2.4a) produces a slight linear sepa-
ration between both classes due to the meager single sample influence on the training,
resulting in a too-smooth decision boundary. When γ is increased to 0.1 (Figure 2.4b),
the sample influencing the decision boundary increases and it fits the cloud of samples
more tightly, generating ambiguous areas of 50% probability. A high γ value of 10 (Fig-
ure 2.4c) fits the data too tightly and only new samples matching the training samples
would be classified as one of the classes 1 or -1. This is typically characteristic of over-
fitting. Finally, the γ estimated by equation 2.10 produces a smooth and almost linear
separation between both classes, which might be enough for this idealized case.

In Paper II the SVM classification algorithm is employed for probabilistic estimations
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Figure 2.4: SVM calibrated to an idealised case where D. acuminata is detected (1, in red) and
not detected (-1, in blue). The models are calibrated with a C=1 and RBF kernel, with varying
γ values of a) 0.001, b) 0.1, c) 10, and d) scale. The latter refers to the γ obtained by equation
2.10. Probability is estimated using equation 2.11.

using the Platt (1999) method:

P (x = 1|f) = 1

1 + exp(Af +B)
(2.11)

where P is the probability of sample x being class 1, the input f is the SVM output
of each predicted sample corresponding to its orthogonal distance from the hyperplane,
scaled proportionally from −1 to 1 defined between the support vectors distance, and A

and B are the parameters fitted using the maximum likelihood in the training dataset.
In Paper III the SVM is employed for regression, which is constrained to:

|yi − (w · xi + b)| ≤ ε (2.12)

where ε is a new hyperparameter introduced and corresponds to the width of the tolerance
region (referred to as epsilon-tube). Therefore, the SVM regression aims to compute a
hyperplane that best fits the data points while allowing some errors within the epsilon-
tube. The ε parameter defines the error tolerance and influences the flexibility of the
model. A higher ε allows for a higher tolerance to errors. To demonstrate the effect of
ε on the model during training, we fit a model that estimates the D. acuminata growth
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rate as a response to temperature (Basti et al., 2018). The model calibrated with ε=0.01
adjusts well to the training data points (Figure 2.5) as the epsilon-tube is narrower. For
increased ε = 0.1, the epsilon-tube is larger and allows for more errors, consequently
leading to a model less adjusted to the data points. With an ε=0.3, the epsilon-tube is
too wide and the model is nearly insensitive to temperature.

Figure 2.5: SVM regression calibrated to the D. acuminata growth rate as a response to temper-
ature (Basti et al., 2018). Noise is artificially added as a 10% standard deviation of the values.
The SVM model is calibrated with kernel=RBF, C=1, gamma=scale, and ε of 0.01 (blue), 0.1
(orange), and 0.3 (green).

In the above-idealized examples, two characteristics of the SVM models should be
noted. First, the cost function and the RBF kernel in equations 2.8 and 2.9 utilize the
feature space constituted by all predictor values. Some predictors might differ in scale.
For example, SPM may vary from 0 to 5 g.m−3, while SSS can range from 0 to 35 PSU.
The discrepancy in the scale requires an a priori rescaling (or normalization step) of
all predictors to avoid the predictor with the largest amplitudes prevailing in the cost
function. Second, the SVM cost function is also sensitive to unbalanced classes. A class
with more samples would outweigh the predictors in the cost function (equation 2.8).
Therefore, pre-processing is needed for SVM training, including scaling and weighting
the classes accordingly to the number of samples. More details of pre-processing are
described in Paper II and Paper III.



3 Introduction to the Papers

Paper I: Twenty-One Years of Phytoplankton Bloom Phenology in the Bar-
ents, Norwegian, and North Seas

Edson Silva, François Counillon, Julien Brajard , Anton Korosov, Lasse H. Pettersson,
Annette Samuelsen, Noel Keenlyside (2021), Frontiers in Marine Science, volume (8)

Paper I is an initial assessment of the environmental factors – either from remote sens-
ing or modeling reanalysis – influencing the blooms phenology and that can feed HAB
prediction models. Paper I assess the spring and summer bloom phenology in the seas
around Norway from 2000 to 2020 and estimate their trends and interannual variabil-
ity. The interannual variability of the blooms phenology – earlier or later, weaker or
stronger – is correlated to SST, SPM, MLD, and surface winds. Earlier and shallower
MLD driven by weaker winds can lead to the blooms developing faster and reaching
higher concentrations during the spring. Stronger spring blooms are also correlated with
SST but with opposite responses in different regions. Warmer waters correlate with
stronger spring blooms between the Faroe Islands and Scotland, while colder waters cor-
relate with stronger spring blooms along the west Norwegian coast. Finally, the summer
blooms onset, peak day and duration are rapidly delaying over the last two decades.

Paper II: Probabilistic Models for Harmful Algae: Application to the Nor-
wegian Coast

Edson Silva, Julien Brajard, François Counillon, Lasse H. Pettersson, Lars Naustvoll,
in review, Environmental Data Science

Paper II calibrates probabilistic models from presence to harmful concentrations (Ta-
ble 1.1) of toxic algae monitored in the shellfish farms in Norway. Models are based
on the SVM machine learning algorithm and are calibrated for Alexandrium spp., A.
tamarense, D. acuta, D. acuminata, D. norvegica, Pseudo-nitzschia spp., P. reticula-
tum, and A. spinosum. The SST, PAR, MLD and SSS are the input for training the
models. The models can predict (nowcasting) the probability of presence for all taxa
(R>0.69) and remain skillful in predicting harmful concentrations for Alexandrium spp.,
A. tamarense, D. acuta, and A. spinosum. The SVM model skill for the remaining taxa
reduces for increasing thresholds, mainly because the samples for training and testing
are too few with increasing thresholds. The probabilistic models provide a climatologi-
cal estimate of the risk of detecting and reaching harmful concentrations (when skillful)
along the entire coast of Norway.

Paper III: Forecasting Harmful Algae Blooms: Application to Dinophysis
acuminata in Northern Norway

Edson Silva, François Counillon, Julien Brajard, Lasse H. Pettersson, Lars Naustvoll
(2023), Harmful Algae, volume (126)
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Paper III calibrates a forecasting machine learning model to predict D. acuminata abun-
dance in the Lyngenfjord from 7 to 28 days ahead. The Lyngenfjord and D. acuminata
are chosen because the monitoring is long enough (extending back to 2006) and there
is a pronounced interannual variability. These conditions are optimal for exploring the
skill of the SVM machine learning method for forecasting. Considering the results of
Paper I, SST and winds are fed to the SVM model. PAR is also fed due to its relevance
in sub-seasonal variability. MLD from model reanalysis is not available at the sampling
station – in the inner fjord – and is therefore discarded. SST is found to be the most cru-
cial predictor among the physical variables considered as it controls the seasonal period
when D. acuminata can start blooming. However, environmental drivers cannot predict
the interannual variability of D. acuminata blooms amplitude alone. Complementing
the model with the past D. acuminata abundance improved the model’s skill in that as-
pect. The combined models can predict D. acuminata up to 28 days ahead (R2>0.46),
beating the skill of trivial predictors such as persistence and climatology.
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This thesis calibrates prediction models for harmful algae occurring on the Norwegian
coast, specifically focusing on algae related to shellfish poisoning. The study demon-
strates that local toxic algae monitoring, remote sensing data, and model reanalysis can
calibrate skillful prediction models based on machine learning.

Paper I exhibits that stronger spring blooms are predictable in the North, Norwegian,
and Barents seas. Earlier water stratification during spring is found to lead to more in-
tense blooms. This is particularly relevant to predict Pseudo-nitzschia spp. blooms that
commonly occur during the spring and are only harmful in high abundance. Predictions
of HBB – important to fish farms – may also be produced by considering water strati-
fication observations. Nevertheless, the Paper I results are restricted to waters at least
30 km off the coast where no aquaculture farms are located. Empirical evidence relating
water stratification and spring bloom intensity has yet to be provided in the Norwegian
inner shelves.

The models developed in Paper II can skillfully predict the probability of harmful con-
centrations of Alexandrium spp., A. tamarense, D. acuta, and A. spinosum, and presence
probability of D. acuminata, D. norvegica, Pseudo-nitzschia spp., P. reticulatum. The
models can infer regions and periods with increased risks of HABs, and operate as a gen-
eral tool for the Norwegian coast on a wide range of time scales. They can provide HAB
risk in nowcasting to 10 days using CMEMS and European Center for Medium-range
Weather Forecast data and in sub-seasonal-to-decadal using the Copernicus Climate
Change Service (C3S). Both time scales can help stakeholders plan mitigation actions
and relocations. Furthermore, the probabilistic models can infer harmful algae’s future
and support aquaculture’s evolution in Norway by using climate projections such as the
World Climate Research Program Coupled Model Intercomparison Project (CMIP).

The sub-seasonal SVM model of Paper III can provide more refined predictions for
shellfish farms with long-time series available. In other words, predicting toxic algae
abundance instead of probability, and in a lead time from 7 to 28 days. Paper III model
is already skillful with remote sensing observations of SST, PAR, and winds, as well as
cell counts from the local farm. The method’s accuracy on other species and locations
is not evaluated. Still, we can replicate the technique on other species and stations with
increasing data availability (such as from 2020 to 2023) in the future.

The SVM demonstrates good skill in producing probabilistic and regression models
for predicting HABs. Long enough in-situ observations of toxic algae containing well-
represented bloom conditions – weaker and stronger blooms – are necessary to train
the models successfully. It can be tempting to train machine learning models only
using cross-validation techniques without a final test period in a configuration with
limited data. However, only using cross-validation may lead to poorer performance in
real configuration and a breach of trust from potential users. Detecting overfitting is only
possible by allocating a fraction of the data to the testing period. For instance, models
using the RBF kernel and high γ values exhibited high skill during cross-validation
(2006–2013) in both Paper II and Paper III but performed poorly during the testing
period (2014–2019). Setting the kernel to linear in Paper III and estimating the γ value
using equation 2.10 in Paper II prevented overfitting.
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We demonstrate that coarse remote sensing observation and model reanalysis are
useful for calibrating HAB prediction models. Products in coarse spatial and time res-
olutions could correlate to spring and summer blooms (Paper I) and calibrate harmful
algae probabilistic models (Paper II) and regression model for D. acuminata abundance
(Paper III). The advantage of using these data rather than more accurate regional mod-
els or in-situ observations is that the method can be expandable to other regions. HABs
are a worldwide issue and require generic solutions that can be employed elsewhere. The
satellite observations are available anywhere and can feed HAB models in other regions.
The TOPAZ4 model reanalysis utilized for MLD and SSS is available in the North At-
lantic and therefore is more useful for this region. Nevertheless, similar products, such as
Global Ocean Physics Reanalysis (doi.org/10.48670/moi-00021), are available glob-
ally and may be employed in other regions to replace TOPAZ4.

This study is the first to produce HAB prediction models for the Norwegian coastal
waters, and the next logical steps should be presenting these models to stakeholders and
conducting a testing period to gather feedback on their usefulness and identify areas for
improvement. We can already anticipate that the accuracy of the HAB model can im-
prove by enhancing the quality of the predictors fed to the SVM models. For example,
regional models such as NorKyst800 (Albretsen et al., 2011) and NorKyst-DA (Sperre-
vik et al., 2017) have been developed to improve the representation of coastal dynamics
in Norway and could replace the satellite and model reanalysis currently fed into the
SVM. These models would improve the accuracy of the environmental quantity and pro-
vide estimates inside the fjords that were not available in Paper II and Paper III. The
HAB models’ accuracy can also improve by including new environmental factors related
to nutritional strategies as predictors, such as nitrate, phosphate, selenium, iron, or-
ganic matter, prey availability, as well as zooplankton grazing. Some of these variables
(e.g., selenium and iron) are primarily accessible by in-situ observations, limiting the
calibration of new models to a few farms and only using the Paper III method. Some,
such as nitrate, phosphates, and zooplankton, can be retrieved by model reanalysis with
moderate accuracy (Simon et al., 2015). Ocean Color is another important candidate.
Parameters such as Chl-a can relate to prey availability and CDOM to organic mat-
ter, both obtainable by ocean color remote sensing. Satellite Chl-a was not assessed in
Paper II and Paper III as no product calibrated for the Norwegian coast exists. Develop-
ing ocean-color products for the Norwegian coast would provide new predictors available
in long and continuous periods necessary to calibrate machine learning models.
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1 Nansen Environmental and Remote Sensing Center, Bergen, Norway, 2 Nansen Environmental and Remote Sensing Center,

and Bjerknes Centre for Climate Research, Bergen, Norway, 3 Geophysical Institute, University of Bergen, Bergen, Norway

Phytoplankton blooms provide biomass to the marine trophic web, contribute to the

carbon removal from the atmosphere and can be deadly when associated with harmful

species. This points to the need to understand the phenology of the blooms in the

Barents, Norwegian, and North seas. We use satellite chlorophyll-a from 2000 to

2020 to assess robust climatological and the interannual trends of spring and summer

blooms onset, peak day, duration and intensity. Further, we also correlate the interannual

variability of the blooms with mixed layer depth (MLD), sea surface temperature (SST),

wind speed and suspended particulate matter (SPM) retrieved from models and remote

sensing. The climatological spring blooms start on March 10th and end on June 19th.

The climatological summer blooms begin on July 13th and end on September 17th. In

the Barents Sea, years of shallower mixed layer (ML) driven by both calm waters and

higher freshwaters input keeps the phytoplankton in the euphotic zone, causing the

spring bloom to start earlier and reach higher biomass but end sooner due to the lack of

nutrients upwelling from the deep. In the Norwegian Sea, a correlation between SST and

the spring blooms is found. Here, warmer waters are correlated to earlier and stronger

blooms in most regions but with later and weaker blooms in the eastern Norwegian Sea.

In the North Sea, years of shallower ML reduces the phytoplankton sinking below the

euphotic zone and limits the SPM increase from the bed shear stress, creating an ideal

environment of stratified and clear waters to develop stronger spring blooms. Last, the

summer blooms onset, peak day and duration have been rapidly delaying at a rate of

1.25-day year−1, but with inconclusive causes based on the parameters assessed in

this study.

Keywords: phytoplankton, bloom phenology, Barents Sea, Norwegian Sea, North Sea, remote sensing, spring

algae bloom, summer algae bloom

INTRODUCTION

Phytoplankton blooms play a crucial role in the marine trophic web and global climate.
By assimilating the sunlight, carbon dioxide and nutrients, the algae produce high biomass
concentration blooms that feed zooplankton and the higher trophic levels or sink below
the euphotic zone. Thus, the algae blooms can support the development of fish larvae
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(Townsend and Cammen, 1987; Platt et al., 2003; Vikebø et al.,
2012; Asch et al., 2019), provide biomass to the benthic fauna
(Zhang et al., 2015) and also contribute to the carbon removal
from the atmosphere (Legendre, 1990; Leblanc et al., 2018).
Conversely, harmful algae blooms (HABs) can be devastating
and lethal (Pettersson and Pozdnyakov, 2013; Gobler, 2020).
The high organic matter concentration generated during the
bloom can damage or clog fish gills (Chang et al., 1990; Kent
et al., 1995) and increase bacteria activity, depleting the dissolved
oxygen and causing hypoxia in fishes (Harrison et al., 2017;
Mohd-Din et al., 2020). Besides, some algal species can produce
toxins, leading to the mortality of fish or even humans when
contaminated mussels are consumed (Tangen, 1977; Kaartvedt
et al., 1991; Landsberg et al., 2020). The influence of algae blooms
on natural living resources and global climate points to the need
of assessing the phenology of algae blooms, such as the date of
onset, duration, date of the bloom reaching its maximum biomass
and the maximum biomass (intensity).

In the Barents, Norwegian, and North seas, two well-known
seasonal blooms are the spring and later summer/autumn
blooms. During the spring, the sunlight increases and allows the
phytoplankton to consume the nutrients upwelled to the upper
layers during the winter storms and through terrestrial river
discharges (in the coastal waters). At the same time, the mixed
layer (ML) shallows above the Sverdrup critical depth and makes
the phytoplankton biomass production exceed respiration losses,
triggering the spring bloom (Sverdrup, 1953). During summer or
autumn, the surface waters are depleted of nutrients due to the
algae consumption during the spring bloom. Remineralization,
upwelling and river runoff refresh the surface waters with
nutrients again, leading to a secondary bloom called summer
or autumn bloom (Sverdrup, 1953; Glen Harrison et al., 2013;
Sundby et al., 2016).

Although the main processes of spring and summer blooms
are well understood in the Barents, Norwegian, and North seas,
there is a need to understand mechanisms that can influence
the phytoplankton bloom phenology on interannual variability as
well as its response to climate change. During a survey campaign
in 2013 in the North Atlantic, Naustvoll et al. (2020) observed
that regions with earlier shallowing of ML are related to earlier
spring blooms. Using satellite data from 2003 to 2017 along
the Norwegian coast, Vikebø et al. (2019) found that years
with strong winds delay the spring bloom onset. Using a water
column model, Opdal et al. (2019) suggested that reducing the
water transparency could delay the spring bloom onset in the
North Sea. While these studies provided valuable insight on
the variability of spring blooms onset and its potential driving
mechanisms, still little is known about the duration, date of the
peak and intensity of the spring bloom. Besides, the phenology
of summer blooms has not been addressed to our knowledge in
this region. Thanks to the available extended period of optical
remote sensing data (from 1998 to present), one can now
more robustly assess the spatial distribution, climatology, trend
and potential drivers of interannual variability of both spring
and summer blooms.

Here we take advantage of ocean color remote sensing data to
provide a comprehensive assessment of both spring and summer

blooms phenology in the Barents, Norwegian, and North seas.
We use pattern recognition tools to cluster the bloom phenology
in regions of comparable statistical behavior, which reduces
small-scale noise and allows for a coherent visualization of the
properties of the blooms phenology–onset, duration, peak day
and intensity. Furthermore, the extended data set used (2000–
2020) allows for providing a primary analysis of the trend of the
property of the bloom phenology and of potential drivers that can
influence the interannual variability.

MATERIALS AND METHODS

Study Region
This study focuses on the Norwegian shelf seas, including the
North Sea, the Norwegian Sea, and the Barents Sea entrance
(Figure 1). The North Sea is shallow, with depth varying from
20 m in the southern region to 700 m in the south of Norway
(Eisma et al., 1987). In the Norwegian Sea, the shallowest waters
are on the Norwegian Continental Shelf, varying from 100 to
400 m, and the deepest waters are in the Norway Basin, ranging
from 3600 to 3800m. The Barents Sea has a wide continental shelf
varying from 100 to 300 m deep (Perry, 1986).

Two significant currents dominate the circulation in the
study region, the Norwegian Atlantic Current (NwAC) and the
Norwegian Coastal Current (NCC). The NwAC originates from
the North Atlantic Current as it flows between the Faroe Islands
and Scotland and continues northward along with the Norwegian
Continental Shelf break. TheNwAC splits into two branches close
to the Barents Sea. One branch flows eastward into the Barents
Sea, while the other flows northward into the Fram Strait (Furevik
et al., 2002; Eldevik et al., 2009). The NCC flows from the south
of Norway and along the Norwegian coast up the Barents Sea.
It is substantially fresher than the Atlantic Water as it transports
fresh waters from the land inflow, the Baltic Sea and the North
Sea (Mork, 1981).

Satellite Chlorophyll-a Measurements
Chlorophyll-a concentration (mg m−3) is used as a proxy to
phytoplankton biomass and has been retrieved regularly by
satellite remote sensing since 1998. We accessed satellite data
from the European Space Agency (ESA) Ocean Colour Climate
Change Initiative (OC-CCI) project (Sathyendranath et al., 2019),
product version 5, which has a spatial resolution of 4 km at a fixed
geographical grid and binned in an 8-day average between 1998
and 2020 (Table 1). The OC-CCI data is intended for climate
studies and merges Chl-a concentration estimated from MODIS,
MERIS, OLCI, SeaWiFS, and VIIRS sensors. We have used the
data set in the 8-day average bin so that cloud contaminated
grid cells are reduced and allow a continuous estimation of the
Chl-a time series. From 1998 to 1999, there is only SeaWiFS
data available and many grid cells with gaps in the high latitudes
of the Norwegian Sea. Thus, we have excluded these 2 years
from our analysis.

Global validation of the OC-CCI satellite data with in situ
Chl-a measurements (n = 17901) showed good agreements
between the two data sets–with a correlation coefficient (R)
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FIGURE 1 | The study region. The red box delimits the area where the blooms phenology is assessed. Red arrow is a coarse representation of the NwAC and blue

arrow is the NCC. Abbreviations are Faroe Islands (FO), Norway (NO), and Scotland (SCT).

of 0.78, a root mean square difference of 0.3 mg m−3 and
a bias of 0.003 mg m−3 (Calton, 2020). Note that the OC-
CCI product uses an algorithm tuned to perform best in
open ocean case-1 waters, where the phytoplankton abundance
controls both direct and indirect the optical properties of
water (Morel and Prieur, 1977). The OC-CCI Chl-a product
has limited validity for coastal case-2 waters where the land

input or resuspension of suspended particulate matter (SPM)
and yellow substance contributes significantly to the optical
properties. Since case-2 waters occur mainly close to the coastline
and standard case-1 water algorithms perform poorly in such
regions (Blondeau-Patissier et al., 2004; Folkestad et al., 2007),
we have discarded grid cells within 30 km off the coastline
from the analysis.
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TABLE 1 | Summary of the data used in this study.

Source Variables Spatial

resolution

Temporal

resolution

Temporal

range

OC-CCI Chl-a (mg m−3) 4 km 8 days 2000–2020

Chl-a (mg m−3) 4 km Daily 2000–2020

CCI/C3S SST (◦K) 0.05◦ Daily 2000–2020

GlobColour SPM (g m−3) 4 km 8 days 2000–2020

TOPAZ MLD (m) 12.5 km Daily 2000–2020

IFREMER

CERSAT

Wind Speed (m s−1) 0.25◦ 6 h 2000–2019

NMDC In situ Chl-a (mg m−3) – – 2000–2017

PRG In situ Chl-a (mg m−3) – – 2000–2016

NVE River flow (m3 s−1) – Daily 2000–2020

This study relies entirely on exploiting information on the
phytoplankton dynamics derived from satellite remote sensing
sensors. Since passive sensors depend on the solar light scattering,
there is no optical satellite data in the winter darkness. Reliable
data are only available from February to November in the
southern region of the study region and from March to October
in the northern region. Although the low sun angle and light
availability during the winter may not be sufficient to trigger
algae blooms, the bloom onset may occur just before the
satellite measurements have sufficient quality when the light
starts increasing. This issue was observed in the North Sea (see
section “Sub-regions and Chlorophyll-a Validation”).

Auxiliary Data
Auxiliary data is used to correlate the interannual variability of
bloom phenology (onset, peak day, duration, and intensity) with
potential key drivers. The parameters assessed are the mixed layer
depth (MLD), sea surface temperature (SST), wind speed, SPM
concentration, and river runoff (Table 1).

We accessed SST (K) from the ESA SST CCI and C3S global
SST Reprocessed product level 4, available on the Copernicus
Marine Environment Monitoring Service (CMEMS)1. The
product is created by running the Operational Sea Surface
Temperature and Sea Ice Analysis (OSTIA) system (Good
et al., 2020), which combines satellite (AATSR, ATSR, SLSTR,
and AVHRR) and in situ observations to produce gap-free
maps of daily average SST at 0.05◦ of spatial resolution
(Merchant et al., 2019).

Suspended particulate matter (g m−3) data was obtained by
satellite observations and accessed from the GlobColour project2.
SPM is estimated using Gohin (2011) algorithm on MODIS,
MERIS, OLCI, SeaWiFS, and VIIRS sensors, and binned at an
8-day interval at a 4 km of spatial resolution. Note that SPM is
estimated by radiometric measurements from the same optical
sensors used for estimating Chl-a concentration, and they may
share a common bias.

TheMLD (m) is provided by the CMEMSArcticMFCTOPAZ
system (Sakov et al., 2012; Xie et al., 2017). The TOPAZ system is
a coupled ocean–sea ice data assimilation system for the North

1https://marine.copernicus.eu/
2https://www.globcolour.info/

Atlantic and the Arctic Ocean. The model couples a Hybrid
Coordinate Ocean Model (Bleck, 2002) with an elasto-viscous-
plastic sea ice model (Hunke and Dukowicz, 1997). TOPAZ
assimilates available ocean and sea ice data with the Ensemble
Kalman filter (Evensen, 2003) every week. The MLD is calculated
using a density criterion with a threshold of 0.01 kg m−1, as in
Petrenko et al. (2013) and Ferreira et al. (2015).

Surface wind speed (m s−1) was obtained from the IFREMER
CERSAT Global Blended MeanWind Fields reprocessed product
accessed from the CMEMS. Wind speed is derived from
scatterometers (ASCAT-A and ASCAT-B satellites), the SSMIS
radiometers (F16, F17, F18, and F19 satellites) and the
WindSat radiometer onboard the Coriolis satellite. All satellite
observations are binned into a single product with a 6-hourly
wind field at a 0.25◦ of spatial resolution.

We use the daily flow data from the Tana (70.070◦N, 28.016◦E)
and Målselva (69.035◦N, 18.658◦E) rivers accessed from The
Norwegian Water Resources and Energy Directorate3. The river
flow was used as a proxy of coastal waters freshening to discuss
theMLD variability in sections “Barents Sea: Stronger, Earlier and
Shorter Spring Blooms Driven by Shallower Mixed Layer” and
“Mixed Layer Depth and Sea Surface Temperature Influence on
the Spring Bloom Phenology in the Norwegian Sea.”

Clustering Sub-Regions
We have used cluster analysis to objectively identify 20 sub-
regions of similar bloom phenology using the 21 years of Chl-a
time series. In the pre-processing, we subset the time series
between the Julian days 60 and 300 to exclude the winter
when there is a lack of data. Although we have accessed
Chl-a data binned in 8-day average, 30.8% of the data cube
(latitude × longitude × time) is still missing–mainly in the
Greenland Sea–due to the cloud contamination. We interpolate
those missing values as we need them for clustering the sub-
regions. For each year, we use linear interpolation (limit = 10-
time intervals) for filling the missing values over time, reducing
the missing data to 5.2%. The remaining missing values are in
the beginning and end of the time series in the higher latitudes.
Since we cannot interpolate values in the time series borders,
we filled them with 0.01, assuming that the Chl-a concentration
is virtually null but still present during the beginning and end
of the winter. We emphasize that the filling value with 0.01
was only used for clustering and not further used to assess the
blooms phenology.

We use principal component analysis to reduce the dimension
of 630-time intervals to 300 components, accounting for 95% of
the Chl-a time variability. Then, we use the k-means algorithm
(MacQueen, 1967) fed with the components as features and the
grid cells as observations. We chose the optimal number of sub-
regions (k) as the maximum value where coherent (spatially
continuous) sub-regions were still obtained. With more than
20 clusters, we got noisy sub-regions composed of a few grid
cells.We use the k-means++ algorithm (Arthur andVassilvitskii,
2007) to define the initial seeds and avoid changing the sub-
regions areas each time the k-means is reproduced.

3https://www.nve.no/
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In the post-processing, we observed that four sub-regions
in the Greenland Sea were heavily contaminated by clouds
and probably sea ice. We set a high interpolation limit of 10-
time intervals in the pre-processing to address this issue during
the clustering. However, this wide range of interpolation made
the Chl-a time series in the Greenland Sea too linear and
unrealistic to assess the blooms phenology. For this reason, we
have excluded those four sub-regions, resulting in 16 sub-regions.
Furthermore, a few grid cells along the sub-regions boundaries
were overlapping each other sub-region. We have smoothed the
boundaries by removing those grid cells and interpolating with
the nearest sub-region.

For assessing the clustering performance, we computed the
Silhouette score (Rousseeuw, 1987) using the 300 components of
every grid cell:

S (i) = b (i) − a (i)
max

(
a (i) , b (i)

) (1)

where S is the Silhouette score for a given grid cell i, b is the mean
nearest-cluster Euclidean distance, and a is themean intra-cluster
Euclidean distance. A Silhouette score higher than 0 means that
the Chl-a time series of one individual grid cell is more similar–in
the Euclidean space–to the cells of the same sub-region than the
remaining regions.

Satellite Chlorophyll-a Validation
We assess the performance of the OC-CCI Chl-a product in
the 16 sub-regions by comparing the daily OC-CCI Chl-a with
in situ Chl-a collected on the same day (Table 1). The in situ
Chl-a data was provided by the Norwegian Institute of Marine
Research (IMR) from two different sources. One was retrieved
from the Norwegian Marine Data Centre4 with the registered
id imr_11. The other was provided by the Plankton Research
Group (PRG) (courtesy of Dr. Kjell Gundersen) and was analyzed
by the Plankton Chemistry Laboratory at IMR. For measuring
in situ Chl-a, a standard volume (265 mL) is collected and
filtered onto a 25 mm GFF filter and stored frozen (−20◦C) until
analysis in the land-based laboratory. Samples are transported in
specially designed coolers, with an internal temperature recorder
rated for −20◦C for a minimum of 3 days. The samples are
thawed in 90% acetone in the laboratory and stored at +4◦C
overnight before analysis on a Turner Design 10AU fluorometer.
The fluorometer is regularly calibrated using a solid standard
with known fluorescence following Holm-Hansen and Riemann
(1978). Measurements of the top 10 m have been averaged to
compare well with the remote sensing data. Note that the satellite
data is calibrated with Chl-a estimated by high-performance
liquid chromatography (HPLC), which slightly differs from Chl-
a estimated by fluorometers available in this study (Neveux et al.,
1990; Reynolds et al., 2001; Giannini et al., 2021).

To match the in situ and satellite Chl-a data, we followed
the protocols described by Bailey and Werdell (2006) with
some slight adjustments. As the satellite product is a merged
output of different sensors and has more than one measurement

4https://nmdc.no/

time, we matched the satellite data with in situ data collected
on the same day and between 09:00 and 15:00 UTC+2. For
each match-up, we extracted the average of a 3 × 3 window
from the satellite product and compared it with the in situ
measurements. Besides, we computed the coefficient of variation
in the same window for assessing spatial homogeneity in the
satellite product. Windows with a coefficient of variation higher
than 30% were considered spatial heterogeneous and unsuitable
for assessing the satellite data accuracy, so we removed them.
Last, we removed a few in situ samples with values lower than
0.1 mg m−3, which were substantially overestimating the mean
absolute percentage error (MAPE).

The satellite Chl-a validation includes linear correlation (R),
MAPE, and the root mean squared error (RMSE):

Rx,y = cov (X,Y)

σXσY
(2)

MAPE (%) = 100
n

n∑
t=1

∣∣∣∣Xt − Yt

Xt

∣∣∣∣ (3)

RMSE
(
mg m−3) =

√∑n
t=1 (Xt − Yt)

2

n
(4)

where X and Y are the independent and dependent variables,
respectively; cov is the covariance function; σ is the standard
deviation; n is the number of samples; t is the sample. For the
satellite and in situ match-ups, X is the in situ Chl-a, and Y is
the satellite Chl-a. Furthermore, we also fit a linear regression
between satellite and in situmatch-ups.

Bloom Phenology Estimates
This study only focuses on the seasonal spring and summer
blooms that last a couple of weeks. As mentioned in section
“Satellite Chlorophyll-a Measurements,” the Chl-a ocean color
data is averaged into 8-day bins with the frequency of Chl-a
variations in each bin reaching as high as 1/8 day−1. We use
functional data analysis (Ramsay and Silverman, 2005) to smooth
the seasonal Chl-a time series and remove high frequencies from
Chl-a variability. We smooth each year time series of each grid
cell using a Fourier series with five basis coefficients. The number
of basis coefficients can significantly impact the smoothness of
the time series. On one hand, having too many basis coefficients
will fail to smooth the time series enough and contains the
high frequencies of Chl-a variability. On the other hand, too
few basis coefficients can exaggeratedly smooth the time series
and miss the phytoplankton blooms. We tested the number of
basis coefficients varying from 3 to 10 on 1 year of data, and
five basis coefficients were found to be the most suitable for
representing the seasonality of spring and summer blooms (not
shown). With less than four basis coefficients, some summer
blooms in the Barents Sea were not detected, and with more than
six basis coefficients, the weekly variability of Chl-a was included
for spring bloom in the North Sea.

We estimate the bloom onset, peak day, duration and intensity
using the smoothed Chl-a time series. The peak day corresponds
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to the local Chl-a maxima, and the bloom intensity is the Chl-a
concentration at the peak. Since there is high uncertainty in the
ocean color derived Chl-a concentration estimate below 0.5 mg
m−3 (see section “Sub-regions and Chlorophyll-a Validation”),
the local Chl-a maximum is only computed when values reach
more than 0.5 mg m−3.

Several methods were considered for estimating the bloom
onset from the time series of Chl-a observations, such as
the threshold method, the rate of change method and the
cumulative sum method (Brody et al., 2013). The threshold
method computes the climatological median of a Chl-a time
series, defines a threshold value above the median, and the onset
is estimated when the Chl-a concentration reaches this threshold.
The rate of change method estimates the onset as the date with
the highest increase of Chl-a before the peak. The cumulative sum
method computes the cumulative sum from the beginning of the
time series to the peak, and the onset is estimated when the sum
reaches a percentual threshold of the cumulative sum (e.g., 15%).
The threshold method cannot be applied in our case because
there is no data available during the winter, and the climatological
median of the Chl-a time series cannot be estimated. We found
the rate of change method to delay the onset by a few weeks
for blooms of longer duration (not shown). The cumulative sum
method estimates the onset when the Chl-a starts to increase
and can be applied despite the lack of winter data, and it is
retained for the following analysis. We use the 15% threshold to
estimate the bloom onset as recommended in Brody et al. (2013)
for subpolar regions.

Since the annual Chl-a time series usually has two peaks of
bloom intensity, in spring and summer, and the ocean color
data is not available at the beginning of the year during the
winter, we had to define the beginning of the time series for
computing each bloom onset. For the spring bloom onset, the
beginning of the time series was defined as the first local minima
of the annual Chl-a time series. For estimating the summer
bloom onset, the beginning of the time series was defined as
the first local minima between the first and second peaks. Last,
the bloom duration is estimated as the time between the onset
and peak day.

Climatology, Trends and Detrended

Correlation Assessment
We estimate the spring and summer blooms phenology for each
grid cell of each year. The climatological spring and summer
blooms onset, peak day, duration and intensity are estimated
by averaging the grid cells belonging to each of the 16 sub-
regions over the entire period. We also estimate the average
value of the auxiliary parameters during the climatological bloom
period (from onset to peak day) of each sub-region and year.
For computing the trends of all parameters assessed, we use the
sub-regions averaged values of each year and fit a linear least-
squares regression. In order to relate the interannual variability
of blooms phenology characteristics with key potential drivers,
we subtract the trends from the interannual variability. Then, we
use the Pearson correlation between the blooms phenology and
the auxiliary parameters.

The correlation significance level is estimated using a
probability density function (Student, 1908). For a given two
random datasets with zero correlation, a probability density
function of R is drawn for a given n (number of years). Then,
we use a two-sided Wald test between the estimated R and the
probability density function, and the null hypothesis is that the
R is zero for an α threshold of 0.05. In practical terms, for a
given n = 21 the −0.42 < R < 0.42 is insignificant. Note that it
was ensured that there is no autocorrelation in the interannual
variability. To estimate the trend significance, we test the slope
of the linear least-squares regression using a two-sided Wald test
with an α threshold of 0.05.

RESULTS

Sub-Regions and Chlorophyll-a

Validation
The Barents, Norwegian, and North seas have been clustered
into 16 sub-regions using the Chl-a time series (Figure 2). Four
sub-regions (1–4) are in the Barents Sea, six sub-regions are in
the Norwegian Sea (5–10), and the other six regions are in the
North Sea (11–16). All 16 sub-regions are well localized in specific
geographical regions except for sub-region 11, which starts in
the central North Sea, extends throughout Skagerrak and covers
the southern part of the NCC. Based on earlier investigations
(Pozdnyakov et al., 2017), we initially intended to split the sub-
region 11. However, all further clustering analyses gave nearly
identical results for splitting the sub-region further, so we decided
to keep it as one sub-region.

The 16 sub-regions showed heterogeneous annual Chl-a time
series patterns and, consequently, different spring and summer
blooms phenology (Figure 2). The sub-regions heterogeneity is
also supported by the Silhouette score, where 84% of the grid cells
showed values higher than 0 (Supplementary Figure 1). Most
grid cells with a Silhouette score lower than 0 are concentrated
on the sub-regions boundaries. The Chl-a time-series patterns
are expected to vary among the sub-regions smoothly rather
abruptly. Thus, Silhouette scores lower than 0 in the boundaries
represent transitional areas among the Chl-a time-series patterns
shown in Figure 2.

As explained in section “Satellite Chlorophyll-a
Measurements,” satellite data is only of sufficient quality
after the beginning of February to the end of October, and there
is no data available during the winter. This restriction limited the
assessment of the spring bloom phenology in the southernmost
sub-regions 11 and 14. There, Chl-a concentration only decreases
after the middle of February, and there is no spring peak. Besides,
the secondary bloom seems to reach its peak after October.
Without detecting the bloom peaks, it is not possible to assess the
bloom phenology in those regions. Another limitation occurs in
sub-region 2 and 10, where the summer bloom developed only
in a few grid cells and in some years. Since summer blooms seem
rare in those sub-regions, it is unfeasible to compute a robust
summer bloom climatology based on the 21 years dataset.

The OC-CCI product shows a fair agreement with in situ Chl-
a concentration in sub-regions from 1 to 12 (Figure 3). The
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FIGURE 2 | The clustered sub-regions (left) and their annual Chl-a time series (right). The solid black line is the average over the period 2000–2020 and the shaded

area is one standard deviation of the interannual variability.

R varies from 0.37 to 0.77, MAPE varies from 33 to 63% and
RMSE varies from 0.3 to 0.8 mg m−3. Most regions show results
comparable to the OC-CCI overall validation for case-1 waters,
which showed an R of 0.78 and RMSE of 0.23 for Chl-a logged
data (Calton, 2020). Besides, the match-up also shows that the
main source of the misfits relates to a satellite overestimation
of Chl-a concentrations for values lower than 0.5 mg m−3. This
overestimation for the lower-level concentrations is not of great
concern for assessing the seasonal bloom phenology because the
bloom is only computed when the peak reaches values above
0.5mgm−3. Furthermore, we do not have access to enough in situ
samples (n < 8) matching satellite data in sub-regions from 13 to
16. Since other studies show a need to use case-2 water algorithms
for retrieving Chl-a concentration in the south of the North Sea
(De Cauwer et al., 2004; Tilstone et al., 2012), we decided to
exclude those sub-regions in the assessment of bloom phenology.

Bloom Climatology
The average spring bloom in the North Sea (sub-region 12) starts
on March 10th and lasts until April 26th for 46 days (Figure 4),
reaching 1.2 mg m−3 at the peak during the studied period. In
the Norwegian Sea (sub-regions 6–10), the timing (onset, peak
day, and duration) of the spring blooms has high longitudinal
variability. The average bloom starts onMarch 30th in the eastern

side and onMay 3rd in the western sub-regions, reaching its peak
between May 10th and June 19th, respectively. The spring bloom
lasts between 39 and 45 days in most sub-regions. However, the
bloom lasts for 58 days in the sub-region 10 in the southern
Norwegian Sea, which is the longest spring bloom in the study
region. The spring bloom intensity varies from 1.1 to 1.4 mg
m−3 in the Norwegian Sea. In the Barents Sea (sub-regions 1–4),
the spring bloom starts between April 11th and 27th and ends
between May 7th and 28th, lasting for up to 33 days, which is
the shortest spring bloom of the study region. Nevertheless, the
Barents Sea shows the strongest intensity of the spring blooms
that vary on average from 1.8 to 2.7 mg m−3.

The timing and intensity of summer blooms have lower spatial
discrepancies than for the spring blooms. The summer bloom
begins on average from July 8th in the Barents Sea to August 1st
in the Norwegian Sea and it ends from August 3rd in the Barents
Sea to September 17th in the North Sea. The blooms last from
23 days in the Barents Sea to 48 days in the North Sea. Finally, the
summer blooms intensity varies between 0.9 and 1.2 mg m−3.

Bloom Phenology Trends
The spring bloom timing does not significantly change in the
North and the Norwegian seas over the 21 years study period,
but the spring bloom onset advances and the duration increases
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FIGURE 3 | Comparison between in situ and satellite Chl-a concentration for each sub-region. The black line is a linear model fitted using least squared regression,

and it is curved due to the axes log scale.

in the Barents Sea (Figure 5 and Supplementary Figure 2). In
sub-regions 1 and 3, the blooms onset advances by −0.74-day
year−1, and in sub-regions 3 and 4, the blooms duration increases
by 0.49-day year−1. Furthermore, the intensity of spring blooms
increases in the Norwegian Sea (Supplementary Figure 3) in
sub-regions 5 and 7, with a rate of 0.02 and 0.01 mg m−3

year−1, respectively.
The summer blooms significantly change from the North Sea

and the Barents Sea. The summer blooms onset and peak day is
delayed by 1.25-day year−1 in sub-regions 5, 6, 7, 8, 9, and 11.
The duration of the blooms also increases at a rate up to 0.35-
day year−1 in sub-regions 4, 6, 7, 8, 9, and 12. Last, the intensity
of blooms increases in sub-regions 7, 9, and 12 with a rate of
0.025 mg m−3 year−1.

Interannual Detrended Correlation
TheMLD interannual variability correlates with the spring bloom
timing and intensity in the North, Norwegian, and Barents seas
(Figure 6). The correlation varies between 0.51 and 0.74 with the
bloom onset and peak day and between−0.54 and−0.62 with the
intensity. Thus, despite a study arguing that the spring bloom is
not triggered by the shallowing of the ML and it starts in winter
when the MLD is maximum (Behrenfeld, 2010), our results show

thatMLD seems to regulate the timing of spring blooms. The only
exceptions are in sub-regions 2, 7, and 10, where MLD does not
correlate with the spring bloom phenology.

Sea surface temperature correlates with the spring blooms
timing and intensity in the Norwegian Sea but with inverse
relationships depending on the region. On one hand, warmer
waters are correlated with later and weaker spring blooms in
sub-region 7. On the other hand, warmer waters are correlated
with earlier spring blooms in sub-regions 5, 8, and 9, and
stronger spring blooms in sub-region 10. Wind speed and SPM
are correlated with the spring blooms just in a few regions.
Wind speed is significantly correlated with the Barents Sea spring
bloom timing and intensity, where weaker winds relate to earlier
onsets and peak days andmore intense blooms. SPM is correlated
to spring bloom timing in sub-regions 2, 8, and 9, and with the
intensity only in the North Sea, where low SPM concentrations
relate to stronger spring blooms.

The summer bloom correlates with physical and
biogeochemical parameters only in a few sub-regions
(Figure 7). Shallower MLD correlates with the earlier
summer blooms onset and peak day in sub-regions 8 and
9. Warmer SST correlates with later and longer summer
blooms in sub-regions 6, 7, 8, and 12, and with less intense
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FIGURE 4 | Climatology of spring and summer blooms phenology. The subplots are the spring bloom (A) onset, (B) peak day, (C) duration, and (D) intensity; the

summer blooms (E) onset, (F) peak day, (G) duration, and (H) intensity. The numbers in the onset and peak day are Julian days; in the duration are in days; in the

peak intensity are in Chl-a (mg m−3). Sub-regions where quantity is untrustworthy are masked in white.

FIGURE 5 | The trends of spring and summer blooms phenology from 2000 to 2020. The subplots are the spring bloom (A) onset, (B) peak day, (C) duration, and

(D) intensity; the summer blooms (E) onset, (F) peak day, (G) duration, and (H) intensity. Sub-regions where trends are insignificant (α > 0.05) are masked in white.
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FIGURE 6 | Detrended interannual correlation between the spring bloom phenology and MLD, SST, wind speed, and SPM. Red colors are positive correlations, blue

colors are negative correlations and white colors are used for insignificant correlations (α > 0.05).

blooms in sub-regions 3 and 8. Last, wind speed only
correlates with summer blooms intensity in sub-region 6,
and SPM only correlates with summer blooms intensity in
sub-regions 4, 5, and 6.

It should be noted that other remotely sensed and modeled
parameters have been considered but were not presented to
keep the paper concise. For spring bloom, photosynthetically

available radiation (PAR) has significant correlations in sub-
region 4 in a similar manner to MLD–albeit weaker. For
summer blooms, the correlations with PAR are at the edge
of significance and somewhat counter-intuitive–with higher
PAR linked to shorter and weaker summer blooms. Euphotic
depth (Zeu) and light attenuation coefficient (Kd) were also
considered. These are inherently related to the algae blooms–i.e.,
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FIGURE 7 | Detrended interannual correlation between the summer bloom phenology and MLD, SST, wind speed, and SPM. Red colors are positive correlations,

blue colors are negative correlations and white colors are used for insignificant correlations (α > 0.05).

Zeu and Kd change the blooms (Sverdrup, 1953) at the same
time the Chl-a change the Zeu and Kd (Kirk, 2011). Thus, we
retrieved high correlations. However, the correlations showed
that higher biomass blooms are correlated to higher Kd and

lower Zeu, meaning that the blooms probably control the
interannual variability of Kd and Zeu during the bloom rather
than the contrary. For this reason, PAR, Kd, and Zeu are not
presented in this study.
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DISCUSSION

Summer Bloom Delay
In the trends analysis, it appears that summer blooms are getting
delayed from 2000 to 2020. However, the possible causes of
this delay are unclear to us. The spring bloom exhausts the
nutrients on the surface, and associated with other factors such
as zooplankton grazing, leads to the ending of spring bloom. In
the poor nutrient waters of summer, the increase of MLD results
in an upwell of nutrients required for a summer or autumn bloom
(Glen Harrison et al., 2013; Wihsgott et al., 2019). Therefore,
we would expect that changes in the summer bloom phenology
are related to the MLD. For example, Martinez et al. (2011)
suggested that a possible cause for the weaker autumn bloom in
the North Atlantic (30–50◦N) was a delayed increase of MLD
during the autumn of the 2000s. We computed the MLD trend
during the summer bloom and down to 4 weeks before the
onset. Our results showed that there had been no significant
trend in the MLD from 2000 to 2020. Besides, we also computed
the trends of SST, SPM and wind speed, and none showed a
significant trend.

The lack of trends in MLD, SST, SPM and wind speed
suggests that other factors that are not assessed in this
study may be influencing the delay of summer blooms. For
example, bio-advection of phytoplankton and zooplankton
pressure. A recent study showed that bio-advection caused by
a faster intrusion of the North Atlantic Current is causing the
phytoplankton Emiliania huxleyi to increase in the Barents Sea
(Oziel et al., 2020). In the North Atlantic, the predominant
zooplankton species has been changing (Beaugrand, 2002), and
the new species biomass increases during autumn (Planque and
Fromentin, 1996). Martinez et al. (2011) suggested that the new
predominant zooplankton species increased the grazing pressure
in the autumn, probably leading to a weaker bloom in the
2000s. Likewise, the delay of summer blooms found in this
study could be related to the bio-advection of phytoplankton
or changes in the zooplankton community structure. Still,
no firm conclusion can be held yet on the reason of the
delayed summer blooms. This will be the topic of a follow-
up study.

Barents Sea: Stronger, Earlier and

Shorter Spring Blooms Driven by

Shallower Mixed Layer
The intensity of spring blooms in the Barents Sea (sub-regions
1, 3, and 4) showed the highest interannual variability of the
study area (Supplementary Figure 3). For example, varying from
1.2 mg m−3 in 2008 to 4.1 mg m−3 in 2002 in sub-region 3.
Besides, the intensity of spring blooms is negatively correlated
with the onset, peak day and duration (R < −0.44), meaning that
the spring blooms in the Barents Sea are typically either early,
short and strong or late, long and weak.

Two dynamical processes contribute to the nutrient loads
in the surface waters of the southern and central Barents Sea:
the lateral inflow of Atlantic waters that come from NwAC
and the vertical mixing when the ML is deeper during winter

(Wassmann et al., 2006). In March, the deep ML makes the
phosphate, nitrate and silicate evenly distributed in the water
column, reaching 0.85, 11.2, and 4.5 μM, respectively (Reigstad
et al., 2002). It was shown that springs with a deeper ML
are correlated with higher nitrate concentrations (Olsen et al.,
2003). However, deep ML and high nitrate concentrations do not
necessarily lead to stronger spring blooms. Our results suggest
that a shallower ML is correlated to stronger spring blooms.
Stratified waters reduce the phytoplankton sinking below the
euphotic zone, which may be critical in the Barents Sea, where
one of the predominant phytoplankton taxa is Diatom that
quickly sinks due to its dense cell walls of silica (Degerlund and
Eilertsen, 2010). The high concentration of nutrients available at
the beginning of the bloom in March (Reigstad et al., 2002) could
be sufficient for developing the spring blooms, while interannual
variability of MLD would control the intensity and the timing of
the blooms. Nevertheless, a reduced level of nutrients available
in years of shallower ML can explain why stronger spring
blooms end sooner.

The seasonal ML shallowing during spring is driven by the
SST increase from solar radiation and the freshening of water
coming from sea ice melting, interactions with the fresher
fjord water systems and inflow of the NCC (Drinkwater et al.,
2003; Olsen et al., 2003; Loeng and Drinkwater, 2007). In
the sub-regions 1, 3, and 4, we found that the interannual
variability of MLD is significantly correlated with wind speed
(R = 0.58) and freshwaters discharge of Tana River (R = −0.65)
during the bloom. This indicates that calm waters and high
discharge of freshwaters may lead to shallower ML, resulting
in stronger spring blooms. This also explains why weaker
winds correlate with earlier and stronger spring blooms in
the Barents Sea.

Mixed Layer Depth and Sea Surface

Temperature Influence on the Spring

Bloom Phenology in the Norwegian Sea
Surface heating from solar radiation and freshening of the
coastal waters leads to the shallowing ML during the spring
in the Norwegian Sea, and the spring bloom starts when the
MLD reaches a lower depth than the Sverdrup critical depth
(Sverdrup, 1953). The MLD has been shown to influence the
spatial variability of spring blooms onset (Naustvoll et al.,
2020). Our results show that MLD is also a possible driver of
the interannual variability of bloom onset and peak day. The
positive correlation between MLD and the spring blooms onset
and peak day in the sub-regions 5, 6, 8, and 9 (R > 0.58)
suggests that a shallower ML favor earlier spring blooms. In
sub-regions 5, 8, and 9, interannual SST is correlated with
MLD (R < −0.46), and consequently, SST is also correlated
with the spring bloom timing. In sub-region 6, only the
Målselva River inflow has a significant correlation with MLD
(R = −0.55). Therefore, warmer years during the spring
could lead to shallower ML and earlier blooms from the
middle to the northwestern Norwegian Sea, while the spring
bloom in sub-region 6 behaves similarly to spring blooms in
the Barents Sea.
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The SST is correlated with the spring blooms in sub-regions 7
and 10 without the influence of MLD. In both sub-regions, MLD
has not correlated with SST and the spring blooms as observed
in the remaining Norwegian Sea. Besides, the spring bloom
intensity of both sub-regions shows an inverse relationship with
SST. Warmer waters are correlated with stronger blooms in sub-
region 10, whereas colder waters are correlated with earlier and
stronger blooms in sub-region 7. Without the influence of SST
on MLD interannual variability, two hypotheses could explain
why warmer waters are correlated with stronger spring blooms
in sub-region 10. First, warmer waters increase the growth rate
of phytoplankton (Eppley, 1972; Moisan et al., 2002; Bissinger
et al., 2008), and during the spring bloom, a higher growth
rate could support the bloom to reach higher Chl-a biomass.
Second, warmer waters could indicate a higher intrusion of
Atlantic waters from the North Atlantic Current. If Atlantic
waters are associated with the input of nutrients in sub-region
10, more nutrients could lead the spring bloom to higher Chl-
a biomass.

Regarding sub-region 7, warm Atlantic waters trapped in
mesoscale anticyclonic eddies were found to delay the spring
blooms in the Norwegian Shelf (Hansen et al., 2010). However,
the spring bloom delay in the eddy was probably caused
by the delayed shallowing of the ML, and our results have
not shown a relationship between SST and MLD in sub-
region 7. Thus, we have not found a plausible explanation
why colder waters could relate to earlier and stronger spring
blooms in this region.

Shallower Mixed Layer Drives Clearer

Waters and Stronger Spring Blooms in

the North Sea
The average spring bloom intensity in the sub-region 12 ranges
from 0.9 to 1.5 mg m−3, and it is significant correlated with
MLD and SPM. A shallower ML reduces the phytoplankton
sinking to deeper waters, and a lower SPM concentration
increases the euphotic zone and the light available to the
algae photosynthesis. Moreover, we also found that SPM is
correlated with MLD during the spring bloom (R = −0.44).
A previous study showed that surface SPM variability in the
North Sea is correlated with the bed shear stress caused
by oceanic waves, but only for months with a deep ML
(Wilson and Heath, 2019). In March, deep ML allows the
bed shear stress to increase the surface SPM concentration
(R2 = 0.47). In April, the MLD decreases and the bead
shear stress is no longer correlated with the surface SPM
variability. The climatological spring bloom in sub-region 12
starts on March 10th and ends on April 26th, and this
implies that the relation between MLD, bed shear stress
and SPM are strongly correlated for almost half of the
bloom period. Therefore, the compound influence of SPM
and MLD was found to explain the intensity of spring
blooms. Years of shallower ML reduces the phytoplankton
sinking and could lead to more transparent waters, resulting
in more sunlight available to photosynthesis and, hence,
stronger spring blooms.

CONCLUSION

This study presents an exhaustive analysis of the regional spring
and summer blooms phenology for a region that extends from
the Barents, Norwegian to the North seas using an extended
and novel clustering analysis. The regional climatology and
trend of the phytoplankton blooms phenology, as well as
a primary analysis of the co-variability of potential drivers
with interannual variability, are presented and discussed. In
the Barents Sea, we found that low wind amplitude and
increased freshening lead to springs with shallower ML, and
more stratified waters are related to spring blooms starting
earlier and reaching higher biomass during the peak. In the
Norwegian Sea, we found that SST has an opposed correlation
with spring blooms. There, warmer waters are correlated with
earlier and higher biomass blooms from the north of Scotland
to the off-shore central parts of the Norwegian Sea, but lower
temperatures are correlated with earlier and higher biomass
blooms in the eastern Norwegian Sea. In the North Sea,
springs with shallower ML limits the SPM increase by bottom
shear stress, favoring an environment of more stratified and
clearer waters, correlating well with blooms of higher biomass.
Last, we also found a rapid delay in the onset and increased
biomass of the summer blooms during the past 21 years in
almost the entire study region. The summer blooms are starting
later, ending later, getting longer and reaching higher Chl-
a concentrations.
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RVVS% VS–RV% RWX% VY–VZ% \Y% VY–XS% ZVV%
RVVY% VS–VZ% XXY%%% VS–]X% XZ\%
RVXV% VS–VS% SYY% XV–XX% ]X% VS–R\% Q\\%
RVXR% VQ–]V% ZZQ%%% VS–XS% X\X%
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