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Cellular and environmental dynamics
influence species-specific extents of
organelle gene retention
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Mitochondria and plastids rely on many nuclear-encoded genes, but retain
small subsets of the genes they need to function in their own organelle
DNA (oDNA). Different species retain different numbers of oDNA genes,
and the reasons for these differences are not completely understood. Here,
we use a mathematical model to explore the hypothesis that the energetic
demands imposed by an organism’s changing environment influence how
many oDNA genes it retains. The model couples the physical biology of
cell processes of gene expression and transport to a supply-and-demand
model for the environmental dynamics to which an organism is exposed.
The trade-off between fulfilling metabolic and bioenergetic environmental
demands, and retaining genetic integrity, is quantified for a generic gene
encoded either in oDNA or in nuclear DNA. Species in environments with
high-amplitude, intermediate-frequency oscillations are predicted to retain
the most organelle genes, whereas those in less dynamic or noisy environ-
ments the fewest. We discuss support for, and insight from, these
predictions with oDNA data across eukaryotic taxa, including high oDNA
gene counts in sessile organisms exposed to day-night and intertidal oscillations
(including plants and algae) and low counts in parasites and fungi.
1. Introduction
Most eukaryotic cells contain bioenergetic organelles: mitochondria and, in the
case of photosynthetic organisms, plastids (including the particular case of
chloroplasts). These organelles were originally independent bacteria with
their own genomes, and through the evolutionary history of endosymbiosis,
they have transferred most of their genes to the nuclear genome of the host
cell or lost them completely [1–6]. The transfer of genetic material for organelle
to nucleus is ongoing in several species [7,8]; experiments have characterized
the rate of this process in plants [9] and several molecular mechanisms have
been proposed for the transfer process [7]. However, a common (but not univer-
sal) feature of present-day eukaryotes is that they have retained a small subset
of their genes in their own organelle DNA (oDNA), with oDNA in different
species containing strikingly different gene counts [1,10–12].

Transfer to the nucleus provides some genetic advantages to organelle
genes that are absent in the organelle genome [1,5]. Nuclear encoding helps
avoid sources of mutation in the organelle compartments, which include chemi-
cal damage from free radicals [13] and replicative errors [14] (which may be
more dominant [15]). Nuclear encoding also helps the avoidance of Muller’s
ratchet (the irreversible process of accumulation of deleterious mutations) pre-
sent in the organelles [10,16] and allows sexual recombination and DNA repair
in the nucleus [13]. Given these advantages, the question of why bioenergetic
organelles retain the genes that they do has been debated for years. At the
most fundamental level, there are two pertinent subquestions. The first, gene-
centric, question is what makes a given gene more or less likely to be retained
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in oDNA. The second, species-centric, question is what
makes a given species more or less likely to retain a higher
or lower number of oDNA genes.

The first question, why a given gene is more or less likely
to be retained in oDNA, has had several potential answers
proposed over time (summarized in Giannakis et al. [11]). It
has recently been shown that a combination of these can
help explain gene-specific patterns of oDNA retention
across organelles and eukaryotes [11]. Of particular note
here are the hydrophobicity hypothesis [17] and the co-local-
ization for redox regulation (CoRR) hypothesis [13,18–21].
The hydrophobicity hypothesis asserts that hydrophobic
gene products are harder to import to the organelle from
the outside (either due to translocation into the organelle
[1,22] or mistargeting [17,23], proposing that organelle
genes encoding hydrophobic gene products are thus more
likely to be retained in the organelles. The CoRR hypothesis
proposes that genes are retained in oDNA to allow local,
tight control of the energetic machinery [20,21], so that orga-
nelles can better adapt to imposed energetic demands. This
idea is supported by the importance of retained oDNA
genes in controlling redox processes [2,11,21].

The second question, why some species retain more orga-
nelle genes than others, remains more open. There exists
substantial diversity in oDNA gene counts across eukaryotes
[3,11]. Some jakobid protists retain over 60 protein-coding
mitochondrial DNA (mtDNA) genes, plants retain fewer
and metazoa fewer still with a common 13-protein gene pro-
file shared by a large majority of taxa (including humans).
The highest plastid gene counts found so far appear in the
group of red alga Rhodophyta with over 200 protein-coding
plastid DNA (ptDNA) genes and up to 35 protein-encoding
mtDNA genes. By contrast, parasitic species (notably includ-
ing alveolates) contain very few protein-coding mtDNA and
ptDNA genes and some have even lost mtDNA entirely [24].

Some specific instances of this diversity have theoretical
explanations. Parasitic organisms, for example, can hijack
metabolic and energetic budgets of their hosts, so presum-
ably, organelle genes are lost since their bioenergetic
organelles have fewer required functions. Self-pollinating
and clonal plant species have transferred more mtDNA
genes to the nucleus than outcrossing plants [25], which
has been theoretically explained by the acceleration of ben-
eficial transfer by self-pollination [26]. But how can the
diversity of oDNA gene counts in other taxa be explained?

To address this species-specific question, we focus on how
the energetic demand imposed by the environment changes
over time. Following the CoRR idea that retaining genes in
oDNA improves organelles’ local responses to changing con-
ditions, we hypothesize that organisms facing large and/or
rapid environmental changes in bioenergetic demand require
more local control over organelle machinery to respond to
these changes [27]. The hypothesis suggests that organisms in
stable and low-demand environments (including parasites)
require less organelle control, as the production of energy is
not so challenging.Organisms subject tomore dynamic environ-
mental demands (for example, diurnal oscillations of light or
semidiurnal oscillations of tide) require tighter control over chal-
lenging energetic and metabolic demands, so these organisms
are predicted to retain a higher count of oDNA genes.

Hypotheses about evolutionary processes can be challen-
ging to test with experiments. Quantitative modelling can
shed light on evolutionary pressures and dynamics, as
demonstrated by powerful theoretical studies exploring the
coevolution of oDNA and the host cell [28–32], and models
of the specific features involved in oDNA gene retention
[11,33], although few quantitative models to our knowledge
have explored CoRR in the same depth. Here, to test our
hypothesis, we propose and analyse a mathematical model
for a given organelle gene in a given organism. This model cap-
tures the interplay of cellular processes (like gene expression,
import of gene product to the organelle and degradation),
environmental dynamics (like the amplitude and frequency of
an environmental wave, also understood as the energetic
demand placed on the organism) and the proportion of wild-
type oDNA which allows the organelle to functionally syn-
thesize the gene products it needs. We use the model to
probe how environmental dynamics influence the organism’s
ability to meet energetic demands for each of the two cases of
encoding compartments: the nucleus and the organelle, provid-
ing a general quantitative framework to explore links between
CoRR, environmental dynamics and gene retention.
2. Methods
(a) Model description
The mathematical model explores the ability of an organism to
meet environmental demands, considering the interplay of cell
biological processes and particular model environments. It is
summarized in figure 1 and built up in stages as follows.

(i) Cell biological processes: gene expression, transport and
degradation

The setup of the model is for a generic gene encoding organelle
machinery. The gene may be encoded in the organelle, or in the
nucleus of the cell, in which case it must be transported to the
organelle through the cytosol. We assume that there is no systema-
tic difference in the intrinsic properties of this representative gene
between the two possible encoding compartments, neglecting, for
example, differences in genetic code that may be required for the
different locations [7]. Working at a coarse-grained level, we will
use this general picture to describe both mitochondria and plas-
tids. The model has two dynamic variables: xm(t) is the available
amount of functional gene product in the organelle at time t
(for example, the various protein subunits of electron transport
chain complexes) and xc(t) is the available amount of gene product
in the cytosol at time t.

The parameters of the model for the cellular processes
include the following non-negative constant rates: λ is the base-
line synthesis rate of gene product (which will be scaled by the
cell’s response to the environment, see below), D is the import
or transport rate of gene product from the cytosol to the orga-
nelle, νm, νc are the degradation rates of gene product in the
organelle and in the cytosol, respectively. We also include a par-
ameter p, the proportion of wild-type oDNA which allows the
synthesis of functional gene product in the organelle. This par-
ameter is required to capture the potential for oDNA damage,
which occurs on longer (evolutionary) time scales than the cell
biological processes above. Instead of modelling both gene
expression and mutation time scales explicitly, which would
require a rather more involved simulation setup, we coarse-
grain the effect of mutation into this expected oDNA damage
load which stays constant over a cell lifetime. This damage can
be pictured as arising from mutation in the history of the lineage
of the cell; the purpose of our study here is to characterize the
balance between this potential accumulation of oDNA damage
and the selective pressure favouring oDNA encoding. Lower p
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Figure 1. Model outline. (a) The cell biological processes modelled in gene
expression and translocation. A gene encoded in the organelle (corresponding
to model index α = 0) is expressed with rate λ from wild-type oDNA. The
proportion of functional, wild-type oDNA is p, with the remaining proportion
assumed to be mutationally damaged and incapable of producing functional
machinery. An organelle gene encoded in the nucleus (corresponding to
model index α = 1) is expressed from nDNA with rate λ, and its gene product
is imported to the organelle with a transport rate D. The labels xc and xm rep-
resent the amount of gene product in the cytosol and organelle, respectively,
and νc and νm are degradation rates in those compartments. (b) Environmental
supply and demand. The environment places demand on the organelle machin-
ery. For oscillating signals, this demand has mean a, relative amplitude b and
frequency k/τ. Organelle gene products xm will respond to this demand: follow-
ing some transient behaviour an oscillation will also occur. An instantaneous
cost C(t) is incurred, being the absolute difference between environmental
demand E(t) and functional machinery supply xm(t).
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corresponds to more oDNA damage, compromising the
expression of functional organelle machinery; p = 1 corresponds
to perfect oDNA and hence the maximum possible expression
capacity. The propensity for oDNA damage in an organism,
both within a lifetime and across generations, will act to reduce
p. The cell processes and properties described by these
parameters are illustrated in figure 1a.

The parameters D and νc describe the ability of a nuclear-
encoded gene product to translocate to its required position in
the organelle. These can be used to model different mechanisms
proposed for the hydrophobicity hypothesis. One mechanism is
that hydrophobic gene products cannot readily be unpacked to
import into the organelle [1,22], corresponding to a high value
of the degradation rate in the cytosol νc, as the gene product is
merely lost and hence can be considered as degraded. Another
mechanism is that the gene product is mistargeted, usually to
the endoplasmic reticulum [17,23], so that the import to the orga-
nelle takes a much longer time: corresponding to a low value of
the transport rate D.
(ii) Coupling of the environmental supply-and-demand model
and the cell biology processes

We denote by E(t) the energetic demand placed on the cell by the
environment. The goal of the cell is to match xm(t), the ‘supply’ of
gene product present in the organelle, to environmental demand
E(t). We picture the cell as sensing, and able to respond to,
environmental demands by expressing genes that support
organelle function. Hence, we define a feedback signalling func-
tion f (E(t), xm(t)) that controls the production of gene product as

f ðEðtÞ, xmðtÞÞ ¼ EðtÞ � xmðtÞ if xmðtÞ , EðtÞ
0 if xmðtÞ � EðtÞ:

�
ð2:1Þ

Since the dynamics depend on the compartment where the
organelle gene is encoded (the organelle itself or the nucleus),
we use a coefficient α as a model index representing the encoding
compartment, where α = 0 if the gene is in the organelle or α = 1 if
the gene is in the nucleus.

We then have our model of first-order, linear ordinary differ-
ential equations describing the instantaneous rates of change of
the variables xm(t) and xc(t) as

dxm
dt ¼ ð1� aÞlpfðE, xmÞ þDxc � nmxm

and dxc
dt ¼ alfðE, xmÞ �Dxc � ncxc

)
ð2:2Þ

for either α = 0 or α = 1. The right-hand-side terms respecti-
vely describe gene expression in response to environmental
demand, transport from the cytoplasm to the organelle, and
degradation of gene products. We take initial conditions (xm(0),
xc(0)) = (0, 0), but we focus on long-term behaviour after the cor-
responding transient periods have disappeared, described below.

The mathematical properties of equation (2.2) are studied in
the electronic supplementary material, text A.1-A.3, including
well-posedness (A.1) together with existence and stability of
equilibrium points (A.2 and A.3).
(iii) Bioenergetic cost
The model is of supply-and-demand nature by equation (2.1), so
as in previous quantitative work [34], we can define a cost func-
tion that measures how well the organelle supplies the organism
with the energetic and/or metabolic requirements that its
environment demands. A high cost corresponds to supply far
away from the demand, either surplus or deficit. This cost func-
tion depends on the specific encoding compartment, so that the
compartment incurring the lowest cost is interpreted as the most
favourable in which to encode the gene. We define the cost func-
tion as the absolute difference between environmental demand
E(t) and supply of functional gene product in the organelle
xm(t) integrated over the time window [ti, tf ]:

caðti, t f Þ ¼
ðt f
ti
j EðtÞ � xmðtÞ j dt: ð2:3Þ

This supply-and-demand model is illustrated in figure 1b. To
ensure the robustness of our results, we consider different
choices of cost functions (electronic supplementary material,
figures S4, S13 and S14) and show that the model’s behaviour
is similar across several choices.
(iv) Specific types of environmental demands
We explore the extent to which an organism is likely to retain
oDNA genes by looking at the influences that different types of
environmental demands E(t) have on the system. We consider
static environments, periodically changing environments and
randomly changing environments.

Static environments are simply modelled with E(t) = a. For
the case of a periodically changing environment, we let a > 0 be
the time-averaged value of environmental demand, ab the ampli-
tude of the oscillation (with b seen as the relative amplitude), τ
the characteristic time-scale of the system (for example, a day
in a physical context) and k the frequency of the oscillation rela-
tive to the time scale τ (figure 1b). We then model the energetic
demand placed on the organism by a periodically changing
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environment as a wave E(t) = Ep(t) where Ep(t) is defined as

EpðtÞ ¼ a 1þ b sin
2pkt
t

� �� �
for b [ ½0, 1�: ð2:4Þ

For a randomly changing environment, we consider E(t) as a
stochastic process which is either uncorrelated white noise (as
used in descriptions of terrestrial environments [35]), or corre-
lated red noise (as used in descriptions of marine and coastal
environments [35]), also called a random walk.

For numerical implementation of the noisy environments, for
a time interval ½0, G� of the model, we define a partition
0 ¼ s0 , s1 , . . . , sk�1 , sk ¼ G so that D = {di}i∈I, where di = [si,
si+1], is the collection of time subintervals. We then consider D to
be the time-discrete, finite and bounded domain of the time-
continuous series of white and red noise. The range of both
types of noise is [0, 2a], so that the average value is a as for the
periodically changing environment (equation (2.4)).

For each i, we draw a random number ui that has a uniform
distribution in [0, 2a], i.e. ui ∼U(0, 2a). White noise Ew(t) is then
defined as

EwðtÞ ¼ ui for t [ di: ð2:5Þ

To define red noise Er(t), we write the accumulation of ui
with a step-size |di| = si+1− si, and we keep it bounded in
[0, 2a] as

wi ¼ maxð0, minð2a, wi�1 þ jdijðui � aÞÞÞ,
then we define Er(t) as

ErðtÞ ¼ wi for t [ di: ð2:6Þ

(b) Biological parameterizations
The specific values of the rates involved in our model vary
substantially across species, and across genes in the same
species. However, we can both connect with biological quantities
at a coarse-grained level to interpret our model in an informative
way [36], and also scan through plausible ranges of the par-
ameters involved to explore the range of possible behaviours of
system under different biological cases.

We take characteristic rates measured for the case of yeast
Saccharomyces cerevisiae as reference for our model. The synthesis
rate of gene product is a combination of transcription and
translation, the rates of which vary substantially across genes;
we will explore orders-of-magnitude ranges in these parameters
throughout this study. As first estimates, a transcription rate of
0.12 min−1 messenger RNA molecules [37] and a translation
rate of 0.43 min−1 protein molecules [38] give an overall rate of
around 0.1 min−1. We will investigate our model’s behaviour
over a range of several orders of magnitude here, but we begin
by choosing a general time scale that is within a typical range
for these processes, choosing T = 10 min to be the time unit in
our model, so that the synthesis rate is set as λ = 1 T−1 for simu-
lations by default (the effect of different synthesis rates are
shown in electronic supplementary material, figures S11 and
S12). The average scale of protein half-lives in the cytosol of
43 min [39] gives νc≈ 0.1 T−1. Protein half-lives in the mitochon-
drion vary dramatically across hours and days for different
genes, suggesting a possible range of νm≈ 0.01− 0.1 T−1 [40].
Import rates to the mitochondrion also vary substantially
across genes, suggesting D≈ 0.1–10 T−1 [41]. The model par-
ameters that we map therefore contain a range of values that
correspond to plausible dynamics for real genes. Different
eukaryotic species will have different values for these par-
ameters, but the ranges we consider are compatible with
observations across kingdoms (for example, [42]).

We set a time window [0, 2 × 144] of 2 days in T time units for
the numerical simulations. To remove the transient periods
determined by the initial conditions (xm(0), xc(0)) = (0, 0) and
focus on the equilibrium phases of the system, we use the first
day [0, 144] as an equilibration step. Then we take the solutions
of the model and compute the respective cost functions (equation
(2.3)) only for the last full day, which corresponds to the time
window [144, 2 × 144].

In the periodic environment Ep(t) (equation (2.4)), we set the
characteristic time-scale τ to be a full 24 h period in T units, i.e.
τ = 144T (τ = 144T = 144 × 10 min = 24 h). So k = 1 corresponds to
diurnal oscillation (as with day-night cycles), and k = 2 to
semidiurnal oscillation (as with tides).

The wild-type proportion of oDNA p is a coarse-grained
measure of oDNA integrity in our model as described above.
Rather than attempting to set this value to match a given bio-
logical instance, we will explore the behaviour of the system
as it varies. p can be pictured as a snapshot value from the
ongoing process of oDNA damage accumulation, segregation
and mitigation [43,44].

(c) Numerical implementation
The numerical simulations and visualizations of results were
all performed in Python. The model of ordinary differential
equations presented in equation (2.2) was solved using the
numerical integrator scipy.integrate.odeint that uses the
method LSODA from the FORTRAN library odepack [45,46].
The heatmaps were made using seaborn [47], and the time-
lines and phase portraits were made using matplotlib.pyplot
[48]. The integral of the cost function (equation (2.3)) was
computed using the composite Simpson’s rule using scipy.inte-
grate.simps. Mathematical expressions were implemented using
NumPy [49] and mpmath [50]. The code can be found
in https://github.com/StochasticBiology/Environmental-oDNA-
retention.git.

(d) Bioinformatics
The curation of oDNA gene counts follows and builds upon the
pipeline for eukaryotic oDNA analysis in [11]. All available com-
plete mtDNA and ptDNA sequences were downloaded from
RefSeq [51]. Gene annotations were systematized with BioPython
[52] according to a manually-curated list of label substitutions,
taken from and validated in [11]. The subset of protein-coding
genes in these lists (omitting RNA genes, gene fragments, open
reading frames not known to encode a protein and various
other anomalous entries) present in each species’ oDNA was
then recorded. The species in the dataset were embedded in a
Common Taxonomy Tree [53] and the members of each basal
eukaryotic clade compiled into a corresponding set using R
[54], with libraries ggplot2 [55], gridExtra [56] and phytools [57].
3. Results
Our model, described in the Methods, pictures the environ-
ment as imposing metabolic and bioenergetic demands on
the cell, which may be static or vary periodically or randomly
over time. This may correspond, for example, to diurnal vari-
ation in light levels, temperature, animal activity and so on; to
semidiurnal tidal variation in oxygenation and salinity; or to
more rapid variation due to bursts of activity, fluctuating
shade or other conditions. The cell expresses organelle
genes to produce gene products in an attempt to supply the
required machinery to meet this demand. Genes may be
encoded in either the nucleus, in which case their gene pro-
ducts must be imported to the organelle, or in the
organelle, in which case the genes are potentially subject to
mutational damage. We integrate the absolute difference

https://github.com/StochasticBiology/Environmental-oDNA-retention.git
https://github.com/StochasticBiology/Environmental-oDNA-retention.git
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between supply and demand over a simulated time window
to calculate the cost for each compartment (equation (2.3)) for
a given parameterization.

There are several parameters in the model corresponding to
cell biological and environmental quantities [58]. Some key par-
ameters are the synthesis of gene product λ, the transportD and
the degradation of gene product in the organelle νm and in the
cytosol νc. We also consider a measure of oDNA integrity, inter-
preted as the proportion p of wild-type, functional oDNA.
Rather than attempt an exhaustive characterization of the full
parameter space in the main text, we focus on several cases
which illustrate the more general trends, and support these
examples with other results in the electronic supplementary
material, information. We explore biologically plausible
ranges of parameters, with simulation time unit T = 10 min set-
ting the scale for other parameters (see Methods), and
simulating for a time scale of a full day after allowing transient
behaviours to disappear. Across these ranges, we report how
the balance between environmental response and mutational
load changes with the relative values of the model parameters,
rather than focussing on specific absolute values (which change
within and between cells and species).

(a) Static environments
To explore the influences of the different cell biological par-
ameters on the model, we first look at the case of a static
environment, where E(t) = a for all t. In electronic supplemen-
tary material, text A.2, we algebraically find the solutions of
the system when it is in equilibrium, and from there we can
directly compute the instantaneous cost Ca for encoding com-
partment α as the absolute difference between the energetic
demand E(t) = a and the supply of gene product in the orga-
nelle xm(t). The ratio between the instantaneous cost for the
organelle-encoding strategy (α = 0) and the nuclear-encoding
strategy (α = 1) is

C0

C1
¼ a� ðlp=ðlpþ nmÞÞa

a� ðlD=ðlDþ ðDþ ncÞnmÞÞa ¼
lDþ ðDþ ncÞnm
ðlpþ nmÞðDþ ncÞ :

ð3:1Þ

Here, if C0/C1 > 1, then encoding the gene in the nucleus
is the most favourable strategy, and if C0/C1 < 1, then encod-
ing in the organelle is the most favourable strategy. The first
condition C0/C1 > 1 holds if D > p(D + νc), which is the case
when D is high (the import to the organelle is fast), νc is
low (gene product is not lost in the cytosol so the import to
the organelle is more efficient) and p is low (the organelle
has a significant load of mutant oDNA that prevents the syn-
thesis of gene product). Conversely, the opposite condition
C0/C1 < 1 holds if D < p(D + νc), and this is the case when D
is low (the import to the organelle is slow), νc is high (a lot
of gene product is degraded and therefore not so much is
being imported to the organelle) and p is high (there is
good proportion of wild-type oDNA to synthesize gene pro-
duct). These trends are clearly observable in the numerical
results in figure 2, illustrating a moderate level of oDNA
damage (p = 0.75). Without oDNA damage (p = 1), there is
never a reason to favour the nuclear compartment, and
nuclear-encoded costs at best match (but never drop below)
organelle-encoded costs. Electronic supplementary material,
figure S3 explores higher values of p.

Here and throughout, the parameters of the model pro-
vide a way of connecting the theory to specific genes. Gene
products with high turnover correspond to a high νm; long-
lived products have a low νm. Gene products prone to mistar-
geting (which could include hydrophobic products under the
‘mistargeting’ picture [23]) have a low D; those challenging to
import to the organelle (which could include hydrophobic
products under the ‘unfolding’ picture [17]) have a high cyto-
plasmic loss rate νc. A value of p < 1 corresponds to the
expectation that genes encoded in oDNA will accumulate
some level of genetic damage over time; lower p corresponds
to more damage, while higher p corresponds to more robust
oDNA maintenance [59].

Degradation rates play an important role in the model.
The degradation rate in the organelle νm limits the ability of
the cell to meet environmental demand: the organelle is pre-
vented from having as much gene product as it needs, and
the variable xm(t) is always damped with respect to an
environmental function E(t). For low νm (long-lived gene pro-
ducts), no significant amount of gene product is lost and the
total amount in the organelle is more correctly modulated by
the signalling function (equation (2.1)). For νm = 0, the system
can perfectly satisfy environmental demand (electronic
supplementary material, text A.4).
(b) Randomly changing environments
The environmental demands placed on an organism are unli-
kely to be completely static, and are often modelled as
randomly varying [35,60]. To connect with this picture of
constant environmental fluctuation, we next explore the
effect of randomly varying environmental demands in our
model (see Methods). The environments behave either like
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Figure 3. Cost difference with the interplay between environmental oscillation and cell biological processes. Environmental oscillations have frequency k per day,
time-averaged value a (horizontal axis in (a) and (b)) and relative oscillation amplitude b (horizontal axis in (c)). Other parameter values are synthesis rate λ = 1,
degradation in the organelle νm = 0.5, no degradation in the cytosol νc = 0 and wild-type oDNA proportion p = 0.75. Different parameterizations show largely the
same trends and are explored in the electronic supplementary material, information: alternative values of p (electronic supplementary material, figures S6 and S7);
non-zero degradation in the cytosol νc = 1 (electronic supplementary material, figures S8 and S10); higher synthesis rate λ = 10 (electronic supplementary material,
figures S9 and S12); and low synthesis rate λ = 0.1 (electronic supplementary material, figure S11).
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uncorrelated white noise (equation (2.5)) or like correlated red
noise (equation (2.6)). We see in electronic supplementary
material, figure S1 that the behaviour for static, uncorrelated
and correlated noisy environments show very similar pat-
terns; the same principles for static environmental demands
discussed above also hold for noisy ones, except the system
is never able to perfectly adapt to the constantly changing
environmental demand. This similarity is because the
system tends to adapt to an average environmental demand
(either a constant for uncorrelated noise or a moving average
for red noise) and fluctuations around this adapted average
challenge the system in similar ways.

In electronic supplementary material, figure S5, we see
that when there is some degradation in the organelle, νm =
0.5, and no degradation in the cytosol, νc = 0, for uncorrelated
white noise the costs for both encoding compartments are
almost identical. For correlated red noise, the cost for the
nuclear-encoding compartment is lower. These examples
agree with the corresponding points in the heatmaps in
figure 2 for gene transport rates D = 0.1 and D = 1.
(c) Periodically changing environments
Next, we consider oscillating environmental demands as
defined in equation (2.4). For different frequencies k and
time-averaged demands a, we look at when the oscillation
amplitude takes a maximal value (b = 1), representing
higher-magnitude environment oscillations, and when the
amplitude is lower (b = 0.5), representing an environment
closer to the constant case. Qualitatively, the higher the rela-
tive amplitude b and the frequency k, the more dramatically
changing the environment is. We see in figure 3 that encoding
the organelle gene in the organelle becomes more favourable
the more the environment changes—that is, for high ampli-
tude b = 1 and every frequency when the transport is slow
(D = 0.01, corresponding to hard-to-import gene products),
and for high frequencies when the transport is faster (D =
0.1 and D = 1). This agrees with the hypothesis that organ-
isms tend to retain more genes in their oDNA if their
environments dramatically and rapidly change, and suggests
that those harder to import (possibly including hydrophobic
products [17,23]) will be the most retained.

Strikingly, organelle encoding is most strongly favoured at
intermediate frequencies k of environmental fluctuation, as
seen in figure 3. The specific values of these frequencies
depend on the transport rate: for lower transport rates, the
value of k where organelle is most favoured is lower, and for
higher transport rates the value of k is higher. Whether this
translates to an overall favouring of the organelle compart-
ment also depends on cytoplasmic degradation and oDNA
wild-type proportion. This non-monotonic behaviour arises
because of different abilities of the system to synchronize
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Figure 4. Time behaviour and phase portraits of the system in different examples of periodically changing environments. Different rows give different environmental
frequencies k progressing vertically up figure 3c: (a) k = 1 (nuclear encoding favoured); (b) k = 4 (organelle encoding favoured); (c) k = 10 (organelle encoding most
favoured); (d ) k = 16 (organelle encoding less favoured). Left column (i) shows time series of environmental demand E(t) and xm(t) for both encoding compart-
ments. Central column (ii) shows demand versus supply traces; departure from the diagonal corresponds to a supply–demand imbalance. Right column (iii) shows
time series of accumulated costs. In each case, the time series are plotted after equilibration (see Methods). The common parameter values in all cases are a
synthesis rate λ = 1, a degradation rate in the organelle νm = 0.5, no degradation in the cytosol νc = 0, transport D = 0.1, wild-type oDNA proportion p =
0.75, time-averaged energetic demand a = 1 and relative amplitude b = 1.
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with environmental demand, illustrated in figure 4 and
demonstrated with calculations in electronic supplemen-
tary material, text A.4. For slowly varying environments
(figure 4a), both encoding strategies can respond reasonably
well to changing demand and stay synchronized with the
environment, so there is no particular response advantage to
oDNA encoding. As the frequency of environmental change
k increases, synchronicity is lost in both cases, but more so
for the nuclear-encoded case (figure 4b). At intermediate k,
the nuclear-encoded case is rather far from synchronization
and begins rather to adopt the ‘time-averaged’ picture seen
for the noisy environments, with the oscillation amplitude b
lowering towards a more constant response, while the
organelle-encoded case retains some synchronicity (figure
4c). At yet higher frequencies (figure 4d ), the ‘time-averaged’
nuclear-encoded behaviour remains similar but the orga-
nelle-encoded case further loses synchronization with the
environment, so its relative advantage decreases.

On the other hand, the nuclear-encoding case is most
strongly favourable for a less dynamic environment. We see in
figure 3 that this compartment begins to dominate for lower
amplitude b= 0.5, and is completely dominant under these para-
meterizations for a constant environment (k= 0) if the proportion
of wild-type oDNA p is less than 1. For the case when p= 1
(perfect oDNA integrity can be retained), we see in electro-
nic supplementary material, figures S6 and S7 that the
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nuclear-encoding case is never favoured, by the reasons
described above. Following the trends observed in the static
environment, decreased organelle damage p= 1 (electronic
supplementary material, figures S6 and S7), or increased cyto-
plasmic degradation νc= 1 (electronic supplementary material,
figures S8 and S10), has the straightforward effect of shifting
the trends in figure 3 quite uniformly across parameterizations
to favour organelle encoding.

We can again use the parameterizations of the model to
consider predicted gene-to-gene behaviour. As an illus-
tration, consider three gene products: one hydrophobic and
challenging to import (with D = 0.01), one intermediate
(with D = 0.1) and a less hydrophobic product with less
import difficulty (with D = 1). Consider also two sets of
environmental conditions, k = 4 (intermediate frequency)
and k = 10 (high frequency) with the same a = b = 1. Under
these conditions and the other biologically plausible par-
ameters in figure 3, for intermediate frequency k = 4 only
the most hydrophobic product (for D = 0.01) is favoured in
the organelle with the others (for D = 0.1 and D = 1) favoured
in the nucleus. For k = 10, only the most hydrophilic (D = 1)
will remain in the nucleus. Electronic supplementary
material, figure S6 also supports this picture for different
proportions of wild-type oDNA p.

Lastly, from the algebraic solutions of the model in elec-
tronic supplementary material, text A.4 and figure 4, we
can see explicitly how an oscillatory environment challenges
the system, as there is an absence of a perfectly synchronized
gene availability solution xm(t) for the oscillating environ-
mental demand Ep(t) (equation (2.4)). This is because for
both organelle-encoding and nuclear-encoding cases the
only way the system can reach the time-averaged demand a
in Ep(t) is if organelle degradation νm = 0, but then it cannot
enter a decay phase when the environmental wave Ep(t)
goes down. This scenario places the system out-of-phase
with respect to the environmental wave, and therefore
leads to a high cost. This is seen in figure 4 and electro-
nic supplementary material, figure S2. The expressions
derived there show that as environmental frequency k
increases, synchronization of both the nuclear-encoded
and organelle-encoded cases is increasingly challenged. The
nuclear-encoded case is consistently more out-of-phase than
the organelle-encoded case, but the amplitudes of the system’s
responses also changewith k, leading to the overall monotonic
cost behaviour observed here.
(d) Connection with eukaryotic taxa
In a periodically changing environment (equation (2.4)), the
frequency k gives the number of environmental oscillations
per day: corresponding, for example, to diurnal oscillation if
k = 1, or to semidiurnal oscillation if k = 2. For several plausible
parameterizations of genetic properties (rates of expression,
import and degradation), these k values fall in the region
where organelle encoding is most favoured. In particular,
organelle encoding is strongly favoured in the face of diurnal
or semidiurnal oscillation for genes with low D, that is, those
that are challenging to import to the organelle (perhaps due
to hydrophobicity [17,23]). In such cases, we expect species
experiencing strong diurnal or semidiurnal variation in their
organelle demands to favour organelle encoding of sets of
oDNA genes that appear in nuclear DNA in other species.
To explore the feasibility of this picture, we extracted the
distributions of retained gene counts across all eukaryotes
with sequenced oDNA (see Methods). Corresponding to our
original hypothesis, and the diurnal-semidiurnal predictions
of this theory, we asked whether oDNA gene counts in species
subjected to such environmental oscillations were higher than
those in environments with different (and particularly more
limited) dynamics.

Figure 5a,b shows the statistics of oDNA gene counts by
eukaryotic clade. First, intracellular parasites largely exist
inside the highly buffered cells of their host, presented with
constant, low demand on their organelles. Correspondingly,
they retain very few oDNA genes. This is visible in the
mtDNA counts of apicomplexans and subsets of fungi and
metazoa. Apicomplexans also possess a plastid-like organelle
called the apicoplast, which again contains very few oDNA
genes. Free-living fungi often exist on relatively stable nutri-
ent sources like decaying wood or leaf matter (posing few
temporal fluctuations in demand), and also retain few
mtDNA genes. Plants (within Viridiplantae) are typically
subject to diurnal light and temperature changes and, being
sessile, cannot move away from other environmental
changes, and they retain comparatively many oDNA genes.
Sessile, intertidal eukaryotes (including multicellular red
and brown algae) face both strong diurnal light fluctuations
and semidiurnal tidal variation in oxygen, temperature and
salinity, and they retain the highest ptDNA counts [11].
There will certainly be other factors influencing where a
given gene is encoded, including the evolutionary history
of a species [63], reproductive strategy [25] and many other
features. The differing plasticities of organelle gene encoding
in different taxa will mean that some species may adopt new
encoding strategies on short time scales in response to selec-
tive pressures, while some (like metazoans) remain relatively
fixed [7]. Another important point is that some genes may
have been completely lost from some species rather than
transferred from oDNA to the nucleus. In the case of some
parasites and other species [24], entire organelle protein com-
plexes have been lost, meaning that the total number of genes
to consider in those species is lower than in other species. The
majority of species we consider here appear to retain func-
tional copies of the organelle complexes that can contain
oDNA-encoded subunits, suggesting that at least a core set
of subunits are encoded in one of the two compartments.
We do not attempt to control for these complications in a
quantitative hypothesis testing framework here, rather we
just aim to draw attention to some examples which are
compatible with the predictions of our theory.

Our theory suggests that the trade-off between response
to environmental demands and maintaining genetic integ-
rity will determine which compartment is favoured for a
given gene in a given organism of a specific species. In
addition to the different environments described above,
different species maintain oDNA integrity to different
extents. Plants have lower sequence mutation rates in
oDNA than nDNA (although they have pronounced struc-
tural diversity in oDNA) [27], due at least in part for their
capacity for oDNA recombination [61,64], suggesting that
their oDNA integrity levels p in our model would be
higher and organelle encoding would be further favoured.
Metazoa and fungi have high oDNA mutation rates,
suggesting a lower p and corresponding relative favouring
of nuclear encoding.
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Figure 5. Connecting theory to oDNA profiles of extant eukaryotic taxa. (a,b) Protein-coding oDNA gene counts in different eukaryotic clades. (a) mtDNA, (b) ptDNA.
The lower points in fungi, metazoa and Viridiplantae (for both organelles) typically correspond to parasitic species, and apicomplexans are all parasites. (c) Summary
illustration of the key proposed influences suggested by our model. Both cell biological and environmental features influence which compartment is preferred for
encoding a given gene: the figure condenses several degrees of freedom into a single illustrative axis in both cases. At the species level, organisms maintaining high
genetic integrity (high p; assisted, for example, by developmental bottlenecks and recombination [61]) and subject to strong, intermediate frequency environmental
oscillations (high b, intermediate k; for example, diurnal light or tidal oscillations) retain more genes. At the gene level, genes challenging to import to the organelle
(high νc, low D; for example, hydrophobic gene products) and playing a more central role in bioenergetic supply [11,62] are the more likely to be retained. Transects
through the figure give examples of eukaryotic clades and mtDNA genes (generally oDNA-encoded cytB and generally nuclear-encoded sdhA) corresponding quali-
tatively to different cases.
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4. Discussion
Our model describes a link between the environmental
dynamics that an organism of a given species faces and the
extent to which organelle gene retention is favoured (figure 5c).
Holding other factors equal, it predicts that organisms experien-
cing high-amplitude and/or intermediate-frequency oscillations
in environmental demand will favour oDNA encoding of genes
more than organisms in less periodic environments. The scale of
the rates and values involved mean that this picture could help
explain the high oDNA retention counts of organisms in tidal
environments and subject to diurnal light oscillations, and the
low retention counts in organisms in buffered, stable, or noisy
environments. To our knowledge, this is the first theoretical
approach attempting to explain these patterns. Of note is the con-
nection between biophysical features governing the cell
biological behaviour of gene products and the ability of the cell
to respond to changing environments: a connection between
the hydrophobicity [17,23] and CoRR [13,18–21] hypotheses,
often viewed as competing [11].
A natural extension to the work presented throughout this
paper is to consider oDNA damage inheritance and buildup
in an evolutionary time scale, instead of analysing the system
for shorter, ecological time scales where the proportion of
damaged oDNA 1− p is maintained constant. Another natural
target for future work involves the transitions between
encoding compartments, as any shift of an oDNA gene to
the nucleus will require a transient state in which the gene is
encoded in both compartments. Future theoretical work
is aimed to address these questions. As with most theories
about large-scale evolutionary processes, a direct connection
with experimental testing is challenging. It may be possible
to experimentally test these ideas further by subjecting other-
wise similar organisms that differ in oDNA retention profiles
to artificial fluctuating environments and assaying their
performance, for example, algae in fluctuating light conditions.

We do not (and cannot) claim that this theory explains
the full diversity of oDNA retention profiles across eukaryotes:
as with parallel gene-specific questions, it is likely that several
factors contribute together. However, although the present-day
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oDNA gene profile of an organism is shaped by many factors
over its entire evolutionary history (including serial endosym-
biosis events in the case of plastids [65]), and not just its
present-day situation [63], some biological observations do at
least qualitatively suggest that the compatibility of gene pro-
files of modern organisms and their environments does not
conflict with our predictions (figure 5). Recent work has
shown that the transfer of mtDNA to the nucleus is ongoing
in modern humans, estimating that one in every few thousand
births experiences a de novo transfer of mtDNA material [8]. It
is known that transfer of ptDNA to the nucleus occurs
frequently even over an individual plant’s lifetime [9]. This
ever-present potential for gene transfer suggests that modern
organisms’ environments may indeed provide some selective
advantage to the oDNA retention profiles they have adopted,
and that ongoing selective pressures act to shape oDNA in
modern eukaryotes. As oDNA retention patterns for several
taxa seem to have been fixed relatively early in evolutionary
history [63], our theory can be applied to describe the profiles
that were adopted by these ancestral lineages in response to
their contemporary environments.

In parallel with this species-specific picture, gene-specific
features have been found to rank individual genes from ‘most
potential to be retained’ to ‘least potential to be retained’ [11]
(figure 5c). Those with most retention potential typically
encode the most hydrophobic products (corresponding in
our model to a high degradation in the cytosol νc or slow
import of gene product to the organelle D, and hence sub-
stantial loss in translocation to the organelle), or those most
central to the assembly and production of respiratory or
photosynthetic complexes (and hence most linked to supply-
ing energetic demands) [11]. This last feature is connected via
by the CoRR hypothesis to the retention of organelle genes
[21]. Those with least retention potential, by contrast, may
experience fewer barriers to translocation and be less essen-
tial for fulfilling environmental demands. Taking these
pictures together, we can say that species in environments
where retention is disfavoured will only retain those gene
with highest retention potential, whereas species in environ-
ments where retention is more favoured will retain more of
the lower-potential genes (figure 5c). Our model thus
connects cell biology, environmental demands and genetic
location to propose how specific combinations of gene and
species properties shape the patterns of oDNA retention
across species.

Data accessibility. All data and code is publicly available at https://
github.com/StochasticBiology/Environmental-oDNA-retention.git.

The data are provided in the electronic supplementary material
[66].
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