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ABSTRACT
This paper explores the design space of collaborative video editing
through a series of design workshops with video editors. Collabora-
tive video editing can be supported by adding awareness features or
other well-known collaborative features found in existing software
and introducing new features designed specifically for video editing
software. The paper identifies different design concepts that illus-
trate how such collaborative features can be included in non-linear
video editing software and discusses the challenges of introducing
such features. Some design concepts are explicitly inspired by exist-
ing collaborative tools. However, we suggest that introducing such
features might not be straightforward. In other cases, alternative
abstract representations of time-based media might be necessary
to support collaborative video editing.

CCS CONCEPTS
• Human-centered computing → Collaborative interaction;
Collaborative content creation; Graphical user interfaces.
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video editing, collaborative video work, video production, user
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1 INTRODUCTION
Video editing is a complex activity embedded in a social setting,
including collaborators with different roles and skillsets, such as
montage, colour correction, sound levelling and graphics produc-
tion [3]. At the same time, the editing per se is most often done in
solitude by a single person, and the supporting software is primarily
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designed for an individual user. Through a number of participatory
design sessions, we investigate challenges and opportunities in
enabling online collaboration in video editing.

Video editing software has a specific challenge that it tries to
address -— how to represent the temporal dimension of media and
allow its manipulation [28, 37]. Existing video editing software,
such as Adobe Premiere and Apple Final Cut, utilises abstract rep-
resentations and metaphors, such as a timeline and thumbnails
[16, 17]. The timeline is commonly a horizontal representation of
the temporal dimension, going from left to right. In the timeline,
media elements, such as clips and images, are often represented
as rectangles, with the length of a rectangle representing the dura-
tion of the media. The media elements are often supplemented by
thumbnails demonstrating a frame from a clip [16]. This abstract
representation presents limited information about the underlying
video and mediates the editing of vital aspects of the video such as
narrative, movement and sound. Thus video editors are required to
repeatedly recall and review the video during the editing process
to see and evaluate the results of their editing [16, 32, 34].

Given the emergence of new ways of working, such as remote
work in TV and video production automation [15, 24, 31], as well
as the availability of new technologies, there is a growing interest
in the industry in the development of video workflows that would
support online collaboration and concurrent video editing. Video
production used to be exclusive to large organisations due to its high
cost. New ways of producing video content have emerged as both
high-speed communications networks and production tools have
become cheaper and more readily available for distribution. It has
become more affordable to conduct editing at multiple places due
to the emergence of inexpensive digital video recorders and non-
linear video editing software [22]. Furthermore, the introduction of
social distancing rules during the COVID-19 pandemic forced TV
and video professionals to adapt to the new ways of working and
to tackle the idea of cloud-based video work [31]. In sum, there is a
growing mismatch between the collaborative production setting
and the individualised functionality of the editing software [34].

The topic of supporting collaborative video editing is further
inspired by research on collaborative tools for other types of me-
dia production. Examples include research to make writing [1, 13],
music creation [4, 5] and drawing [21, 40] collaborative. Further,
research in the area of Computer-Supported Collaborative Work
(CSCW) [38] has shown the importance of “workspace awareness”
[8, 11, 20] in real-time distributed collaborative work. Gutwin and
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Greenberg [20] suggest that user interface (UI) design should pro-
vide users with information about the state of the shared workspace
by answering questions in several categories, such as “Who is
present?”, “What are they doing?” and “Where are they working?”
[20].

When collaborators are continuously cognisant of each other’s
ongoing work, it helps them coordinate and adapt to each other. The
focus on concrete and ongoing practical details in work settings has
led to the generation of new applications and services [23, 31, 36].
Additionally, CSCW has over the years also identified a number of
challenges in designing for collaboration [7, 18, 19, 27].

The topic of collaborative video editing has already attracted
interest in the area of human-computer interaction (HCI), and then
in the part of video editing that is currently most concretely about
collaboration, that is, the reviewing [32, 34]. We argue that there
is a potential to expand existing research on collaborative video
reviewing by providing a broader perspective on the possibilities
for collaborative editing, including features that are anchored in the
concept of workspace awareness. In this paper, we focus on how we
can redesign existing non-linear video editing software to include
collaborative features and support new collaborative workflows.

To address the question, we carried out this study in two steps.
First, we invited twenty persons to take part in five design sessions
to generate a set of design ideas on the topic of awareness support
in video editing. The participants ranged from media students to
professional editors. The sessions resulted in design concepts such
as “Time Slot Separation” and “Scaffolding.” Second, we analysed the
discussions around the concepts and identified high-level themes
such as “focus” and “resemblance” that put said concepts in the
context of their potential uses.

In our analysis, we identify challenges of enabling collaboration
in video editing, such as the need to account for potential distrac-
tions introduced by new elements of the user interface. The analysis
shows how some challenges go beyond those found in other shared
workspace applications (such as collaborative writing tools, e.g.,
Google Docs) because the video editors work with abstract repre-
sentations of media (the timeline) and the complexity this adds to
the workspace.

2 COLLABORATIVE VIDEOWORK:
PREVIOUS RESEARCH AND EXISTING
TOOLS

There is a strong interest in enabling collaborative video work in
the industry illustrated by the emergence of multiple tools such as
frame.io1, ftrack2 and ReviewStudio3. These services allow upload-
ing or casting a video or other media to remote participants and
gathering feedback through annotations and online video sessions.
They also all aim to enable collaborative reviewing. These tools,
however, do not support multiple video editors to work collabora-
tively in a shared workspace.

1https://frame.io/
2https://www.ftrack.com/
3https://www.reviewstudio.com/

There are attempts to create collaborative video editing software.
Service motionbox.io4 provides a simplified web-based video edit-
ing tool that allows multiple participants to work on the same video
project simultaneously. However, the service is still under devel-
opment and does not provide any specific collaborative features
that would help co-editors to communicate and coordinate their
activities.

Some professional video editing suites, such as Avid Media Com-
poser and DaVinci Resolve, allow multiple participants to work
on the same project by locking certain parts of the project. This
feature is known as “bin locking.” It implies that only one user can
manipulate elements of video, that is, clips, that are inside the bin
– a virtual folder, while other users can access the bin in a read-
only mode. DaVinci Resolve also includes a built-in chat to enable
communication between video production team members5.

In research, there have been multiple attempts to design, pro-
totype and develop collaborative systems for video work when it
comes to technological viability, means of interaction and reviewing
practices.

As early as 2006, Fonseca and Carrapatoso [14] provided a paper
that argued for the potential of collaborative video editing given
new Internet technologies. The topic was motivated by achieve-
ments in the research area of CSCW. They argued that collaborative
activities, such as communication, sharing and joint visualisations,
could be of benefit also in video editing. Their study showed that
the idea was technologically viable, but at the same time stated
that: “The implementation of a complete cooperative video editing
tool is a quite complex task and would require the involvement of
a large multidisciplinary team.”

The technical viability of collaborative video editing was further
demonstrated by Klokmose et al. [25], who presented a web-based
toolkit “Videostrates.” The toolkit provided the basis for the devel-
opment of collaborative video tools with personalised interfaces
that are tailored towards specific tasks, and emphasised the need
for further investigation of real-time collaboration around video.

The possibility of digital video editing sparked further design re-
search on the means of interaction with video. Although the media
is visual and aural, it was argued that editing could be collabora-
tive and allow mutual awareness if making cuts and realigning the
time sequences became more tactile. Taylor et al. [41] presented a
tabletop editing system named VideoPlay, which presented video
clips in the form of plastic tiles and allowed their combination into
video sequences. The prototype aimed to make the video editing
experience playful and more engaging and allowed several people
to work on the video. Zigelbaum et al. [43] presented a prototype
that aimed to combine the benefits of traditional linear and more
modern non-linear video editing. The prototype presented video
clips as plastic tokens, allowing participants to rearrange them in
order to create a coherent video. Terrenghi et al. [42] designed an
interactive tabletop application for collaborative video editing that
aimed to enable video work as a spontaneous activity, allowing all
interested parties to be involved in the editing process. Another
tangible video editor prototype was presented by Merz et al. [29],
who aimed to create a more engaging video editing experience for

4https://motionbox.io
5https://www.blackmagicdesign.com/no/products/davinciresolve/collaboration
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school children and promote digital storytelling literacy. Similarly
to previous works, the prototype required participants to be physi-
cally present in the same space and was limited in its video editing
functionality.

The call for research on collaborative video applications [14, 30,
39] has generated a specific interest in reviewing practices. Pavel
et al. [34] developed a video reviewing system that allowed re-
viewers to leave feedback for video editors. Their system allowed
reviewers to record video feedback that would include non-verbal
cues to the editors. Okopnyi et al. [32], in their study of commu-
nication between video editors and other stakeholders, noted that
video work is often open-ended and requires video editors to devise
various strategies to avoid or resolve conflicts and misunderstand-
ings. They suggested three design directions for video reviewing
and editing software: scaffolding, iconic referencing and suggestive
editing.

Bartindale et al. [2, 3] developed and evaluated experimental
tools such as TryFilm [2] and StoryCrate [3] to support collabora-
tion during and immediately after the filming process. These tools
allowed filming crews to review the filmed footage, reflect upon
its quality and perform basic video editing such as cutting and
rearranging clips. Similarly to other tangible and tabletop systems,
these tools required the physical presence of participants.

In sum, the technical opportunities in supporting collaborative
video editing have been mostly topicalised in research in two ways:
by enabling playful, spontaneous and more engaging interaction
in a co-present setting and by introducing sharing mechanisms in
the reviewing process. The former type provides new forms of co-
located interaction in a studio following traditional linear editing
principles where cuts were made, and sections were rearranged
and glued back. Reviewing has received some attention in both
academia and industry. The focus and research on this practice is
a starting point for design to support remote collaborative video
editing. Still, there are other collaborative practices that can also
be supported by video editing tools. In the following, we explore
some of these.

3 METHODS
Our approach to expanding the design space for collaborative video
editing includes a set of design workshops and inductive analysis
of the generated material, that is, the design concepts and the
transcripts of participants’ discussions. We conducted two rounds
of design workshops on the topic of supporting collaboration in
a video production team. The first round focused on the topic of
workspace awareness [20]. The second round had a broader scope.
In all workshops, the participants were instructed that the ideation
should focus on remote video editing, including both synchronous
and asynchronous collaboration between video editors who use
current non-linear editing software tools in a professional capacity
and work in production teams.

3.1 The design workshops (WS1-2)
The first roundwas dedicated to ideation in two separate workshops
(WS1-2), with eight participants in total. The initial workshop was
conducted with three master’s students who studied media and
human-computer interaction. With them, we verified the workshop

Figure 1: Schematic Video Editor UI

protocol. The evaluation included topics such as whether the task
descriptions and other materials were clear enough, whether the
time for completing the tasks was enough and whether the overall
pacing of the workshop was good.

In the second workshop, we recruited five people via social me-
dia. All participants had experience in video editing ranging from
participating in high school video projects and hobby projects to
studying TV and video production at university and doing profes-
sional video work.

Both workshops in the first round (WS1-2) followed the same
protocol. All participants were introduced to the workshop’s topic
and provided with general CSCW theory as inspiration, that is, the
definition of workspace awareness as presented in [20], and exam-
ples of workspace awareness categories and features in existing
online collaborative services, such as Google Docs, Overleaf and
Balsamiq. We also presented a schematic illustration of the video
editing software UI (Fig. 1). The schematic constitutes several ele-
ments that are commonly found in existing video editing software.
First, there is a timeline (Fig. 1-1) that contains graphics, video and
sound tracks. Inside the tracks, there are clips that represent pieces
of media. On top of the timeline, there is a playhead (Fig. 1-1a) that
represents the current position of the user in the timeline. Second,
there is a preview window (Fig. 1-2) that allows watching the cur-
rent version of the video. Last, there is a media catalogue (Fig. 1-3),
a set of media files that can be ingested into the timeline, such as
raw footage files, pre-recorded audio files, and various graphical
elements such as images.

Thus, we suggested that participants should think of ways to
augment or change the existing software user interface along with
new workflows that they would like to introduce. Therefore, we
tried to ground design ideas in existing software and refrain from
inventing completely new user interfaces that would be unfamiliar
to video workers.

After the presentations, we had a brainstorming session in which
participants worked individually to suggest as many design ideas as
possible. The ideas were written down on sticky notes. They were
then developed into prototyping sketches on paper. Then, each
participant presented their ideas and discussed them. The most
promising ideas were selected and re-developed by the participants.
Finally, they discussed the relevance and feasibility of the produced
ideas.
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The second workshop in the first round was video-recorded and
transcribed.

3.2 The second round of workshops (WS3-5)
In the second round (WS3-5), we used design ideas generated dur-
ing the first round (WS1-2) as an inspirational starting point. Due
to the COVID-19 pandemic and social distancing restrictions, we
conducted three online workshops attended by four participants
each. The participants included:

• three current TV editors, directors, and producers;
• one TV automation specialist;
• one multimedia production specialist with a background in
motion design and TV show production;

• four current freelance video editors and filmmakers with
experience ranging from YouTube video production and doc-
umentaries to professional TV work; and

• three UX designers with experience in design for profes-
sional visual media production tools and video work ranging
from professional video editing to running a YouTube chan-
nel.

The participants have relevant work experience in various Eu-
ropean countries, including Bulgaria, Denmark, Norway, Serbia,
Ukraine and the United Kingdom.

Each workshop comprised three stages. First, participants were
introduced to the workshop’s topic – what features an online collab-
orative editing tool is required or expected to have. Participants also
introduced themselves and described their video work experience.
We demonstrated the design ideas developed in the first round of
workshops (WS1-2) and discussed the relevance of the presented
ideas to the field and participants’ work experience. Participants
were encouraged to express their opinions and use these ideas to
inspire the design. Second, we encouraged participants to develop
the presented ideas further or propose new design concepts. We
used the Balsamiq.cloud web application to work collaboratively
on prototypes. We reflected on the ongoing online collaboration
experience and discussed possible design interventions to enable
concurrent work. Third, we concluded the workshop with a short
discussion of the feasibility and relevance of the developed proto-
types.

All workshops in the second round were video-recorded and
transcribed.

3.3 Data Analysis
Theworkshops yielded two types of data that were further analysed:
design concepts and the transcripts of participants’ discussions.
We searched the transcripts for the reasoning behind the design
concepts. Specifically, for each design idea, we tried to answer
three questions: How should it work? Why is it beneficial? What
are the drawbacks or disadvantages? While we did not explicitly
specify the setting of video production for the ideation process,
the participants, with their broad and varied experience in editing,
brought up many examples of relevant contexts and settings in
their discussions.

We employed content analysis, a research technique that aims to
make valid inferences from texts and other meaningful materials in
the context of their use. With this approach, we were able to reduce

collected data, that is, transcripts, by identifying core patterns and
ideas [33]. Then, from the volume at which the subject matter was
discussed, we inferred the importance that workshop participants
assigned to identified patterns and ideas [26].

The data were coded inductively in three iterations. We started
with the most apparent aspect of each design idea as workshop
participants voiced it. Then we looked for various motivations
and possible challenges for design ideas. In the third iteration, we
identified overarching themes and patterns that describe such mo-
tivations and challenges. The analytical work laid the foundation
for the coding scheme, which was refined through revisiting the
material between coding sessions. In the end, we arrived at high-
level categories that address various aspects of collaborative video
editing and put design concepts in the context of their potential
use.

4 RESULTS AND ANALYSIS
During the workshops, the participants produced multiple design
ideas. Here, we present design concepts, which were developed
into either pen-and-paper or digital sketches and then discussed
by the participants. In order to convey the meaning of the sketches
better to non-participants, the authors of this paper have developed
the sketches further. We also present our categories (in italics) that
express participants’ descriptions of the advantages and potential
challenges of the concepts.

Here, we first mention several design concepts that might be
considered “generic” to collaborative tools in general. Then we
describe in more detail design concepts which, in our opinion,
require more attention from research and design communities.

4.1 Enabling Workspace Awareness
Some design concepts were to a large extent inspired by other col-
laborative tools, such as Google Docs, and the workspace awareness
categories as described in [20]. Those ideas include using colour-
coding on avatars (Fig. 2-1) and other interface elements, such as
playheads (Fig. 2-2), emphasising salient actions performed by other
users with visual effects, integrating chat, and adding an editing log.
The participants suggested that the implementation of such con-
cepts “[would be] on par with most real-time collaborative systems,
like Google Docs.” Thus, due to the resemblance to existing tools,
these features should be recognisable and not require additional
effort from users to learn the functionality.

Even though these features exist in various collaborative soft-
ware, the participants still expressed multiple concerns regarding
their presence in collaborative video editing software. Specifically,
additional dynamic UI elements, such as multiple coloured play-
heads (see Fig. 2-2) or new message notifications, might become a
source of distraction:

“[I]f I’m editing, and I’m doing my work, and I sud-
denly see a lot of highlighted [elements] around me,
it’s really distracting.”

At the same time, the participants recognised the potential of
such additions to help work collaboratively by providing awareness
of “who” is present, “where” they are and “what” they are doing in
the shared workspace: “you would have a focus on what he’s doing,
so you can follow what’s happening.” For example, an integrated
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Figure 2: Color-coded avatars and 2. playheads. 3. Annota-
tions, and 4. Time Slot Separation

chat could be augmented with support for indexical refencing –
timecodes entered in the chat should be transformed into references
that take users to the referred-to time frame when clicked on.

Previous research on reviewing [32, 34] shows that indexical
referencing is essential to communication around video. In a co-
located setting, pointing is one of the most common activities in
which co-editors engage [42]. Thus, the ability to refer to certain
points of video via timecodes and address certain people in dis-
cussions is crucial for video workers and should be supported by
online collaborative video editing software.

4.2 Annotations
The idea suggests adding textual notes to various elements of the
video project, such as media clips, images, and different elements of
the timeline (Fig. 2-3). Notes can be addressed towards a person or
a group of people and are intended to draw collaborators’ attention
to areas of demand for further work:

“I’m a video editor, and I’mmaking notes, for example,
to a sound designer: Here, [the] noise is a little too
harsh, [can] you clean this a little bit?”

Annotations in time-based media have been topicalised in aca-
demic research [32, 34] and industrial applications such as frame.io.
Our participants, who were inspired by tools such as Google Docs,
wanted to expand these ideas and employ annotations as a task-
tracking tool, as well as means of communication between col-
laborators. For example, in contrast to frame.io, our participants
suggested that annotations should not be attached to static points
in the timeline (timecodes) but to clips and other elements that
editors can move.

There could also be an overview of all notes addressed to the ed-
itor in order to help track the progress and to navigate problematic
areas of the project, without the need to go through the timeline:

“You also need one place where all notes [are listed] so
you don’t really miss any of those. You give the notes
[to] a sound designer, he can open all notes in one
list, so he doesn’t need to go through [the] timeline,
so he’s sure he does not miss any.”

Again, the participants argued that the idea was motivated by
its resemblance to existing software, specifically the commentary

feature in Google Docs, which allows using notes to track progress,
communicate vital information to collaborators and assign tasks to
each other:

“Like [in] Google Docs, [. . . ] you make notes for some-
one, and when this problem is solved and [marked
as] solved, [the note] disappears.”

Further, it allows switching to a new digital workflow instead of
“taking notes manually,” as a participant described their collabora-
tion:

“I used to take notes manually, so [the producer]
would watch [the video], stop it, I will write time-
code or sometimes mark it on the timeline, but still I
will have to write the comment in my notebook.”

However, another participant expressed concern that the imple-
mentation of this design concept might be obstructive to the editing,
as it will take up limited space of the user interface and present too
much information to the editor:

“[There is] a thing with taking up the space of the
interface [...] you would always have to be aware of
what’s the most important to look at.”

4.3 Spectating Mode
A spectating mode is a special mode added to the collaborative
editing software that allows other editors to look at others’ work
while working on other parts. Video work in a co-located setting has
many advantages, as was demonstrated by previous research [41–
43]. The participants drew on their experiences of working in a face-
to-face setting and suggested this design concept that allows remote
editors to look at what their collaborators are currently doing. The
mode works as follows. The user clicks on the collaborator’s avatar
in the UI (Fig. 3-left), and the software goes into spectating mode.
It then presents the shared workspace from the point of view of
the selected collaborator, allowing real-time observation but not
interaction with it (Fig. 3-right).

As a participant suggested, this conceptwould allow a new digital
workflow for participants who otherwise had to be physically near
to the editor in order to collaborate:

“You can discuss what you’re doing. If the director or
someone is not in the same place, instead of coming
into the editing room, you can just do it like this.”

It would also allow saving time in situations when the editor
needs to confirm the edits with other project members:

“I’ve lost [a lot of] time because when I had to confirm
with my clients or my team project, I [had] to render
[the video] and send [it to] them.”

However, one participant expressed concern regarding privacy
of work in this kind of setup:

“What I would prefer [. . . ] if I’m editing and someone
wants to look at what I’m doing, they [would] have to
be granted access to my editing for viewing, so they
will not be able to monitor what I’m doing without
me knowing.”
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Figure 3: Spectating mode: video editor UI (left) and spectating another editor (right)

4.4 Integrated Reviewing Tool
This idea is inspired by existing software, such as frame.io, which
allows third parties to leave comments on the video attached to
certain timestamps and have a discussion around the video as a
whole.

The integrated reviewing tool allows immediate communication
between the editor and a collaborator who is not directly involved
in the editing. For example, an editor can demonstrate specific
fragments of the video to a producer without needing them to
watch the whole video. The reviewing tool also allows reviewers
to leave notes with their feedback attached to the timeline via a
web-based interface. The notes are immediately available for the
editor in the video editing software (Fig. 4).

Existing software, such as frame.io, lacks integration with editing
software, and it requires video editors to perform additional work
to get feedback:

“Frame.io is very convenient. I just would like to skip
the step of rendering and sending [the video]. [It
would be] a huge help [if] they could see the [video
in] real time in good quality because either you send
it to them in bad quality or they have to wait [for] a
few hours.”

The concept was positively regarded by the participants. They
suggested that having the ability to initialise a feedback session
instantly, without the need to render the video file and upload it to
a third-party service, is beneficial to the workflow.

Reviewing and quality of communication between parties are
essential in commercial video production. However, in previous
research [34] and industrial applications such as frame.io, the re-
viewing process is treated as an asynchronous activity that happens
in iterations. Our participants suggested that synchronous real-time
collaboration between editors and reviewers would be a “huge help”
to the video production process. Similar to the spectating mode
(4.3), this design idea allows saving time by eliminating certain steps
of the reviewing workflow:

“It would be really interesting [if] I can just call to my
client [and say]: Hey, can you look at the 1 minute 32
seconds? Do you like this? What do you think about

it?’ without rendering the video. This is probably the
first problem which I have as an editor at the project.”

However, again one participant suggested that such a tool might
be distracting to the editors if the feedback is not limited. They
suggested that the editor should be in control of the situation:
“[Clients] have to be let in only when they can be let in, when you’re
ready.” Another participant mentioned that they would prefer not
to introduce new tools that other parties are not familiar with into the
workflows and communicate with other parties via more commonly
used software: “If a client contacted me on Skype, we are going to
have the call on Skype.”

4.5 Time Slot Separation
This design concept is based on the idea of dividing a project into
several areas that can be distributed between co-editors to ensure
concurrent work. An editor, who works on a segment of the video,
defines a slot, that is, a section of the timeline, by selecting video
clips in the timeline and marks this section as something they
are working on. Other collaborators are not allowed to make alter-
ations, but they can see what is being worked on by their colleagues
(Fig.2–4). When the acting editor has completed the task, they mark
the section as ready for the next step of post-production.

The concept suggests separating collaborators into various time
segments of the shared workspace. Our participants discussed var-
ious ways of segmentation. They concluded that the separation
should be based on media elements, that is, clips. However, this
approach still needs to be evaluated and compared to other possible
methods of separation, for example, based on concrete timecodes.

The participants argued that the benefits of such a concept were
the way it allows editors to focus on their work and not worry about
the integrity of their editing:

“[There is] a section that I want to focus on because I
need to do some modifications within it, and I don’t
want other people to do anything in this area right
now.”

Further, the possibility to restrict access provides the editor’s
privacy of work:
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Figure 4: Reviewing tool: reviewer UI (left) and video editor UI (right)

“Only I [should] see what I’m doing. [So] I could con-
centrate better. Because sometimes I try something
[that] I don’t like.”

On the other hand, a participant suggested that this feature might
be excessive and bring in more complexity to an already challenging
process of video editing: “I think it adds a level of complexity [and
video] editing is already complex.”

4.6 Master Styles and Functional Separation
Most current collaboration occurs between people with different
roles, such as the interaction between an editor and the graphics
producer. In order to improve on such work, the participants sug-
gested a feature that allows decoupling of the content of graphics,
such as text and style. The editor who works on montage and is
responsible for the content of the video can insert a graphics place-
holder and put the necessary text into a free-form input field while
the graphics style is incomplete (Fig.5—left). When the graphics
producer updates the style, all graphical elements in the project
are automatically updated (Fig.5—right). The concept extends to
organised, functional separation. It enables concurrent work in
between multiple collaborators instead of the way such interaction
is now sequentially pursued.

Again, the concept draws on its resemblance with existing soft-
ware, specifically Adobe Photoshop and Adobe XD:

“The first [graphical element] is like a master compo-
nent [in Adobe XD], and if you change the style of it
all [graphical elements] are going to change as well.”

It is suggested to be beneficial by saving time when editing long
videos, such as feature films:

“When you have a project [that is] one hour long,
and then you decide [that] you want to tweak up this
template, then it will change like all, like 50 or 100
elements in the whole timeline. [This] could take you
two hours to change by hand.”

4.7 Scaffolding
Workshop participants emphasised that in collaborative work, there
is a need to have a general organisational structure for the video.
This structure is often provided by a director, a writer, or a project
manager, who does not participate in the actual editing. Similar to

the design ideas presented in [2, 3, 32], they suggested attaching
documentation describing such structures in the editing software.
It would be represented as another layer of meta-information that
is generated during the filming process:

“When [. . . ] working with the director [. . . ] there
should be some kind of a file attached to [the project]
where they write guidelines for general editing.”

In order to make such notes easier, the participants suggested a
mobile app that would be synchronised with the editing software.
Specifically, it would allow selecting a fragment of video, highlight-
ing it with colour, and adding a voice note during production and
recording of videos (Fig.6—left). When the footage is ingested into
the video editing application, the editor can identify where on the
timeline there are additional comments (Fig.6—right).

The idea resembles the current usage of clapper boards in film-
making [9]: it is a device that helps designate and mark various
video segments. It provides an opportunity to add metadata, such
as scene titles, in the form of notes or plain text messages. The
concept of scaffolding suggests enabling similar digital notes that
would be associated with certain timeframes and can be presented
in the timeline. This enables a digital workflow that otherwise un-
folds with analogue artifacts, such as hand-written notes or via
third-party software:

“Some clients have a certain idea of what they want
to use and what not to use before the editing starts.
Instead of giving me just plain text messages, they
could just access the software and do it in there.”

The concept also suggests a holistic approach to UI design, keep-
ing all necessary tools in one software suite and preventing users
from having to “go between two screens all the time.”

At the same time, a participant suggested that this solution might
not be welcomed by external people, such as clients, as it suggests
introducing new tools that they are not familiar with:

“Some clients might be a little bit apprehensive about
going into a software and doing anything in there;
they would just prefer to [write a] message.”

5 DISCUSSION
Presented design ideas help illustrate and make concrete the scope
of supporting collaborative video editing. As mentioned in 4.1 and
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Figure 5: Master Styles: Editor enters text for graphics into a free form without template (left). Graphics template is finished
and applied to graphical elements (right).

Figure 6: Mobile application (left) and areas of the footage
highlighted in the video editing software UI (right)

4.2, some of the design concepts, such as colour-coded avatars and
annotations, are explicitly inspired by existing collaborative tools
(e.g., Google Docs and Frame.io) and the workspace awareness
framework [20]. Still, these concepts have to be qualified for col-
laborative video editing software. As the participants suggested,
it might be challenging to implement such concepts in a working
environment successfully. Other concepts are not explicitly inspired
by existing tools, though we can find similar design ideas in other
software. For example, Time Slot Separation (4.5) can be considered
similar to file-based separation in text-editing and software devel-
opment tools [10, 27] as well as to bin-locking feature in DaVinci
Resolve and Avid Media Composer. However, the lack of mass adop-
tion of such concepts in the video industry suggests that they are
still to be evaluated in a working environment. In our analysis,
we identify three aspects that present significant challenges to de-
signers and developers of collaborative video editing tools: focus
and distraction, new workflows and tools, and working with the
temporal dimension.

5.1 Focus and Distraction
Previous work on collaborative video editing showed that it is
possible to enable collaboration when the editing happens in real
time and in a face-to-face environment: the communication flows
smoothly, and collaborators can see what others are doing at any
moment [34]. In this study, the participants mention concerns about

suggested features as being distractive (4.1), complex (4.5) or ar-
ticulating the need to be able to focus (see 4.1). Since such topics
are raised when discussing various applications, we suggest that it
is a general and serious concern. Indeed, distributed collaboration
demands additional effort compared to a face-to-face environment:
communication between group members is limited, maintaining
group focus is more difficult, and the work itself can be confusing
and chaotic [7, 12].

One of the presented design concepts (4.5: Time Slot Separation)
suggests that the introduction of additional structural mechanisms
might be able to help deal with these issues. Specifically, this con-
cept envisions a feature that prevents access by other editors and,
essentially, limits possible collaboration: other editors cannot edit
the same part of the video. Thus, the editor who is responsible for
that part can work without distraction.

5.2 NewWorkflows and Tools
In a number of design concepts (see 4.2, 4.3 and 4.7), our partici-
pants suggested providing support for various activities that usually
occur beyond the scope of video editing software. For example, the
reviewing process typically involves rendering the video and shar-
ing it with other parties via some file-sharing service. Previous
studies suggest improving the reviewers’ experience by providing
them with additional instruments to support annotating and in-
dexical referencing [6, 32, 34]. However, the introduction of these
new instruments does not solve the underlying problem, that is,
the time and effort required to share a video with another person.

One design concept (4.3: Spectating Mode) essentially proposes
adding to video editing software functionality that is already im-
plemented in remote desktop services and screen-sharing features
of communications applications. Our participants suggested that a
mere integration of such functionality would be beneficial for the
overall video editing process. Specifically, video editors would be
able to get feedback from their colleagues promptly and discuss
the edits while in the process of editing. This change in the mode
of reviewing from iterative and asynchronous to immediate and
synchronous might have a significant impact on the whole edit-
ing process. However, it is hard to tell what this impact would be,
as previous research has indicated that video editors sometimes
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limit communication with other parties to ensure the quality of the
feedback [32].

Besides video itself, video production often involves various me-
dia, such as textual notes and documentation. Two design concepts
(4.2 and 4.7) specifically suggest integrating these types of media
into video editing software to save time and reduce the effort that is
spent on switching [7] between different applications and contexts
when editors work with documentation, messages, and notes. How-
ever, integrating new tools and inviting non-editors to participate
in the editing process might not be welcome, as our participants
suggested that the introduction of unfamiliar tools can confuse less
experienced users. Thus, in line with [25], we suggest that a more
personalised approach to user interface design could be preferable.

5.3 Working with the Temporal Dimension
The interface of a video editing software application visually dis-
plays the time-based media in a time-independent form, that is, a
line. In our design exercises, this time conversion is also a given
when suggesting new collaborative features. All features suggested
by the participants are ideas on how to support collaboration in a
setting where the time feature in a video is described as a line, that
is, a so-called timeline [16].

This preconception might have influenced the participants to
draw inspiration from existing collaborative production tools of
media, which are less time-based than video. Concrete examples
refer to collaborative features in text writing. Such associations and
claims on resemblance are mentioned in several of the suggested
applications (see 4.1, 4.2 and 4.6).

However, it might be that the “resemblance” between line-based
time representation in video software and text-based collaborative
editors would not work as straightforwardly as first imagined. For
example, indexical referencing (see 4.1 and 4.2) supports coordi-
nation and collaboration in a shared workspace [8, 20] in settings
such as collaborative text writing [27]. However, we suggest that, in
the case of video, there is a potential mismatch between a reference
that exists in the user interface and a referred-to object that can
exist in the medium itself. In terms of semiotic theory [35], the
sign and the object are on different levels of abstraction. This exam-
ple highlights the mismatch between what is happening with the
medium during rearrangements and what is visible in the interface.
Pavel et al. [34] address this mismatch in their design, allowing
users to video-record their feedback and gesture “over the source
video with the mouse” during the recording, essentially creating a
new “feedback session” timeline.

In the editing process, the editors need to comprehend the con-
nection between the abstract representation of video and the video
itself [16, 17]. We suggest that this need might restrict the intro-
duction of new collaborative elements similar to those that exist in
other collaborative systems. If that is the case, the concerns raised
might be fundamental and challenging. This might be one of the
reasons why video editing software is so far designed mainly for
individual users.

Previous research demonstrated alternative approaches to present
time-based media, such as blocks [29], tokens [43], and storyboards
[16]. These approaches include putting a structure on top of contin-
uous media, breaking it into pieces. Specifically, each block, token,

or storyboard frame represents a clip – a discrete segment of video;
editors rearrange these clips to create a new video. One design
concept (4.5: Time Slot Separation) suggests a similar approach – to
impose a structure on top of the existing timeline by splitting the
video into a series of time slots. Thus, the whole video can be rep-
resented as a collection of time slots, similar to a storyboard, which
requires less effort to observe and comprehend [16]. We suggest
that storyboard-based representation may be a viable alternative
or a supplement to a timeline-based design which is prevalent in
current video editing software. The idea of using storyboards for
video editing in itself is not particularly new [28], however, it is
still to be explored in the context of online collaboration.

The fact that collaborative skills and experiences, along with
new types of software, are introduced to edit other types of media
is inspiring but not decisive for the future of video editing. The
intent of this study was to explore the design space of collaborative
video editing. However, an important next step is to evaluate such
concepts in practice and possibly shrink the space.

6 LIMITATIONS
This study focuses on a very specific domain, remote collaborative
video editing. Thus, the suggested design concepts might be not
applicable outside this domain.

In the workshops, we focused and limited the ideation process
by introducing the topic of workspace awareness, existing collabo-
rative tools, and the timeline-based video editing software interface.
Thus, design ideas are anchored in existing video editing software,
which is designed with a single user in mind.

The results of this study should be considered preliminary as we
did not evaluate the suggested design concepts.

7 CONCLUSION
In this paper, we have examined how we can support collabora-
tive video editing. In a series of design workshops, we identified,
illustrated and discussed design ideas to support collaboration. We
have identified key topics that put design concepts in the context
of their potential use and discussed accompanying challenges.

Our results suggest that adding collaborative features might
introduce unwanted distractions into video work, and we concep-
tualised the ways of mitigating such effects through providing
additional structuring. We have looked beyond the scope of current
video editing software and suggest providing support for collabo-
ration and interactions, which often happen outside of such video
editing tools. Further research on collaborative video editing should
investigate alternative ways of video representation in editing soft-
ware and focus on the evaluation of collaborative tools in a practical
context.
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