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Abstract: The LISST-VSF is a commercially developed instrument used to measure the volume
scattering function (VSF) and attenuation coefficient in natural waters, which are important
for remote sensing, environmental monitoring and underwater optical wireless communication.
While the instrument has been shown to work well at relatively low particle concentration,
previous studies have shown that the VSF obtained from the LISST-VSF instrument is heavily
influenced by multiple scattering in turbid waters. High particle concentrations result in errors in
the measured VSF, as well as the derived properties, such as the scattering coefficient and phase
function, limiting the range at which the instrument can be used reliably. Here, we present a
feedforward neural network approach for correcting this error, using only the measured VSF as
input. The neural network is trained with a large dataset generated using Monte Carlo simulations
of the LISST-VSF with scattering coefficients b = 0.05 − 50 m−1, and tested on VSFs from
measurements with natural water samples. The results show that the neural network estimated
VSF is very similar to the expected VSF without multiple scattering errors, both in angular shape
and magnitude. One example showed that the error in the scattering coefficient was reduced from
103% to 5% for a benchtop measurement of natural water sample with expected b = 10.6 m−1.
Hence, the neural network drastically reduces uncertainties in the VSF and derived properties
resulting from measurements with the LISST-VSF in turbid waters.
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1. Introduction

Accurate characterization of light-particle interactions in marine environments have become
increasingly important in recent years due to growing interest in applications of optical measure-
ments for environmental monitoring, remote sensing, and underwater wireless communication
[1–6]. The volume scattering function (VSF) is an important inherent optical property (IOP),
describing the angular distribution and intensity of scattered light. Measurements of the VSF
β can be used to derive the scattering coefficient b through integration of the VSF over all
scattering directions and the phase function β̃ through normalization of the VSF by b. Accurate
measurements of the VSF of natural water samples have been difficult to obtain, requiring
custom-built and complex instrumentation which are often challenging to deploy for in situ
measurements. Consequently, the VSF has been sparingly measured, and common simplified
models have not been extensively validated [7], despite its importance in radiative transfer
modelling [2,5,8,9]. Variations in the scattering properties of natural waters are primarily
governed by suspended particles on the micro- and nano-scale. The VSF may be utilized to
extract considerable information on the particulate composition in the water mass [10–13].

The LISST-VSF (Sequoia Scientific) is a commercially available instrument, designed to
perform in situ measurements of the VSF at a single light wavelength of 515 nm over angles
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0.1 − 150◦ with two detection systems; a series of 32 logarithmically-spaced ring detectors
covering the range 0.1 − 15◦ and a rotating eyeball detector covering the range 15 − 150◦ in 1°
increments. Additionally, the LISST-VSF can simultaneously measure the attenuation coefficient
c, enabling the extraction of the absorption coefficient a through the relation c = a + b. Although
the LISST-VSF has been validated to perform well with relatively low concentrations of known
particles [14–16], previous studies have also shown that large errors in the measured VSF arise
in turbid waters [13,17,18]. In particular, Monte Carlo simulations of the LISST-VSF revealed
elevated and distorted VSFs originating from multiple scattering. Consequently, the phase
function and scattering coefficient derived from the VSF measurement are also subject to multiple
scattering errors. The Monte Carlo simulation has been verified by laboratory measurements [17],
where only small deviations were observed. Simulations show that, for an expected scattering
coefficient of b ∼ 1.5 m−1, an overestimation of 10% can be observed in the measured scattering
coefficient, reaching 100% at b ∼ 10 m−1. On the other hand, the attenuation coefficient c is not
significantly affected by multiple scattering errors [13,15,19]. Hence, errors in the scattering
coefficient also affect the derived absorption coefficient (a = c − b), which can become negative
for sufficient errors in the measured scattering coefficient.

Multiple scattering is a known challenge for optical measurement systems seeking to charac-
terize turbid media [10,11,20,21]. Multiple scattering of light within the LISST-VSF instrument
impacts the VSF measurement results in two ways: overestimation of VSF magnitude and
incorrect angular shape (i.e., phase function). These issues relate to multiple scattered light
which is presumed lost along the path between the light source and detector. Both scattering and
absorption losses are accounted for along this path using an attenuation correction determined
as e−cz where z is pathlength. This correction utilizes a measurement of attenuation from the
LISST-VSF with a very narrow acceptance angle (<0.04°). However, a portion of the scattered
light assumed lost is not truly lost as it continues through the water and is ultimately detected.
For example, light which in a single scattering scenario would be detected at 20° is scattered
a second or third time, resulting in detected light at either the same, or a different detection
angle. This light is accounted for by the attenuation correction for the 20° detection angle, but is
also observed as an actual signal in the detector. Hence, this light is effectively double-counted.
Furthermore, multiple scattering generally results in a flattening of the typical forward-peaked
phase function of marine particles (e.g., [22]). Combined, these effects result in an overestimation
of VSF magnitude at all scattering angles and a flatter VSF than would be observed in a single
scattering scenario.

The correction of these undesirable multiple scattering effects on light scattering measurements
is nontrivial and depends on many factors including particle properties (e.g., concentration and
phase function) and instrument geometry (e.g., pathlength and acceptance angle). A common
solution has been to develop light scattering meters with relatively short pathlengths; however,
this approach is not always feasible considering desired angular-resolution and retrieval of
adequate signal for detection of small scattering signals common in oceanic environments. The
HydroScat-6 instrument (HS-6; HOBI Labs, Inc.) has a 15 cm pathlengh, approximately the same
as the LISST-VSF instrument, but only measures light scattered at 141◦ from incident direction.
HOBI Labs recommend adjusting the scattering coefficient by a factor of 0.4 when deriving an
attenuation coefficient for the attenuation correction (i.e., c∗ = a + 0.4b, where c∗ refers to an
adjusted c for attenuation correction), under the assumption that only a portion of scattered light
is truly lost along the path [23]. Recently, Doxaran et al. [24] used light simulations of HydroScat
instruments to show that adjustments to the scattering coefficient of factors of about 0.05–0.4
were actually warranted for different scenarios of optical properties. This type of approach
may be sufficient for some cases with a single-angle scattering meter; however, more advanced
approaches are necessary for the complexity of multiple scattering effects in the LISST-VSF
instrument which includes two detector systems covering a wide angular range.
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The Monte Carlo model developed in [17] is able to reliably reproduce a LISST-VSF
measurement given a phase function and scattering coefficient as inputs. By simulating a large
variety of different VSFs, we have shown that the magnitude of the multiple scattering error is
dependent on both the scattering coefficient and phase function, i.e., magnitude and shape of
the VSF [18]. Furthermore, the error varies with angle of detection, such that the percentage
error in the measured VSF at 15◦ may be significantly different from the error at 150◦, making it
challenging to apply corrections to the measured VSF. Koestner et al. [13] developed a correction
function based on empirical data, where two mineral-dominated samples were diluted to obtain
benchtop measurements with attenuation coefficients ranging from 1.8 m−1 to 14 m−1. Assuming
negligible multiple scattering errors for the smallest attenuation coefficient, an expected VSF
could be calculated for the higher concentration samples affected by multiple scattering. Hence,
by comparing expected VSF with measured VSF, a correction was found as a function of scattering
angle and scattering coefficient. For applications, the scattering coefficient was estimated by
b = cLISST − aac-s, where aac-s is the absorption coefficient measured with an ac-s instrument
(Sea-Bird Scientific) and cLISST is the attenuation coefficient measured with the LISST VSF
instrument. While this method accounts for the angle dependent error, it does not account for the
effect of varying phase functions and requires an unbiased estimate of the absorption coefficient.

Recently, artificial neural networks (ANNs) have seen a rise in popularity due to their wide
range of applications and generalization capabilities [25]. ANNs are being increasingly utilized
in aquatic sciences, providing useful models for water quality monitoring [26–33], and the
prediction of wave heights [34–37]. One of the primary attributes of ANNs are their ability to
provide solutions to complex multivariate problems. In the current study, the desired outcome is
to take a VSF measurement which is influenced by multiple scattering errors as input, and find
the "true" VSF unaffected by multiple scattering errors representing what would be measured
in a single scattering regime. To accomplish this, we recognized the multivariate capabilities
of ANNs and developed a feedforward neural network to correct multiple scattering errors
unique to LISST-VSF measurements. To train the ANN, a large set of varied data containing
both VSFs with multiple scattering errors and the corresponding VSF unaffected by multiple
scattering errors was needed. As such experimental datasets are not readily available on a large
scale, a large training dataset was generated using 154 different phase functions representative
of natural assemblages of aquatic particles and the previously developed Monte Carlo model
of the LISST-VSF instrument [17]. In this study, we present comprehensive analysis of the
ANN model development and testing to reliably correct for multiple scattering errors in VSF
measurements made by the LISST-VSF instrument. We present results of ANN testing with two
contrasting natural samples prepared using dilutions to produce various particle concentrations
in a laboratory environment and we examine the application of the ANN to a large dataset of
LISST-VSF measurements from natural seawater samples spanning highly turbid coastal waters
to clear oceanic waters.

2. Methods

A description of the ANN is given in Section 2.1, which includes how the ANN works and how it
is structured. The dataset used for training the ANN is presented in section 2.2, followed by a
description of how data was treated for use in the ANN (Section 2.3). Details of the training
process, such as training algorithm and loss function, are given in Section 2.4. Finally, Section
2.5 describes how the ANN was evaluated and the datasets used for this purpose.

Note that all optical properties presented in this study refer to the properties of the particles
in the water, i.e., scattering and absorption by pure water is not included. Also, the primary
LISST-VSF used in this study refers to a single wavelength light source of 515 nm, meaning that
all quantified properties refer to the value at this particular wavelength. Some data presented
also refer to measurements from a different LISST-VSF instrument which utilizes a 532 nm light
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source, however no distinction is made for the proposes of this study and expected differences
between optical measurements with 515 nm or 532 nm light source are assumed minor.

2.1. ANN structure

The ANN employed in this study was a multi-layer feedforward neural network containing five
layers in total (see Fig. 1) [38]. The model was built in Python using Keras [39], which runs on
top of TensorFlow [40]. The first layer is called the input layer and simply contains the input data
which is a measured VSF. The input layer is followed by three hidden layers, and the final layer is
the output layer containing the VSF corrected for multiple scattering errors. All nodes in one
layer are connected to all nodes in the neighboring layers, but the connections only work in the
forward direction. After the input layer, each node in a following layer is calculated as a function
of every node in the previous layer. For instance, the first node in the first hidden layer in Fig. 1 is
calculated as

h1
1 = F(W1

11x1 +W1
21x2 + · · · +W1

n1xn + b1
1). (1)

Here, xi is the input VSF at measurement angle i, the weights W1
ij describes how much the node j

in the hidden layer depends on node i in the input layer, i.e., the strength of the connection. The
superscript in W1

ij refers to which layers the weights connect to (first hidden layer is 1, output
layer is 4), and the superscript in h1

1 refers to which hidden layer the node belongs to (see Fig. 1).
The term b1

1 is the bias for node h1
1, which is a constant that is added to the product of inputs and

weights. The function F is called an activation function, of which there are several alternatives to
choose from. The hyperbolic tangent function is commonly used and was found to produce good
results for the ANN developed in this study. Thus, Eq. (1) becomes

h1
1 = tanh(W1

11x1 +W1
21x2 + · · · +W1

n1xn + b1
1). (2)
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Fig. 1. Illustration of the ANN with a size of three hidden layers with n nodes per layer.
The input values X are the original VSF values for angles 0.09 − 140◦, nodes h in the hidden
layers are calculated as function of W and b (weights and biases), and the output values Y
are the estimated VSF values for angles 0.09 − 150◦.

The nodes in the first hidden layer are fed forward as inputs to the second hidden layer, and so
on until reaching the output layer. The output layer is calculated without the activation function,
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so that the output corresponding to the first angle in the corrected VSF is given as

y1 = W4
11h3

1 +W4
21h3

2 + · · · +W4
r1h3

r + b4
1. (3)

The ANN developed in this study takes 158 inputs, corresponding to the VSF measured for angles
0.09 − 140◦. The exclusion of data points above 140◦ is due to deviations between measured
and simulated VSFs in this angular range for large scattering coefficients (b> 20 m−1) [17]. The
output layer contains 168 nodes, corresponding to the corrected VSF over the angles 0.09 − 150◦
(same as the LISST-VSF). Thus, the ANN estimated VSF for angles 140 − 150◦ is predicted
based on the measured VSF at angles 0.09 − 140◦.

The size of the network was determined based on a validation process, where the available
data was split into a training dataset and a validation dataset. Due to limited data, only 20%
of the data was used for validation, while the remaining 80% was kept for training. The phase
functions used for validation were randomly selected, but were the same for all configurations. A
total of 15 configurations of the ANN structure were tested, varying in both the number of layers
and the number of nodes per layer. Based on the results, a network size of three hidden layers
with 168 nodes per layer was chosen (same number of nodes as the output layer). The results
from the validation process is presented in Section 3.1.

2.2. Training dataset

As mentioned, large experimental VSF datasets with high quality reference measurements are not
readily available. However, by utilizing the previously developed Monte Carlo simulation of the
LISST-VSF instrument, a large training dataset can be generated [17,18]. The bulk of the training
data consists of VSFs simulated with the one-term Henyey-Greenstein (HG), Fournier-Forand
(FF), and two-term Reynolds-McCormick (TTRM) phase functions, which covers a wide range
of phase functions with resemblance to those found in seawater [2,7,11]. In addition, some
VSF were simulated with phase functions obtained from measurements with natural sample, so
that more natural VSFs are represented in the training dataset. A total of 154 different phase
functions were used, of which 18 were from natural samples. Each was simulated with scattering
coefficients ranging from b = 0.05 − 50 m−1, resulting in a total of 1386 VSFs. The particulate
phase functions β̃ have backscattering ratios in the range bb/b = 0.0003-0.3 with a median of
0.034, and are shown in Fig. 2.

By using several types of phase functions, one obtains a training set of large variety. Typically,
the TTRM and HG phase functions plateau when approaching 0◦, while the FF phase functions
continue to rise with decreasing angle (see Fig. 2). The TTRM phase function also offers more
variety in terms of shape in the backwards direction, where the FF and HG phase functions
are much more limited. The phase functions obtained from measurements of natural seawater
samples generally provide more realistic training data, accounting for variations that are not
adequately represented by the HG, FF, and TTRM phase functions.

2.3. Data transformation and standardization

Since VSF data can vary with several orders of magnitude, it was preprocessed to make the data
suitable for application with the ANN using a log transformation and statistical standardization
[41,42]. The first step is to transform the values to the loge domain, so that

x′i,j = loge(xi,j), (4)

where xi,j is the original VSF data at input node i for sample j. Then the data is standardized by
subtracting the mean and dividing by the standard deviation for each individual node in the input
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Fig. 2. All phase functions β̃ used to generate training data are shown in grey. A
representative phase function for each type are shown for Fournier-Forand (yellow), two-
term Reynolds-McCormick (Orange), Henyey-Greenstein (black), and from measurement
(purple).

layer, giving

x′′i,j =
x′i,j − x′i

sx′i
. (5)

Here, x′′i,j is the transformed and standardized value for input node i in training sample j, x′i is
the mean value of input node i over all training samples, and sx′i is the standard deviation. This
transformation gives a distribution of x′′i,j with a mean of zero and a standard deviation of one.
The true values ŷ are transformed following the equivalent formula, and the output values y from
the ANN can be transformed back to regular values by applying the reverse transformation.

2.4. Training the ANN

The aim of the training process is to compute weights Wk
ij that minimizes the deviation between

the output of the ANN and the true values, and is expressed by a loss function. Here, the mean
squared error (MSE) function, which is a commonly used loss function, was found to work well,

loss = MSE =
1
N

N∑︂
i=1

(yi − ŷi)
2. (6)

Here, yi is the predicted values, ŷi is the true values and N is the total number of outputs in the
training set, i.e. the number of VSFs times the number of measurement points per VSF. The
MSE was calculated for the transformed data, and is likely insensitive to specific angular regions.
The ANN was trained using the Adam algorithm, which is a built-in optimizer in Keras. The
algorithm minimizes the loss with respect to its parameters W and b (weights and biases) through
stochastic gradient descent [43].
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2.5. Evaluating the ANN

It is not possible to directly evaluate the ANN’s performance on LISST-VSF measurements of
turbid samples influenced by multiple scattering errors, since we do not know the "true" VSF
(i.e., the VSF in the single scattering regime unaffected by multiple scattering errors). The
preferred way to evaluate the ANN’s performance is to obtain LISST-VSF measurements with
both a turbid water sample and the same sample diluted to particle concentrations unlikely to
induce multiple scattering errors. At a sufficient dilution, the measured VSF will have negligible
multiple scattering error and the expected VSF for higher concentration samples can be calculated
by multiplying with an appropriate dilution factor. The dilution-corrected VSF can thus be used
as "true", or expected, VSF for evaluating the ANN performance. This has been done for two
different samples, resulting in two sample sets that contain the original VSF measurements at
different dilutions, in addition to the dilution-corrected VSFs. These sample sets are used for
evaluation of the ANN in Section 3.2.

Further evaluation of the ANN model was carried out with 98 measurements on natural samples
for which we do not have dilution corrections. The dataset presented in Section 3.3 contain a large
variation of samples, with measured attenuation coefficients ranging from c = 0.64 − 21.82 m−1

and backscattering ratios ranging from b̃b = 0.006 − 0.027. The dataset consist of LISST-VSF
measurements collected from various places: Coastal waters of Southern California and Northern
Alaska [13]; Coastal waters around Svalberd, including Riåfjorden, Hinlopen and Isfjorden
[15]; Norwegian fjords, including Gaupnefjorden [15] and an Emiliana Huxleyi algae bloom in
Hardangerfjorden; Coastal measurements in Storfjorden, Svalbard [44].

Assuming that the LISST-VSF attenuation measurement is accurate, the performance of the
ANN can be evaluated through the relation between b and measured c. Ideally, one would also
have absorption measurements obtained simultaneously with a different instrument, so that a
comparable scattering coefficient could be obtained indirectly through the relation c = a + b.
However, such measurements were not available for the entire dataset presented here.

Percentage deviation was used to quantify differences between values obtained from original
uncorrected measurements or values obtained from application of the ANN, and reference values
obtained from dilution correction. The percentage deviation is defined as

Xm − Xr

Xr
× 100%, (7)

and describes how much the value Xm deviates from the reference value Xr. The values Xm and
Xr are specified in the text where Eq. (7) is applied.

3. Results and discussion

This section is divided into three parts. First, the results from the validation process used to
determine the size of the network is presented. Then, evaluation of the ANN is performed with
dilution-corrected VSFs obtained for two different sample sets. Finally, further evaluation is
performed with VSF measurements obtained from natural samples, for which dilution-corrected
values are not available. For this section, all scattering and attenuation measurements are
performed with the LISST-VSF instrument, unless otherwise is stated.

3.1. Validation and determination of network size

An appropriate ANN size was determined by testing 15 different ANN configurations with hidden
layers ranging from 1 to 5, and with either 84, 168 or 252 nodes per hidden layer. Each model
was trained for 100,000 iterations and the results are presented in Fig. 3.

From Fig. 3(a), it can be seen that the MSE of the training set (dashed) generally decreases
with both increasing number of hidden layers and number of nodes per layer. For the validation
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Fig. 3. (a) Mean squared error (MSE) after 100,000 iterations plotted as a function of
hidden layers for an ANN with 84, 168 and 252 nodes per layer. The MSE is shown for both
the validation set (solid lines) and the training set (dashed lines). (b) MSE of the validation
set plotted as a function of iterations for ANNs with a number of hidden layers ranging from
1 to 5, and with 168 nodes per hidden layer.

set (solid), the largest improvement in performance is observed when going from 1 to 2 hidden
layers. For both 84 and 168 nodes per layer, the MSE has a small downwards trend going from 2
to 4 layers, with a slight increase at 5 hidden layers. This could be a sign of overfitting, where the
amount of parameters (weights and biases) becomes so large that the solution for the training
data may not be a good general solution for data not included in the training. Additional evidence
of overfitting is observed in Fig. 3(b), where it can be seen that the 5 hidden layer ANN is only
the top performer in the early stages of the training. The 5 hidden layer ANN displays rapid
improvement in MSE during the first 30,000 iterations at which point the 4 hidden layer network
begins to outperform, followed by the 3 hidden layer network at approximately 55,000 iterations
(Fig. 3(b)). Similar plots were made for the 84 and 252 nodes per layer configurations (not
presented here), displaying similar trends as those seen in Fig. 3(b). For the 252 nodes per layer
configurations, similar signs of overfitting were observed with 4 hidden layers. Based on these
observations, an ANN with 3 layers and 168 nodes per layer was chosen as our model. The
chosen ANN size results in low risk of overfitting, while providing sufficient complexity for
generalization.

3.2. Testing with diluted samples

The results from the dilution-corrected sample sets are presented in Fig. 4, showing both
the measured, dilution-corrected (expected), and ANN estimated VSF. Here, only the lowest
concentration and the highest concentration samples are shown. The first sample set (Fig. 4(a))
was collected from Los Peñasquitos Lagoon, San Diego County, California, and will be referred
to as the lagoon samples. The second sample set (Fig. 4(b)) was collected from glacial meltwater
near King George Island, Antarctica [13], and will be referred to as the meltwater samples.

The ANN estimation of the true VSFs agrees well with the dilution corrected VSFs (Fig. 4).
The two sample sets have noticeable differences in both the forward (<10°) and backward
scattering angles, showcasing the generalization capabilities of the ANN. The ANN estimates
deviate slightly from the expected VSFs, most noticeable for the lowest concentration sample in
the meltwater samples where the ANN estimate is somewhat lower than the expected VSF. Here,
the measured scattering coefficient is b = 1.77 m−1, while the ANN’s estimate is b = 1.62 m−1.
According to previous investigations into the effect of multiple scattering, the percentage error
in the scattering coefficient at b = 1.62 m−1 is likely around 10% [18]. In this case, the ANN
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plot of the VSFs for angles θ ≤ 10. Highest (top black curve) and lowest concentration
(lower black curve) samples shown here. (a) Lagoon samples. Dilution factor of 10. (b)
Meltwater samples. Dilution factor of 6.6.

estimate of b is about 9% lower than b measured by the LISST-VSF, which agrees with expectation.
The multiple scattering errors observed in the LISST-VSF measurement at the lowest particle
concentration will naturally propagate into the estimations of expected VSF at higher particle
concentrations, partly explaining why the ANN estimated VSF is lower than the dilution corrected
VSF for the meltwaters. For the lagoon samples, this problem is less severe, as the ANN estimated
scattering coefficient is only b = 0.99 m−1, which is likely to contain a multiple scattering error
of about ∼ 3% [18].

The performance of the ANN can be quantified by comparing the scattering coefficients b and
backscattering coefficients bb obtained from the original (uncorrected) LISST-VSF measurement,
dilution-corrected (expected) LISST-VSF measurement, and VSF estimated from application of
the ANN to the original LISST-VSF measurement. In Fig. 5, the scattering and backscattering
coefficients are plotted against the expected values from the dilution correction for both sample
sets. Here, the expected values are plotted with an adjustment for expected multiple scattering
error in the LISST-VSF measurements with lowest particle concentration, accounting for ∼ 3%
and ∼ 10% error in the lagoon and meltwater samples, respectively.

For increasing scattering coefficients, the measured scattering and backscattering coefficients
deviate increasingly from the expected values for both sample sets, as seen in Fig. 5. This is most
noticeable for the meltwater samples (see Fig. 5(c)), where the highest concentration sample has
a measured scattering coefficient of b = 21.5 m−1, which is more than twice the expected value
of b = 10.6 m−1. On the other hand, the ANN estimates a scattering coefficient of b = 11.1 m−1,
corresponding to a reduction in percent deviation from 102.8% to 4.7%. Here, the percentage
deviation is calculated according to Eq. (7), where the reference value Xr is b expected from
dilution correction, while Xm is b obtained from LISST-VSF measurement and from application
of ANN, respectively. In general, the ANN estimates are very similar to the expected values, with
both sample sets showing an increase in deviation at the highest concentration for both b and bb.
The largest deviation is observed in the backscattering coefficient for the highest concentration
sample in the meltwater samples. Here, the percentage deviation is 13%, which is still a large
improvement from the deviation of 138.8% in the measured bb.
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Fig. 5. Scattering coefficients and backscattering coefficients plotted against the expected
values for the lagoon samples (a and b), and the meltwater samples (c and d). Values
measured by LISST-VSF (red), expected from dilution correction (black, 1:1 line), and
estimated by the ANN (yellow).

There are several possible reasons for the observed trend in deviation between expected and
ANN estimated VSF. For these samples specifically, the dilution factor is considered to be a
significant source of uncertainty. For the meltwater samples, the dilution was done subsequently,
meaning that any error in the first dilution would propagate to the next dilution. On the other
hand, the samples in the lagoon samples were diluted individually. These differences in dilution
methodology could explain why the ANN estimate for the lagoon samples is observed to be
both below and above the expected value (random error), while the ANN estimate for the
meltwater samples is always above the expected value (systematic error). Also, due to increased
measurement uncertainty in the very near forward direction (< 1◦), measurement results in this
angular region were treated using extrapolation and smoothing routines. In a previous study,
we have shown that the multiple scattering error is dependent on the shape of the VSF [18].
Specifically, the extreme forward part seems to be of special importance. Hence, the VSF
shape resulting from extrapolation and smoothing at θ < 1◦ may be slightly inconsistent with the
multiple scattering error in these measurements, resulting in deviations between the expected
and ANN estimated VSFs. Furthermore, the results presented here are particularly sensitive to
errors in the lowest concentration samples, as the expected VSF is directly calculated from these.

Other possible reasons to the observed deviation are of a more general form. The ANN is
trained on simulated data, meaning that the ANN can only be as good as the simulation. While
the simulation has been shown to be generally accurate, there are noticeable deviations at large
scattering coefficients [17]. Another likely reason is that these samples are not adequately
represented in the training data. Only 18 of the 154 phase functions used for training are obtained
from measurements, meaning that the majority of the training set is obtained from artificial phase
functions, e.g. Henyey-Greenstein and Fournier-Forand. By including more VSFs obtained
from measurements of natural samples, the performance of the ANN is very likely to improve.
However, due to limited available VSF measurements, data for training and data for testing had
to be balanced. As more in situ data becomes available, additional samples can be added to
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the training dataset. The final factor to consider is uncertainty in the measured data, where
all individual sample measurements contain errors of varying degree, in addition to multiple
scattering errors [11,15].

3.3. Testing with measurements of natural seawater samples

A large dataset consisting of 98 VSFs obtained from measurements on natural samples are used
for further evaluation of the ANN. In Fig. 6(a), both the measured and ANN estimated b is plotted
against measured c. The same data is also presented in Fig. 6(b), but here plotted against the
ANN estimated b.
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Fig. 6. (a) Measured (red) and ANN estimated (yellow) scattering coefficient b plotted
against the measured attenuation coefficient c. The 1:1 line is plotted in solid grey, and
the yellow dashed lines represent the median ratio of b/c = 0.79, together with the 10th
percentile (b/c = 0.69) and 90th percentile (b/c = 0.97). (b) Measured (red) and ANN
estimated (yellow) scattering coefficient b plotted against the ANN estimated scattering
coefficient. The dashed grey lines show the 10% and 100% deviation between measured and
ANN estimated b. The 1:1 line is plotted in solid grey.

From the relation c = a+ b, we must always have b< c to have a positive absorption coefficient.
Thus, all measurement points plotted in Fig. 6(a) should be below the 1:1 line (grey). However,
this is not the case for many of the LISST-VSF measurements, where b> c can be observed for
attenuation coefficients c> 2 m−1. On the other hand, the ANN estimates of b are always below
the 1:1 line. The ANN estimated b follows a linear trend with a median single scattering albedo
b/c of 0.79. The observed variations around the median are expected due to natural variability in
the optical properties of natural assemblages of marine particles. In Fig. 6(b), the same data are
plotted as a function of the ANN estimated b. Here, a clear relationship is observed between
measured and ANN estimated b, where the percentage deviation follows a trend that can be
approximated by a power law fit (see Fig. 7(a)).

The estimated adjustment after applying the ANN can be assessed by looking at the deviation
between the original LISST-VSF measurement and ANN estimates. In Fig. 7, the percentage
deviation is plotted for the scattering coefficient b, backscattering coefficient bb and backscattering
ratio b̃b = bb/b. The latter may be of special interest, as b̃b describes the VSF shape, rather than
magnitude. Here, the percentage deviation is calculated according to Eq. (7), where Xr is the
ANN estimate, and Xm is the measured value.
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Fig. 7. Percentage deviation plotted against ANN estimated b for (a) the scattering coefficient
b (green) and backscattering coefficient bb (pink), and (b) the backscattering ratio (orange).
Percentage deviations are calculated according to Eq. (7), where Xr is the ANN estimate and
Xm is the measured value. Note that panel (a) is a log-log plot, while panel (b) is a semi-log
plot.

As seen in Fig. 7(a), the deviations in both b and bb follow a trend that can be approximated
by a power law fit, where the deviation in bb is larger than for b. From the trend lines, the
percentage deviation in b reaches 10% at approximately b = 1.7 m−1 and 100% at b = 10.5 m−1,
while for bb it is 10% at b = 1.4 m−1 and 100% at b = 8.0 m−1. These results are consistent
with our previous study on multiple scattering errors in LISST-VSF measurements [18]. The
results presented in Fig. 7(a) also illustrate the dramatic increase in measurement error when
the scattering coefficient becomes large (b> 10 m−1). The highest concentration sample in this
dataset has an ANN estimated scattering coefficient of b = 18.7 m−1, and the percent deviation is
294% for b and 476% for bb.

From Fig. 7(b), the deviation in the backscattering ratio b̃b is less severe than that observed for
b and bb. Here, the deviation is 10% at b ≈ 5 m−1, reaching 46% for the highest concentration
sample at b = 18.7 m−1. The data points generally follow an exponential fit, but as with b and bb,
the fit is slightly too high for b< 2 m−1. Here, a positive deviation in b̃b means that the increase in
the measured VSF β due to multiple scattering is relatively larger in the backwards direction than
in the forward direction. This is also true for the phase function, which is calculated as β̃ = β/b.

4. Summary and conclusion

In this study, we have developed an artificial neural network (ANN) with the aim of correcting
multiple scattering errors in VSFs measured by the LISST-VSF instrument. It is a traditional
feed forward network, containing 3 hidden layers with 168 nodes layer. The ANN estimates
the true VSF taking only the measured VSF as input, eliminating the necessity for additional
measurements. Training data was generated using a previously developed Monte Carlo simulation
of the LISST-VSF instrument, verified by laboratory measurements [17]. A large and varied
training set was constructed, consisting of VSFs simulated using Henyey-Greenstein, Fournier-
Forand, and two-term Reynolds-McCormick phase functions, in addition to some phase functions
obtained from in situ measurements. A total of 154 unique phase functions were simulated with
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9 different scattering coefficients ranging from b = 0.05 − 50 m−1, resulting in a training set
consisting of 1386 VSFs.

A benchmark test of the ANN was performed using measurements with dilution corrected
samples. The results showed that the VSFs estimated by the ANN were very similar to the
expected VSFs in both shape and magnitude. The performance of the ANN was evaluated in terms
of the scattering and backscattering coefficients. Both sample sets showed similar trends, where
the deviation between LISST-VSF measurement and expected coefficients increased significantly
with increasing particle concentration. On the other hand, the ANN estimates were very similar
to the expected values, with a slight increase in deviation with increasing concentration. For
the highest concentration sample, the expected scattering coefficient was b = 10.6 m−1. In this
case, applying the ANN correction reduced the scattering coefficient from a measured value of
b = 21.5 m−1 to the ANN estimated value of b = 11.1 m−1, equivalent to a reduction in error
from 103% to 5%.

Further testing was performed with a large database of natural seawater samples from various
oceanic environments, for which measurements were made with original samples without any
dilutions. The sample set contained 98 individual measurements with measured attenuation
coefficients ranging from c = 0.64 − 21.82 m−1. Here, the ANN was evaluated by calculating the
scattering coefficients for the measured and ANN estimated VSF, and comparing them to the
attenuation coefficients measured by the LISST-VSF. From the relation c = a + b, the expected b
must be lower than the measured c. However, for samples with an attenuation coefficient greater
than c = 4 m−1, the measured b was consistently larger than the measured c, while instances of
b> c were observed at attenuation coefficients as low as c = 2 m−1. The ANN was effective
in reducing this discrepancy, with all estimates satisfying the criterion b< c. Furthermore,
reductions in VSF following application of the ANN were more significant for the backscattering
coefficient as compared with the scattering coefficient, typically resulting in a reduction of the
backscattering ratio of about 5–20% for b = 2 − 10 m−1.

The ANN developed in this study has been shown to correct multiple scattering errors in VSF
measurements collected by the LISST-VSF for a wide range of phase functions and scattering
coefficients. While undesirable multiple scattering errors arise for scattering coefficients b> 2 m−1,
the ANN provides reduced uncertainty in derived optical properties far above b = 2 m−1. This
significantly increases the turbidity range the LISST-VSF can reliably operate in, allowing for
more accurate measurements in particle rich waters such as phytoplankton blooms, and coastal
environments including river outlets, harbors and glacial meltwaters.

While the ANN has been evaluated on a large dataset of VSFs measured in natural waters,
further evaluation through comparison with other instruments and additional serial dilutions is
desirable.
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