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A B S T R A C T

In the unified flash procedure, a persistent set of unknowns and equations are solved in equilibrium
calculations, allowing for simultaneous phase stability and split calculations. For fluids in a subcritical
thermodynamic state characterized by pressure and temperature, modeling both liquid and gas phases with
inequality conditions for phase fractions has been shown to incorporate the tangent-plane criterion and results
in a consistent formulation of compositions for both present and absent phases. However, applications such as
high-enthalpy systems in subsurface flow require a state definition using other state variables than pressure
and temperature, as well as the capability to represent supercritical phases. Furthermore, the robustness of the
flash across a wide range of state values is required if equilibrium dynamics are to be included in a flow and
transport problem.

This work introduces constraints in terms of enthalpy and volume to allow pressure and temperature to
vary in the unified setting. The constraints are shown to arise from equilibrium conditions for the relevant
state functions to be minimized. To increase the range of applicability, a modified extension procedure for the
compressibility factor was devised, as well as procedures for the flash initialization.

The unified formulation is extendable to allow isenthalpic and isochoric flash calculations. The initialization
was devised using methodologies from the negative flash and Rachford–Rice equations. Extensive numerical
tests with multiple equilibrium definitions in terms of state variables were performed. Gas–liquid, binary and
a multicomponent mixture using Peng–Robinson EoS showed consistency of results which are verified using
third-party code.
1. Introduction

There is a wide variety of formulations and computational method-
ologies for computing fluid phase equilibrium, which emphasizes the
importance of identifying efficient solutions for this highly nonlinear
problem. Fixing the state of a fluid mixture in terms of its intensive
properties pressure, temperature and moles finds the widest range of
applications in engineering. This formulation is of limited use though
when facing e.g., the narrow-boiling problem [1,2] or unsteady states
in fixed volumes [3]. A brief overview of the variety of formulations
and their applications is found in [4]. Currently, the most widely
used methodology relies on separate phase stability checks and phase-
split calculations proposed by Michelsen [5,6]. This approach has in
general led to numerical solution strategies of high complexity and
provided the basis for many to explore different combinations of nested
algorithms [1,2,7–9].

An alternative strategy for equilibrium calculations, denoted the
unified formulation, was proposed by Lauser et al. [10] and considers
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a persistent set of unknowns and equations. A significant advantage
of the unified formulation is its indirect inclusion of the tangent-
plane criterion, proven by Ben Gharbia et al. [11]. No phase stability
calculations have to be performed and the number of anticipated phases
is defined beforehand. Variables are declared initially and no variable
switching is required since vanishing variables are legitimized and
assigned a mathematical meaning. The question of how to evaluate and
interpret the properties of an absent phase was solved by providing
extended compressibility factors for missing solutions to e.g., the cubic
Peng–Robinson’s equation of state [12]. Though there are earlier works
using the minimization problem with Lagrange multipliers to solve is-
sues of phase appearance and disappearance [13], it is the introduction
of complementarity conditions and the analytic justification which lay
the physical and mathematical foundation for the unified procedure.

Our motivation for extending and utilizing the unified formulation
is its intuitive compatibility with other physical processes. In subsurface
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applications such as reservoir engineering and geothermal energy ex-
traction, the fluid phase behavior plays a crucial role in understanding
the subsurface flow. The unified formulation as a local equilibrium
problem can be combined with the global flow and transport problem
and allows the modeler to state the coupled physics as a closed system
of equations [10]. The concept of flow and transport can be described
as the propagation of the thermodynamic state of a fluid in terms of
pressure, mass, and energy. The phase equilibrium problem in return
is a local alteration of flow properties such as saturation, viscosity
and phase mobility in general. The multitude of physical phenomena
in the subsurface demands a great deal of flexibility and robustness
from the flash. Finding a universal formulation which is capable of
properly reflecting rapid changes in pressure, temperature or volume
is, therefore, of great importance.

In this work, the phase equilibrium problem in the unified formu-
lation, in short unified flash, is generalized to include specifications in
erms of thermodynamic state functions other than pressure and tem-
erature (Section 2). An equality constraint for the enthalpy or internal
nergy is introduced when the temperature of the mixture is unknown
t equilibrium (Sections 2.2.1 and 2.2.3). Analogously, a constraint to
he volume is introduced if the pressure is unknown (Section 2.2.2).
hase stability checks are included by establishing a connection to the
ibbs energy and the results provided by Ben Gharbia et al. [11].
his allows not only the unified treatment of phase-split and stabil-

ty calculations using complementarity conditions, but also a general
tructure of the unified flash using the state function based approach
Section 2.3). A non-parametric interior-point method is introduced
n Section 3 for addressing the resulting first-order optimality condi-
ions with inequality constraints, including some remarks on numerical
spects. Furthermore, general initialization procedures are provided
n order to extend the applicability of the unified flash to a more
eneral setting (Section 3.2). In Section 4 a binary mixture of H2O–
O2 is modeled employing the Peng–Robinson EoS and an extension

nto the supercritical area is provided (Sections 4.1 and 4.2). Simulation
esults for wide ranges of pressure and temperature are presented along
ith comparisons to results obtained with the open-source package
hermo [14]. In Sections 4.3 to 4.5, examples for the unified flash
rocedure for specified p-T, p-h and h-v are presented and consistency
f the framework is demonstrated. In a final example, the applicability
f the unified isenthalpic flash is shown for a multicomponent mixture
n Section 5.

. State function based approach to the unified flash

The second law of thermodynamics states that a closed system
pproaches a state of maximum entropy at equilibrium, and any
pontaneous process occurs so that the change in entropy s is non-

negative [15], that is,

𝛿s > 0, (2.1)

where 𝛿 denotes the inexact differential assuming spontaneous, irre-
versible changes can occur. To compute the equilibrium state of a fluid,
two properties are assumed to be given at equilibrium, in addition
to the mole numbers. In applications, the state is usually fixed in
terms of 𝑝-𝑇 , 𝑝-ℎ, 𝑇 -𝑣 or 𝑢-𝑣, using the standard notation for pres-
sure, temperature and (specific) enthalpy, internal energy and volume
respectively. The state function based approach to flash calculations
leads for each pair of given properties to a target function which
needs to be minimized, based on the second law and the fundamental
thermodynamic relation [4]. We demonstrate in this section that the
unified formulation of the p-T flash can be extended to other flash
specifications by combining the state-function based approach and the
unified formulation.

It is shown that the generalization of the unified flash displays
a common mathematical structure for various specifications of state
2

functions other than p-T. The underlying idea is to exploit the relation
between state functions to be minimized and the Gibbs energy 𝑔. This
is a quantity of central importance, since the first-order conditions for 𝑔
result in the equality of chemical potentials and equivalently fugacities,
which in the unified setting encodes the phase stability [11]. Further-
more, since other state functions like ℎ and 𝑣 can be expressed through
partial phase properties weighed with phase fractions, constraints on
the respective state functions can be initially included. The emerging
mathematical structure is discussed at the end.

2.1. Unified flash for specified p-T

Consider at first the equilibrium problem for fixed pressure and
temperature, for which the unified approach has already been applied
successfully and analyzed [10,11]. We use this subsection to summarize
the concept of the unified flash and to introduce the required notation.

Assume a non-reactive fluid mixture of 𝑛𝑐 ∈ N components without
solids, and given values of �̄� and �̄� at equilibrium. The bar symbol ⋅̄
s used to denote constant quantities. Since 𝛿s > 0, the fundamental
hermodynamic relation must be an inequality of form [15]

𝑢 < 𝑇 𝛿s − 𝑝𝛿𝑣. (2.2)

ith the definition of the Gibbs energy in differential form,

𝑔 = 𝛿𝑢 + 𝛿(𝑝𝑣) − 𝛿(𝑇 s), (2.3)

nd pressure and temperature constant, inserting (2.3) into (2.2) leads
o

𝑔 < 0. (2.4)

ence, for given �̄� and �̄� , the state function to be minimized is the
ibbs energy 𝑔 of the fluid.

For a fluid mixture in the fractional formulation using moles, and a
ixed context of 𝑛𝑝 ∈ N phases, we introduce

1. overall molar fractions �̄�𝑖, 𝑖 ∈ {1,… , 𝑛𝑐}, assumed given and
constant,

2. molar phase fractions 𝑦𝑗 , 𝑗 ∈ {1,… , 𝑛𝑝}, and
3. relative fractions for component 𝑖 in phase 𝑗 denoted by 𝑥𝑖𝑗 .

The principle of mass conservation requires

̄𝑖 −
∑

𝑗
𝑦𝑗𝑥𝑖𝑗 = 0, 𝑖 ∈ {1,… , 𝑛𝑐}, (2.5)

and unity constraints of form

1 −
∑

𝑖
�̄�𝑖 = 0,

1 −
∑

𝑗
𝑦𝑗 = 0, (2.6)

1 −
∑

𝑖
𝑥𝑖𝑗 = 0, 𝑗 ∈ {1,… , 𝑛𝑝}.

Due to Eq. (2.6), an arbitrary phase 𝑟 can be designated as the reference
phase and its molar fraction can be replaced by the expression

𝑦𝑟 = 1 −
∑

𝑗≠𝑟
𝑦𝑗 . (2.7)

Furthermore, an arbitrary mass conservation Eq. (2.5) can also be
eliminated. The eliminated equation can be recovered using Eq. (2.6).

Remark 2.1. Throughout the remainder of this work, 𝑛𝑐 , 𝑛𝑝 ≥ 2
are assumed. If 𝑛𝑝 = 1, the equilibrium problem is trivial and the
composition of the single phase equals the given overall composition �̄�𝑖.
In the singular case 𝑛𝑐 = 1 the single mass constraint cannot be excluded
and the singularity is reflected in the injectivity of the resulting system
of algebraic equations. To compensate for this case, it is possible to
introduce a pseudo-component into the system with a small fraction
̄𝑖 e.g., of order 1e−5 or lower, altering the properties of the mixture
minimally. Here the unified formulation is an approximation of this
singularity. It is a single degree of freedom case in the thermodynamic

sense, by the virtue of the Gibbs phase rule.
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Using a fixed context of 𝑛𝑝 phases, the fractions 𝑦𝑗 are allowed to
ake the value 0 in the unified setting, indicating a phase has vanished.
ince the 𝑥𝑖𝑗 lose their physical meaning if 𝑦𝑗 = 0, we introduce the

extended fraction 𝜒𝑖𝑗 . Ben Gharbia et al. [11] show in their analysis
of the unified formulation the following particular properties of the
extended fractions at equilibrium:

• If 𝑦𝑗 = 0, then 0 ≤ 1 −
∑

𝑖 𝜒𝑖𝑗 ≤ 1.
• If 𝑦𝑗 ∈ ( 0, 1 ], then ∑

𝑖 𝜒𝑖𝑗 = 1 and 𝜒𝑖𝑗 = 𝑥𝑖𝑗 , ∀𝑖 ∈ {1,… , 𝑛𝑐}.
• The relation between 𝑥𝑖𝑗 and 𝜒𝑖𝑗 , independent of the value of 𝑦𝑗 ,

is given by re-normalization

𝑥𝑖𝑗 =
𝜒𝑖𝑗

∑

𝑘 𝜒𝑘𝑗
. (2.8)

The introduction of extended fractions plays an important role in the
unified formulation. They allow a choice of persistent variables. They
also enable an evaluation of thermodynamic properties of vanished
phases, i.e. the value of the state function to be minimized. This is
required for a fluid mixture with a fixed context of 𝑛𝑝 phases.

With above definitions, we can write the vector of persistent vari-
ables as

𝐱 ∶=
[

… , 𝑦𝑗≠𝑟,… , 𝜒11,… , 𝜒𝑛𝑐𝑛𝑝

]⊤
, (2.9)

which is a total of 𝑛𝑝 − 1 + 𝑛𝑝𝑛𝑐 unknowns. By introducing the 𝑛-
dimensional standard simplex

𝐶𝑛 =

{

𝑥 ∈ R𝑛
|

|

|

|

|

𝑛
∑

𝑘=1
𝑥𝑘 ≤ 1 and 𝑥𝑘 ≥ 0 ∀𝑘

}

, (2.10)

with 𝑛 ∈ N, we can write the domain of definition as

𝛺𝑝𝑇 = 𝐶𝑛𝑝−1 × 𝐶𝑛𝑐 ×… × 𝐶𝑛𝑐
⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

𝑛𝑝

. (2.11)

Finally, we introduce

�̃� =
[

𝐱, {�̄�, �̄� }
]

, (2.12)

which represents the generic argument for a thermodynamic quantity.
The terms in curly brackets denote parameters. Following the Gibbs
phase rule and assumptions made in Remark 2.1, we are allowed to
express any state function in terms of �̃�.

With the introduced and fixed context of 𝑛𝑝 phases and 𝑛𝑐 compo-
nents, the state function to be minimized (2.4) is the extended Gibbs
energy of the fluid

𝑔 =
∑

𝑗
𝑦𝑗𝑔𝑗 , (2.13)

where 𝑔 is represented using phase-related partial quantities 𝑔𝑗 . We
refer to it as extended, since 𝑔𝑗 is included independent of whether 𝑦𝑗
is zero or not. Furthermore, since Eq. (2.8) allows the representation
𝑥𝑖𝑗 = 𝑥𝑖𝑗 (�̃�) we can rewrite the target function as

𝑔(�̃�) =
∑

𝑗
𝑦𝑗𝑔𝑗 (�̃�). (2.14)

Since 𝑦𝑗 may take the value 0, we must require

𝑦𝑗 ≥ 0, 𝑗 ∈ {1,… , 𝑛𝑝} (2.15)

explicitly. These inequality constraints ensure that a phase is either
present (𝑦𝑗 ∈ ( 0, 1 ]) or absent (𝑦𝑗 = 0), and that 𝐱 ∈ 𝛺𝑝𝑇 . The bound
from above by 1 is implicitly included by the bound for the reference
phase fraction (2.7). With Eqs. (2.5), (2.14) and (2.15), the equilibrium
problem reads finally as:

Find 𝐱⋆ ∈ 𝛺𝑝𝑇 such that:

𝐱⋆ = argmin
𝐱∈𝛺𝑝𝑇

𝑔(�̃�), (2.16)

with: �̄�𝑖 −
∑

𝑦𝑗𝜒𝑖𝑗 = 0, 𝑖 ∈ {2,… , 𝑛𝑐},
3

𝑗 a
𝑦𝑗 ≥ 0, 𝑗 ∈ {1,… , 𝑛𝑝},

where the mass constraint for component 1 is eliminated following the
comments on Eqs. (2.5) and (2.6). Recall that �̃� depends on 𝐱 and 𝑝, 𝑇
are fixed in this case (2.12).

To solve Problem (2.16), we can use the Lagrange multiplier tech-
nique. The first order conditions for the extended Gibbs energy (2.14)
lead to the equality of chemical potentials and equivalently equality
of fugacities. This leads to infinitely many solutions if any 𝑦𝑗 is zero.
Hence we restrict ourselves to the case where the equality of fugacities
also holds for phases that vanish. This choice corresponds to the unique,
physical solution [11]. By doing so, we obtain
[

𝛬(�̃�)
𝛤 (𝐱)⊙ 𝝀(𝐱)

]

= 0,

𝛤 (𝐱), 𝝀(𝐱) ≥ 0,
(2.17)

here

𝛬(�̃�) =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

⋮
(

𝜒𝑖𝑗 𝜑𝑖𝑗 (�̃�) − 𝜒𝑖𝑟 𝜑𝑖𝑟(�̃�)
)

𝑗≠𝑟
⋮

(

�̄�𝑖 −
∑

𝑗 𝑦𝑗𝜒𝑖𝑗
)

𝑖≥2
⋮

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (2.18a)

(𝐱) =
⎡

⎢

⎢

⎣

𝑦1
⋮
𝑦𝑛𝑝

⎤

⎥

⎥

⎦

, (2.18b)

𝝀(𝐱) =
⎡

⎢

⎢

⎣

1 −
∑

𝑖 𝜒𝑖1
⋮

1 −
∑

𝑖 𝜒𝑖𝑛𝑝

⎤

⎥

⎥

⎦

, (2.18c)

with ⊙ denoting the component-wise Hadamard product and 𝜑𝑖𝑗 the
fugacity coefficient of component 𝑖 in phase 𝑗. The isofugacity con-
straints in Eq. (2.18a) are formulated relative to the reference phase
𝑟. We refer the reader to any textbook on thermodynamics for their
derivation [15]. Note that only 𝛬 depends on �̃�, whereas 𝛤 and 𝝀
depend solely on the fractional unknowns 𝐱.

The steps required to arrive at Eqs. (2.17) and (2.18) starting from
Eq. (2.16) are substantial. We refer to the remarkable results provided
by Ben Gharbia et al. [11] and summarize the essential aspects in the
following.

The equality of fugacities, complemented by the product of
Eqs. (2.18b) and (2.18c) being zero, is proven to include the tangent-
plane criterion. They capture the essential challenge of phase stability
and are the reason why the unified formulation requires no stability
checks. If the constraint 𝑦𝑗 = 0 is active, phase 𝑗 disappeared and its
partial Gibbs energy 𝑔𝑗 is cancelled by the zero weight (2.14). There
is no need to change the set of variables (2.9) or Problem (2.16) as a
whole. The feasibility of 𝑦𝑗 and 𝜒𝑖𝑗 is ensured by Eqs. (2.5) and (2.15),
binding the fractional unknowns to the interval [0, 1].

In total, System (2.17) contains 𝑛𝑝−1+𝑛𝑝𝑛𝑐 equations. It is consistent
ith the number of unknowns in 𝐱 and well-posed with sufficient
ssumptions on 𝑔. It is non-smooth though, due to the complementarity
onditions. The graph of (2.17) displays kinks at the border where a
hase disappears or becomes saturated.

Problem (2.16) is general to the point where mathematical expres-
ions are required for 𝑔𝑗 and 𝜑𝑖𝑗 , leading to mathematical properties of
he target functional (2.14). As to the assumptions on 𝑔 and consequen-
ially 𝜑𝑖𝑗 , their regularity and convexity depend on the thermodynamic
odel, which are critical for the well-posedness of the problem. We

efer to [11,16] for discussions on various equations of state and
euristic laws.

.2. Extended flash specifications

Section 2.1 introduced the equilibrium problem for given pressure
nd temperature, enabling a unified treatment of phase stability and
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phase split calculations. The main question of the current work is how
to use the unified approach if temperature or pressure or both are
unknown at equilibrium. Since the presented p-T formulation relies
on the Gibbs energy and consequently on the equality of fugacities to
encode the tangent-plane criterion, the aim is to utilize that result and
allow 𝑝 or 𝑇 to vary.

Here we show that System (2.17) can be extended in a direct
manner to include state constraints for volume, enthalpy or internal
energy if 𝑝 or 𝑇 are not specified initially. These extensions are shown
o be thermodynamically consistent with the optimization approach for
arious flash types. They allow not only a unification of the phase
tability and split calculations, but also a generalization in terms of
tate specifications for the fluid. The flash specifications treated here,
-h, T-v, u-v and h-v, display a common mathematical structure in the
irst-order conditions and allow a flexible switching between different
lash types for different applications.

.2.1. Isenthalpic constraint
Under narrow-boiling conditions, it is of interest to consider the

quilibrium problem with a given enthalpy value ℎ̄ instead of temper-
ture. Furthermore, for flow and transport problems it is natural to
ormulate an energy balance in terms of enthalpy and allow temper-
ture to vary. In both cases, 𝑇 becomes an additional unknown and �̃�
nd the domain of definition must be modified such that

�̃� = [𝐱, 𝑇 , {�̄�}] , (2.19a)

𝑝ℎ = 𝛺𝑝𝑇 × (0,∞) . (2.19b)

We show here how to expand the p-T flash System (2.17) by
ntroducing an enthalpy constraint for given ℎ̄ and the definition of
he (extended) fluid enthalpy

= ℎ(�̃�) =
∑

𝑗
𝑦𝑗ℎ𝑗 (�̃�), (2.20)

o that it is consistent with the state function based approach using
aximization of entropy s.

For given �̄�, ℎ̄ and �̄�𝑖 the state function to be minimized is −s [4].
o combine this with the unified approach for phase split and stability

ntroduced in Section 2.1, we use the definition of the Gibbs energy

= 𝑢 + 𝑝𝑣 − 𝑇 s = ℎ − 𝑇 s = ℎ̄ − 𝑇 s, (2.21)

here we also included the target value for enthalpy ℎ̄ for the last
quality. The state function to be minimized is replaced by

− s = 1
𝑇
(𝑔 − ℎ̄). (2.22)

Since 𝑇 is now a variable and a relation to the Gibbs energy 𝑔 is
established, we can perform the same steps leading to System (2.17), up
to a multiplicative factor 1∕𝑇 which can be eliminated. The difference
s now that the first-order optimality conditions additionally demand
he derivative with respect to 𝑇 to be zero:

𝜕
𝜕𝑇

( 1
𝑇

(

𝑔 − ℎ̄
)

)

= 𝜕
𝜕𝑇

( 𝑔
𝑇

)

+ ℎ̄
𝑇 2

= 0. (2.23)

Using the Gibbs–Helmholtz relation
𝜕
𝜕𝑇

( 𝑔
𝑇

)

= − ℎ
𝑇 2

, (2.24)

Eq. (2.23) can be rewritten as
1
𝑇 2

(

ℎ̄ − ℎ
)

= 0, (2.25)

which by definition of the mixture enthalpy (2.20) and elimination of
the multiplicative factor 1∕𝑇 2 is equivalent to

ℎ̄ −
∑

𝑗
𝑦𝑗ℎ𝑗 (�̃�) = 0. (2.26)

Given the above equivalence, the unified isenthalpic flash can be
seen as a direct extension of its isothermal counterpart for the case
4

when temperature is not fixed. The enthalpy ‘‘constraint’’ though,
is not a constraint in the optimization sense, but a first-order con-
dition resulting from using the thermodynamically consistent state
function to be minimized. That is, the p-h flash in the unified setting is
thermodynamically consistent.

An expansion of System (2.17) with an additional equation

𝛶𝑝ℎ(�̃�) = ℎ̄ −
∑

𝑗
𝑦𝑗ℎ𝑗 (�̃�) = 0 (2.27)

epresents the isenthalpic flash in the unified setting, which exploits the
nclusion of phase stability checks as introduced by Ben Gharbia et al.
11] for the isothermal flash. This is achieved by introducing the proper
tate function to be minimized (2.22) and its relation to the Gibbs
nergy, hence including implicitly the tangent-plane criterion [11,
heorem 3.5].

.2.2. Isochoric constraint
The idea introduced and applied so far in Section 2.2 can be adopted

nalogously to flash specifications where the pressure 𝑝 is unknown at
equilibrium. If 𝑝 is unknown, we assume that the volume of the mixture
�̄�, as its conjugated thermodynamic property, is given. This leads us to
the isochoric flash, where �̄� , �̄� and �̄�𝑖 are assumed to be given.

Under above specifications of the thermodynamic state, the second
law and equilibrium conditions lead to the Helmholtz energy 𝑎 as the
state function to be minimized [15]. Using its definition and Eq. (2.21),
the target function can be rewritten as

𝑎 = 𝑢 − 𝑇 s = 𝑔 − 𝑝�̄�, (2.28)

which establishes a relation to the Gibbs energy 𝑔.
Again, following the steps from Section 2.1 we arrive at System

(2.17) and need now to include the derivative with respect to 𝑝 which
ought to be zero. Since
(

𝜕𝑔
𝜕𝑝

)

𝑇 fixed
= 𝑣, (2.29)

the extended optimality conditions include
𝜕
𝜕𝑝

(𝑔 − 𝑝�̄�) = −(�̄� − 𝑣) = 0. (2.30)

or a mixture with multiple phases, the meaning of a mixture’s volume
needs more elaboration. The notion of volumetric fractions 𝑠𝑗 (satu-

rations) must be introduced and its relation to the molar fraction 𝑦𝑗 .
The saturated molar density of a phase 𝜌𝑗 is given in

[

mol ∕ V
]

, where
V is some volume measure related to the given value �̄�. If a single
phase is saturated, the density of the mixture equals the phase density.
If multiple phases are present, the mixture density is a sum of phase
densities weighed by the fraction of space they occupy

𝜌 =
∑

𝑗
𝑠𝑗𝜌𝑗 , (2.31)

where 𝑠𝑗 is allowed to take the value 0 in the unified setting. Note that
the saturations 𝑠𝑗 fulfill an analogous unity constraint (2.6), such that

𝑠𝑟 = 1 −
∑

𝑗≠𝑟
𝑠𝑗 . (2.32)

can be eliminated as an unknown.
By the principle of mass conservation it holds that

𝑦𝑗𝜌 = 𝑠𝑗𝜌𝑗 . (2.33)

Eq. (2.33) trivially states that 𝑠𝑗 is 0 or 1 if 𝑦𝑗 is 0 or 1 and 𝜌𝑗 ≠
0, ∀𝑗. Using Eq. (2.31) and the definition of the specific volume as the
reciprocal of density, we arrive at

𝑣 = 1
∑

𝑗 𝑠𝑗𝜌𝑗
. (2.34)

Isochoric flash specifications introduce additional (𝑛𝑝−1)+1 unknowns,
𝑠𝑗≠𝑅 and 𝑝. Therefore we have now

�̃� =
[

𝐱, 𝑠, 𝑝, {�̄� }
]

, (2.35a)
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𝛺𝑇 𝑣 = 𝛺𝑝𝑇 × 𝐶𝑛𝑝−1 × (0,∞) , (2.35b)

where 𝑠 =
[

… , 𝑠𝑗≠𝑅,…
]⊤ contains all independent saturation variables.

System (2.17) can be extended to include the first-order condi-
tion (2.30) and 𝑛𝑝 − 1 relations of type (2.33), effectively closing the
system. This leads to a new block of equations

𝛶𝑇 𝑣 =

⎡

⎢

⎢

⎢

⎢

⎣

�̄� − 𝑣(�̃�)
⋮

(

𝑦𝑗𝜌(�̃�) − 𝑠𝑗𝜌𝑗 (�̃�)
)

𝑗≠𝑟
⋮

⎤

⎥

⎥

⎥

⎥

⎦

= 0, (2.36)

where 𝑣(�̃�) and 𝜌(�̃�) are as in Eqs. (2.31) and (2.34).

2.2.3. Specification using u-v and h-v
In unsteady state applications like filling the container of fixed size

with fluids, the fluid state is defined in terms of internal energy �̄�
and volume �̄� at each time step [3]. Thus pressure and temperature
are unknown at equilibrium. For what is known as the isoenergetic–
isochoric flash, the state function to be minimized is also −s. Using
Eq. (2.21) it can be rewritten as

− s = 1
𝑇
(𝑔 − �̄� − 𝑝�̄�). (2.37)

The first-order optimality conditions now include the derivatives with
respect to 𝑝 and 𝑇 . For 𝑝, we perform the same steps leading to
Eqs. (2.29) and (2.30) and subsequently to (2.36). For 𝑇 , using
Eqs. (2.23) and (2.25) leads to

1
𝑇 2

(ℎ − �̄� − 𝑝�̄�) = 0. (2.38)

Inserting the definition of enthalpy

ℎ = 𝑢 + 𝑝𝑣, (2.39)

and using the volume constraint (2.30), yields

1
𝑇 2

(ℎ − �̄� − 𝑝�̄�) = 1
𝑇 2

(𝑢 − 𝑝𝑣 − �̄� − 𝑝�̄�) = − 1
𝑇 2

(�̄� − 𝑢) = 0, (2.40)

here the multiplicative factor −1∕𝑇 2 can be eliminated.
Combining System (2.17) with Eqs. (2.38) and (2.40), the uni-

ied u-v flash, like the previous flash types, can be represented using
dditional equations

𝑢𝑣 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

�̄� − 𝑢(�̃�)
�̄� − 𝑣(�̃�)

⋮
(

𝑦𝑗𝜌(�̃�) − 𝑠𝑗𝜌𝑗 (�̃�)
)

𝑗≠𝑟
⋮

⎤

⎥

⎥

⎥

⎥

⎥

⎦

= 0, (2.41)

ith

�̃� = [𝐱, 𝑠, 𝑝, 𝑇 ] , (2.42a)

𝑢𝑣 = 𝛺𝑝𝑇 × 𝐶𝑛𝑝−1 × (0,∞)2 . (2.42b)

he steps performed to derive the optimality conditions for the u-v
lash can also be used for when ℎ̄ is specified instead of �̄�. There is
n important difference though. The u-v-flash has the entire 𝛺𝑢𝑣 as its
olution space (2.42b). The h-v flash on the other hand, where 𝑢 is not
ixed but implicitly given by

̄ = 𝑢(�̃�) + 𝑝�̄�, (2.43)

ontains only a subset. A h-v-flash therefore is equivalent to an u-v-
lash where the optimization is performed on the manifold defined by
q. (2.43). The h-v-flash is a genuinely constrained problem in the
5

ptimization sense. ±
Table 1
Summary of relevant constraints in the unified setting for
entropy-maximizing flash problems, their arguments and fixed
state quantities.

𝛶 �̃�

p-T –
[

𝐱, {�̄�, �̄� }
]

p-h
[

ℎ̄ −
∑

𝑗
𝑦𝑗ℎ𝑗 (�̃�)

]

[𝐱, 𝑇 , {�̄�}]

T-v

⎡

⎢

⎢

⎢

⎢

⎣
⋮

(

𝑦𝑗𝜌(�̃�) − 𝑠𝑗𝜌𝑗 (�̃�)
)

𝑗≠𝑟

⋮

�̄� − 𝑣(�̃�) ⎤

⎥

⎥

⎥

⎥

⎦

[

𝐱, 𝑠, 𝑝, {�̄� }
]

u-v

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

⋮

(

𝑦𝑗𝜌(�̃�) − 𝑠𝑗𝜌𝑗 (�̃�)
)

𝑗≠𝑟

⋮

�̄� − 𝑣(�̃�)
�̄� −

∑

𝑗 𝑦𝑗𝑢𝑗 (�̃�) ⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

[𝐱, 𝑠, 𝑝, 𝑇 ]

h-v

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

⋮

(

𝑦𝑗𝜌(�̃�) − 𝑠𝑗𝜌𝑗 (�̃�)
)

𝑗≠𝑟

⋮

�̄� − 𝑣(�̃�)
ℎ̄ −

∑

𝑗 𝑦𝑗ℎ𝑗 (�̃�) ⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

[𝐱, 𝑠, 𝑝, 𝑇 ]

2.3. Comments on general structure and other flash types

The formulations presented in Section 2.2 indicate that the uni-
fied flash displays a general, mathematical structure and allows for a
sandbox-type approach to formulating a suitable equilibrium problem.
What changes is a subset of equations, which constrain thermodynamic
state functions to a given value. The general structure of the unified
flash is hence given by

⎡

⎢

⎢

⎣

𝛬(�̃�)
𝛶 (�̃�)

𝛤 (𝐱)⊙ 𝝀(𝐱)

⎤

⎥

⎥

⎦

= 0,

𝛤 (𝐱), 𝝀(𝐱) ≥ 0,

(2.44)

ith 𝛶 as in Eqs. (2.27), (2.36) and (2.41), and 𝛬, 𝛤 ,𝝀 as in Eq. (2.18).
he generic argument �̃� contains 𝑝, 𝑠 and/or 𝑇 as independent state
ariables, depending on the flash specifications.

The reason why the first-order conditions of the considered prob-
ems display a common structure is the optimization approach based
n the second law of thermodynamics. We have considered flash speci-
ications where the entropy is maximal at equilibrium and exploited the
elation between entropy and Gibbs energy, given by the Gibbs-Duhem
quation

= − 1
𝑇

(𝑔 − 𝑢 − 𝑝𝑣) = − 1
𝑇

(𝑔 − ℎ) . (2.45)

ence, the p-T, p-h, T-v, and u-v flash, as well as the h-v flash as a
onstrained u-v flash, fall into the class of entropy maximizing equilib-
ium problems. At their core they contain the equality of fugacities and
onservation of mass represented by 𝛬, as well as the phase stability
ynamics complemented by the condition 𝛤⊙𝝀 = 0. The final definition
f the fluid state at equilibrium is modeled with the block of equations
= 0, which contains first-order conditions with respect to 𝑝 and 𝑇 as
ell as genuine constraints on thermodynamic quantities. A summary
f relevant terms in 𝛶 and dependencies in �̃� are given in Table 1.

Section 2.2.3 derived the h-v flash, where the additional constraint
s not equivalent to the respective equilibrium criteria, which raises two
uestions. The first one is a question of well-posedness. The manifold
2.43), i.e. the value ℎ̄ must be within the feasible range of the ther-
odynamic model. Using arbitrary values for ℎ̄ and forcing 𝑢(�̃�) and 𝑝

nto regions where state functions display asymptotic behavior towards

∞ will obviously cause any algorithm to fail. Once again, the unified
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setting is as general as the chosen thermodynamic model allows and
understanding the applied model plays an important role.

The second question concerns numerical aspects of optimization on
manifolds, which poses a challenge of mathematical nature. Finding a
descending direction which does not violate the constraint given by a
manifold is a nontrivial task. Scenarios where the graph of Eq. (2.43)
lies along a ridge of the state function to be minimized, where direc-
tional derivatives are of different magnitudes, are particularly sensitive
to the choice of the descent direction. When formulating thermody-
namic equilibrium criteria as first-order conditions of an optimization
problem, it is crucial to understand which state functions are con-
strained and whether they place genuine constraints on the solution
space.

Another class of flash problems not covered by above derivations
constitutes systems with an a priori known entropy value s̄ at equi-
librium. Since entropy maximization would lead to trivial, necessary
conditions, the problem must be reformulated as a minimization of
total energy. Though the steps performed for obtaining the first-order
optimality conditions leading to System (2.44) are general, the final
expressions (2.18) are not necessarily the same. It is not clear how the
unified setting can exploit the results presented in [11] in this case.
While the procedure might be similar, it is out of the scope of this work
and shall not be discussed further.

3. Numerical method

Section 2 presents the fluid phase equilibrium problem as an opti-
mization problem with equality and inequality constraints, leading to
non-smooth first-order conditions (2.44) and a generic argument �̃�.

To find the roots of System (2.44), Newton and Quasi-Newton
methods are predominantly used. Smoothing techniques for the non-
smooth complementarity conditions are also frequently applied. Recent
discussions on solution strategies for this non-linear system are found
in [17,18].

To our knowledge, there is no universally applicable method for
arbitrary multiphase-multicomponent mixtures and flash types. Fol-
lowing trends in optimization [19], the interior-point methodology
proposed by Vu et al. [17] provides an answer to many challenges
involving non-linearities and constrained optimization, which appear
when establishing the first-order conditions (2.44). Additionally, since
convexity for the Gibbs energy 𝑔 is in general not given, a more
elaborate initial guess strategy is required if we aim for applying a
Newton solver to find the roots. Otherwise the algorithm runs into
the risk of descending to a local, non-physical minimum of the state
function to be minimized, since the Newton method in the optimization
sense is a gradient-descent method with full step-size.

In this section we present a numerical approach to solve the formu-
lated equilibrium problems. It involves a non-parametric interior-point
method (NPIPM) for the complementarity conditions, subsequently a
standard Newton algorithm to find the roots of the resulting system of
equations, and an Armijo line-search to provide a more robust step-size.
The initialization procedures for different flash specifications, as well
as the procedure for finding the roots of the resulting system are found
as pseudo-algorithms in Appendix A.

3.1. The non-parametric interior-point method

The interior-point approach introduces a perturbed complementar-
ity condition by allowing some scalar slack 𝜈 of form

𝛤 (𝐱)⊙ 𝝀(𝐱) − 𝜈𝟏 = 0. (3.1)

The choice of 𝜈 in the iterative sense must ensure a feasible update to
𝐱. A desirable, iterative procedure ensures:

1. Starting from some admissible �̃� and 𝜈 ≥ 0, as �̃� → �̃�⋆, 𝜈 ↘ 0
from above.
6

2. Non-negativity for 𝛤 (𝐱) and 𝝀(𝐱).
3. Recovery of the original System (2.44), including unperturbed

complementarity conditions at convergence.

To achieve the properties stated above and to ensure an update to 𝜈 in
a manner which reflects the state during iterations, a non-parametric
approach is chosen. By turning 𝜈 into a variable of the problem, the
system must be closed with an additional equation. Vu et al. [17]
propose a slack equation of the form

𝑓 (𝐱, 𝜈) = 1
2
(

𝑤 ‖𝛤−(𝐱)‖2 + ‖𝝀−(𝐱)‖2
)

+ 𝑢
2𝑛𝑝

(

⟨𝛤 (𝐱), 𝝀(𝐱)⟩+
)2 + 𝜈2 + 𝜂𝜈, (3.2)

here ‖(⋅)−(𝐱)‖2 ensures non-negativity of respective parts, ⟨⋅, ⋅⟩+ penal-
zes any violation of complementarity and a polynomial-type decline
f 𝜈 is enforced. Given parameters 𝑢 and 𝜂 tune the penalty and the
ecline of 𝜈. We included an additional parameter 𝑤 to scale the penalty
or cases where any phase fraction 𝑦𝑗 violates the bounds [0, 1]. The
ugmented first-order conditions for the general flash read now as

(�̃�, 𝜈) =

⎡

⎢

⎢

⎢

⎢

⎣

𝛬(�̃�)
𝛶 (�̃�)

𝛤 (𝐱)⊙ 𝝀(𝐱) − 𝜈𝟏
𝑓 (𝐱, 𝜈)

⎤

⎥

⎥

⎥

⎥

⎦

= 0. (3.3)

pplying the Newton method requires an evaluation of the Jacobian
atrix in every iteration, given by

F =

⎡

⎢

⎢

⎢

⎢

⎣

𝛁�̃�𝛬(�̃�) 0
𝛁�̃�𝛶 (�̃�) 0

𝛁�̃� (𝛤 (𝐱)⊙ 𝝀(𝐱)) 𝟏
𝛁�̃�𝑓 (𝐱, 𝜈)

𝜕
𝜕𝜈 𝑓 (𝐱, 𝜈)

⎤

⎥

⎥

⎥

⎥

⎦

. (3.4)

With a pre-conditioning by multiplying the linearized, perturbed com-
plementarity conditions with 𝑢

𝑛𝑝
⟨𝛤 (𝐱), 𝝀(𝐱)⟩ and subtracting them from

he last row in System (3.4), a proper decline of 𝜈 has been proven [17,
prop. 3.1], hence guaranteeing convergence in a sufficiently small area
around �̃�⋆. To increase the robustness, an Armijo line search in each
iteration is included to obtain a step-size which reduces the residual of
Eq. (3.3).

Remark 3.1 (Conditioning). The algebraic system of nonlinear Eqs. (3.3)
has two elements with negative impact on the Jacobian matrix (3.4) in
terms of its condition number:

• The isofugacity constraints contained in 𝛬 increase the overall
condition number if the fugacity coefficients 𝜑𝑖𝑗 become close to
equal. This happens if the mixture approaches the supercritical
state, where the liquid- and gas-like phases are not as distinguish-
able in terms of thermodynamic properties as in the subcritical
region.

• The relaxed complementarity conditions and slack equation also
impact the condition number negatively, if the same elements
in 𝛤 and 𝝀 both approach zero, leading to linearly dependent
equations in the third and fourth row block of System (3.4). Fur-
thermore, at the converged state the Jacobian DF reads roughly
as
⎡

⎢

⎢

⎢

⎢

⎣

𝛁�̃� 𝛬(�̃�⋆) 0
𝛁�̃� 𝛶 (�̃�⋆) 0

∼ 0 𝟏
∼ 0 𝜕

𝜕𝜈 𝑓 (�̃�
⋆, 0)

⎤

⎥

⎥

⎥

⎥

⎦

,

rendering System (3.3) inherently ill-conditioned. As the iterate
approaches the solution �̃�⋆, the matrix DF loses its injectivity
and becomes harder to invert, impacting the choice of the linear
solver. In the authors’ experience, direct solvers are robust when
applied to such ill-conditioned systems and are the preferred
choice in this work. While regularization techniques can be in-
corporated into 𝑓 , experience showed that a sophisticated initial
guess closer to �̃�⋆ outperforms attempts at modifying Eq. (3.2).
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3.2. Initial guess strategy

System (3.3) is nonlinear, non-smooth, non-convex and displays
possibly multiple roots, including roots in regions outside of the phys-
ical domain. In order to make the algorithm stable and reduce the
number of iterations for a wide range of input data, we developed
an initial guess strategy based on the classical successive-substitution
approach. While we use the Rachford–Rice equations among others,
purely heuristic initializations of values are available as well [3].

We assume a 2-phase mixture with only a gas and a liquid phase,
and 𝑛𝑐 components. An extension to multiple liquid phases is straight-
orward. The first goal is to compute a guess for fractional variables for
iven �̄�, �̄� and �̄�𝑖. The gas fraction 𝑦 is designated as the independent

phase fraction. The initialization is started by computing a guess for
the K-values using the Wilson-correlation,

𝐾𝑖 =
𝜑𝑖𝐿
𝜑𝑖𝐺

≈ exp
(

5.37
(

1 + 𝜔𝑖
)

(

1 −
𝑇𝑐,𝑖
�̄�

)) 𝑝𝑐,𝑖
�̄�

,

with 𝜔𝑖, 𝑇𝑐,𝑖 and 𝑝𝑐,𝑖 denoting the component-specific acentric factor,
critical temperature and pressure. The Rachford–Rice equation [20] in
this case reads as

𝑟(𝑦) =
∑

𝑖

(𝐾𝑖 − 1)�̄�𝑖
1 + 𝑦(𝐾𝑖 − 1)

= 0. (3.5)

Remark 3.2. For general multi-phase, multi-components mixtures,
the Rachford–Rice equations must be solved numerically [8] using
e.g., bisection or Brent’s method. For the 2-phase, binary case, a direct
inversion of Eq. (3.5) is readily obtainable as

𝑦 =
∑

𝑖∈{1,2}(1 −𝐾𝑖)�̄�𝑖
∑

𝑖∈{1,2}
(

(𝐾𝑖 − 1)�̄�𝑖(𝐾𝑘≠𝑖 − 1)
) . (3.6)

Solutions to Eq. (3.5) can yield nonphysical values 𝑦 ∉ [0, 1] and
require a correction if so. Okuno et al. [8] present a potential for 𝑟(𝑦)
with constant K-values which reads as

𝑓 (𝑦) =
∑

𝑖
−�̄�𝑖 log

(

|1 + 𝑦(𝐾𝑖 − 1)|
)

. (3.7)

In combination with the requirement for non-negativity of phase com-
positions

1 + 𝑦(𝐾𝑖 − 1) − �̄�𝑖 ≥ 0 ∀𝑖,
1 + 𝑦(𝐾𝑖 − 1) −𝐾𝑖�̄�𝑖 ≥ 0 ∀𝑖,

(3.8)

a test of feasibility of the gas phase can be performed by assuming 𝑦 = 1.
If 𝑓 (1) < 0 and the conditions (3.8) hold, the mixture is indeed gas-
saturated and 𝑦 is set to 1. If on the other hand 𝑓 (1) > 0, the mixture
is liquid-saturated and 𝑦 is set to 0.

Additional, stricter corrections are performed using the notion of the
negative flash [21]. By computing the two innermost poles of Eq. (3.5),

𝛽1 = 1
(1 − max{𝐾𝑖})

,

𝛽2 = 1
(1 − min{𝐾𝑖})

,
(3.9)

and asserting that 𝛽1 < 𝑦 < 𝛽2, 𝑦 can be set to 0 if it is negative, or 1 if
it is greater than 1.

Using the computed 𝑦, an initial guess for all 𝜒𝑖𝑗 can be calculated
via

𝜒𝑖𝐿 =
�̄�𝑖

1 + 𝑦(𝐾𝑖 − 1)
,

𝜒𝑖𝐺 = 𝜒𝑖𝐿𝐾𝑖.
(3.10)

The above steps can be repeated iteratively by recomputing the K-
values after each iteration.

Remark 3.3. Note that this is essentially the successive-substitution
approach to solving the equilibrium problem [7,8,22]. The difference is
7

though, that the notion of extended phases (introduced in Section 4) is
used here to recompute fugacity coefficients even for vanished phases.
That is, no phase stability checks are performed for this initialization,
compared to the classical successive-substitution approach.

We use a few iterations of this extended successive-substitution
method and start with Newton iterations for System (3.3) subsequently,
aiming for the minimum of the original state function to be minimized.
The advantage gained by doing so is that we have obtained a guess
closer to the solution and can in the end exploit the almost quadratic
convergence provided by Newton’s method.

If the temperature 𝑇 is unknown and instead the enthalpy ℎ̄ is given,
we guess the temperature and the fractions in an alternating manner.
A first temperature value is obtained using the pseudo-critical quantity

𝑇 ≈
∑

𝑖
�̄�𝑖𝑇𝑐,𝑖,

where 𝑇𝑐,𝑖 is the critical temperature of present components. A first
guess for fractions is obtained by solving the Rachford–Rice equation
as shown above. Using a normalized enthalpy constraint

ℎ𝑑 = 1
ℎ̄
(ℎ − ℎ̄) = 0, (3.11)

he temperature can be updated using Newton iterations

𝑇 = ( 𝜕
𝜕𝑇

ℎ𝑑 )−1ℎ𝑑 , (3.12)

ith fixed 𝑦 and 𝜒𝑖𝑗 to evaluate ℎ, the enthalpy of the mixture (2.20).

emark 3.4. As suggested by Zhu and Okuno [1], it is favorable to
ormalize all state constraints given in 𝛶 in Table 1 through division
y the specified value. I.e., the step performed in (3.11) should be
erformed whenever a ℎ̄, �̄� or �̄� is given. This improves the conditioning
nd leads to less stiff systems.

After the temperature is updated, fractions are recomputed us-
ng Eqs. (3.6) and (3.10). Special care must be taken though when
ecoupling the iterative temperature update (3.12), and solving the
achford–Rice equations for fixed 𝑇 . This can easily lead to an unrea-
onable value for d𝑇 and consequently to a nonphysical, local minimum
f System (3.3). To prevent the temperature update from shooting out
nto undesired regions, the value obtained by Eq. (3.12) can be chopped
f it becomes unreasonably large. Additionally, a scaled step-size of

−
|d𝑇 |
𝑇

,

can be applied to the temperature update. Together with a frequently
repeated update to fractions, a more robust initialization for the isen-
thalpic flash is obtained.

The idea behind the temperature initialization can be extended to an
isochoric flash procedure where 𝑝, 𝑇 and 𝑠 are unknown. Starting from
a pseudo-critical approximation for pressure and temperature [3], the
initial values are refined using alternating updates for fractions and the
additional unknowns. Fractions are again updated using the Rachford–
Rice equation. The unknowns 𝑝, 𝑇 and 𝑠 are updated by solving the
state constraints given by Eq. (2.41). Note that the update (3.12) is
equivalent to solving Eq. (2.27) for temperature only. This analogy is
motivated by the unified approach to state constraints. A flowchart for
the complete numerical strategy is given in Fig. 1.

As previously mentioned, special care must be taken when decou-
pling the phase compositions calculation from the state constraints in
𝛶 . If 𝑝 or 𝑇 are unknown, the ratio of the numerical parameters 𝑁1, 𝑁2
and 𝑁3 (see Fig. 1) is critical due to the decoupling of molar fractions
and state constraints given by 𝛶 . The quantities ℎ and 𝑣 are sensitive
to changes in 𝑝 and 𝑇 around phase borders, or in the liquid region
where ℎ varies strongly with 𝑇 . This situation is aggravated by letting 𝑝
and 𝑇 vary simultaneously. For liquid-like states, the enthalpy changes
minimally with a change in 𝑝 due to ℎ = 𝑢 + 𝑝𝑣 with 𝑣 usually very
small. If left unchecked, this relation causes oscillatory updates to 𝑝 and
𝑇 . Several corrective steps are required to obtain a reasonable initial
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Fig. 1. A flowchart for the numerical approach including initialization. Note that the
numbers 𝑁𝑖 , 𝑖 ∈ {1, 2, 3}, are assumed given and important for the robustness of the
initial guess.

guess. For mixtures with a positive gas fraction and 𝑣 exceeding �̄�, a
negative pressure update is considered unstable. Additionally, due to a
usually weak dependence of 𝑢 on 𝑝 and small 𝑣, initial guess strategies
using specified ℎ̄ and �̄� tend to neglect the compressing effect of 𝑝 and
instead decrease 𝑇 . Therefore preference to positive pressure updates
must be given to approach the solution from above in a stable manner.
The corrective steps are summarized in Appendix A. Despite providing
an overall good starting point, the initialization procedures presented
here are rather expensive and require a finer tuning in terms in 𝑁1, 𝑁2
and 𝑁3 in some challenging points.

4. Example: H2O–CO2 mixture using Peng–Robinson

This section presents the application of the unified formulation to a
water and carbon dioxide mixture. To obtain expressions for fugacities
and various state functions, the Peng–Robinson equation of state (PR
EoS) is utilized as an example [12]. It is to this day the preferred
choice in fluid reservoir engineering due to their precision and wide
availability of required chemical data [23,24]. It is important to em-
phasize though, that this represents one example of how the unified
procedure can be concretized in terms of expressions for thermody-
namic quantities. More general flash procedures such as the isenthalpic
one require additional thermodynamically consistent expressions for
other state functions, and hence the EoS. Though the validity of the PR
EoS under pure-liquid or near- and supercritical conditions is arguable
when exact values for properties such as densities are required, it
suffices to determine the multiphase regime, which is crucial for several
subsurface flow applications.

At first we introduce the extension and labeling procedure for the
sub-critical area, as proposed by Ben Gharbia et al. [11]. Then we
propose a modified extension procedure in the supercritical region.
Experimental data fitting the Widom-line for water [25] is used to
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distinguish between gas and liquid-like roots, enabling us to label
the roots accordingly. Numerical tests for a H2O–CO2 mixture are
performed subsequently, using the presented p-T, p-h and h-v flash in
the unified setting. We demonstrate satisfying consistency of results for
the p-T flash with values obtained from the package Thermo [14]. The
unified p-h flash is applied along various isotherms to test its ability to
recover the temperature correctly. The unified h-v flash is applied along
an isotherm and isobar, again to test its ability to recover the pressure
and temperature correctly. ‘‘Errors’’ in the sense presented here denote
deviations between the results of the new procedures and the results
from the p-T flash.

4.1. Phase labeling and extensions in the sub-critical region

The Peng–Robinson EoS models the 𝑝-𝑣-𝑇 behavior of a fluid using
the relation

𝑝 = 𝑅 𝑇
𝑣 − 𝑏

− 𝑎
𝑣2 + 2𝑣𝑏 − 𝑏2

, (4.1)

where the cohesion and covolume 𝑎 and 𝑏 are obtained using experi-
mental data and 𝑅 is the universal, molar gas constant. By defining the
respective dimensionless quantities 𝐴,𝐵 and the compressibility factor
𝑍,

𝐴 =
𝑝𝑎

(𝑅𝑇 )2
, 𝐵 =

𝑝𝑏
𝑅𝑇

, 𝑍 =
𝑝𝑣
𝑅𝑇

, (4.2)

an algebraically equivalent cubic polynomial can be obtained:

𝑍3 + (𝐵 − 1)𝑍2 + (𝐴 − 2𝐵 − 3𝐵3)𝑍 + (𝐵2 + 𝐵3 − 𝐴𝐵) = 0 (4.3)

At the critical point, 𝐴 and 𝐵 reach critical values 𝐴𝑐 , 𝐵𝑐 respectively.
The compressibility factor 𝑍 is required to obtain EoS-specific expres-
sions for 𝜑𝑖𝑗 , ℎ𝑗 , 𝑔𝑗 and 𝜌𝑗 . Formulae for the Peng–Robinson EoS are
given in Appendix B.

The value of 𝐴 and 𝐵 at each step of the solution procedure
determines the number of real roots. Fig. 2 shows this number per 𝐴-
𝐵-pair. The critical point 𝐴𝑐 , 𝐵𝑐 is displayed as well as the critical line

𝐵 ≥
𝐵𝑐
𝐴𝑐

𝐴. (4.4)

In the area below the critical line and point,

𝑊 =
1 − 𝐵 −𝑍1

2
(4.5)

is used as a substitute for the missing compressibility factor [11] in the
regions with one real root 𝑍1 and two complex-conjugated roots (Fig. 2
on the left). The values are labeled according to their magnitude. The
liquid phase is represented by the smaller and the gas phase by the
larger value

𝑊 < 𝑍1 → 𝑍𝐿 = 𝑊 , 𝑍𝐺 = 𝑍1,
𝑊 > 𝑍1 → 𝑍𝐿 = 𝑍1, 𝑍𝐺 = 𝑊 .

(4.6)

The narrow stripe below the critical line represents the gas region,
bordering the subcritical three-root/two-phase region (Fig. 2 on the
right). With increasing 𝐴, the two-phase region transitions into the
liquid region, where again only one real root is available. At the critical
point, Eq. (4.3) is known to display a single root with multiplicity
3. Furthermore, the borders between regions with one real root and
regions with three real roots as well as the point (0, 0), are known
to display two real roots, where one has multiplicity 2. The two-root
regions are lines and are not visible in Fig. 2 due to the refinement of
the computations.

4.2. Labeling and extensions in the supercritical region

Fig. 2 on the left shows a shaded region above the critical line,
indicating where the extended, liquid-like root violates the lower,
physical bound given by the dimensionless covolume 𝐵. It also shows a
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Fig. 2. (Left) Number of distinct real roots across a range of 𝐴-𝐵 points. The critical point and line are displayed, as well as regions where the physical bound 𝐵 is violated by
the extended, liquid root proposed in [11]. (Right) Usage of the extended roots for liquid and gas region. The Widom-line labeling results in a larger area where the extended
root is assigned to the gas phase, compared to the labeling by size (4.6).
3-root region, where the smallest root is even negative. Those regions
are not covered by the original extension proposed by Ben Gharbia et al.
[11], as well as the area 𝐵 ≥ 𝐵𝑐 . Here the smallest root of Eq. (4.3), as
well as the original extension procedure fail to show physical results.
Furthermore, Fig. 2 on the right shows an inconsistent labeling above
the critical point when using the criteria (4.6) compared to Thermo.
A larger area, bordered by the dotted and dashed line, is required to
match the results.

To achieve this, the slope of the saturated liquid curve at the
critical point is used to device a new labeling based on the Widom-line.
Experimental data for water [25] was used and a linear fit of

𝐵(𝐴) = 𝐵𝑐 +
0.8

2.95686087
(𝐴 − 𝐴𝑐 ), 𝐴 ≥ 𝐴𝑐 , (4.7)

is chosen to label the real and extended root. The slope of the satu-
rated liquid curve at the critical point [11, Section 5.3] is given by
2.95686087. Below the Widom-line (4.7), the extended root is assigned
to the gas phase, while the actual root is assigned to the liquid phase.
Above it, the labeling is applied the other way.

On the right in Fig. 2 the effects of this choice are displayed by a
larger region where the gas phase is labeled as the extended one. This
causes the extended gas root to be slightly smaller than the real, liquid
root in this particular area. The question whether this is reasonable or
not is not answered here, since it presents an extended value, i.e. the
gas-phase is not present and its thermodynamic properties have no
meaning. The purpose of this extension is merely to stabilize the unified
flash using the cubic PR EoS.

Remark 4.1. It should be noted that the exact Widom line can be
characterized in the 𝐴-𝐵 space. The zeros of the second derivative of the
departure enthalpy at constant pressure correspond to the theoretical
Widom line [26, section 2]. Those points can be mapped onto the 𝐴-𝐵
space. This theoretical work is outside the scope of current research
and will be addressed in the future.

Finally, to tackle the violation of the lower 𝐵-bound, an asymmetric
extension 𝑊 is proposed here. Below the Widom-line and above 𝐵𝑐 , the
extended gas-like root is computed by

𝑊 = 1 − 𝐵 −𝑍
2

+ 𝐵. (4.8)

Eq. (4.8) is used as the extended, gas-like compressibility factor in
the area denoted as ‘‘supercrit. gas extension’’. In the area denoted by
‘‘supercrit. liq. extension’’, the formula

𝑊 = 𝑍 − 𝑍 − 𝐵 , (4.9)
9

2

is used for the extended liquid-like root. To avoid discontinuities across
the critical line, the Widom line and the line 𝐵 = 𝐵𝑐 , smoothing using
a convex-combination of Eqs. (4.5), (4.8) and (4.9) is used in an small
area around the lines separating the three areas with different extension
procedures. Using a small number 𝜖, the normal distances 𝑑 to the lines
is computed. After normalizing the distance by 𝑙 = 𝑑∕𝜖, the extended
root above the Widom-line (4.7) is given by

𝑊 =

⎧

⎪

⎨

⎪

⎩

(1 − 𝐵 −𝑍)∕2 + 𝐵 𝑠 = 0,
𝑙 ((1 − 𝐵 −𝑍)∕2 + 𝐵) + (1 − 𝑙) (𝑍 − (𝑍 − 𝐵)∕2) 0 < 𝑙 < 1,
𝑍 − (𝑍 − 𝐵)∕2 𝑠 = 1.

This is performed analogously above the critical line and the line 𝐵 =
𝐵𝑐 .

Remark 4.2. [11, theorem 6.3] derives a modified expression for
fugacity coefficients using the PR EoS for the case when Eq. (4.5) is used
to compute an extended compressibility factor. Additional terms are
required to ensure smoothness of 𝜑𝑖𝑗 across the phase boundaries and
the critical line. These terms are neglected here and 𝜑𝑖𝑗 is approximated
using only the standard expression presented in Appendix B.

4.3. Isobaric–isothermal flash

Numerical tests were conducted for a H2O–CO2 mixture containing
1% CO2, i.e. 𝑧1 = 0.99 and 𝑧2 = 0.01. The flash calculations were
performed for the ranges

𝑝 ∈ [1, 50] MPa,
𝑇 ∈ [450, 700] K,

which represent pressure and temperature conditions for a wide range
of subsurface applications. A resolution of 80 points per axis was used
and computations were performed for each p-T state. At most two
phases are assumed to be present, a liquid and a gas phase, where
the liquid one is set as the reference phase 𝑟 = 1 and its fraction
is eliminated by unity. The primary unknowns in this setting are the
gas fraction 𝑦 and four phase composition fraction 𝜒𝑖𝑗 . The numerical
procedure introduced in Section 3 was applied with solver parameters
given in Table A.1 in the appendix.

Fig. 3 shows the resulting phase diagram (phase splits) given by this
work and Thermo. A perfect match is observed in the subcritical region.

Fig. 4 shows the absolute error in 𝑦 per point on the p-T diagram,
where the results from Thermo are used as reference solutions. It also
shows an increasing discrepancy between the solution provided by
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Fig. 3. (Top) Phase split results given by this work. The border between gas- and
liquid-like regime in the supercritical area fits the approximated Widom-line [25].
(Bottom) Phase split according to Thermo. An increasing discrepancy between assigned
gas- and liquid-like root is observed further into the supercritical area.

Thermo and by the unified flash further into the supercritical region. In
points where 𝑦 is indicated as zero by Thermo, this unified procedure
indicates saturated gas. The labeling of phases in the supercritical
regions introduced in Section 4.2 is performed based on a linearized
Widom-line in the 𝐴-𝐵 space. The experimental data points are in-
dicated in Fig. 3. A remedy to the observed discrepancy would be a
better approximation of the Widom-line in the 𝐴-𝐵 space, which is
clearly not linear further into the supercritical region. As pointed out
by Maxim et al. [25], it is challenging to obtain respective data. It is
straight-forward though to include them in the procedure presented in
Section 4.2. Excluding the points of discrepancy, a satisfactory maximal
error is observed, with the error generally increasing towards the
critical point of water.

Fig. 5 shows the absolute error in phase compositions per com-
ponent and phase in the two-phase region. As for 𝑦, the error in 𝜒𝑖𝑗
displays a tendency to be larger towards the critical point. Errors
outside the two-phase regions are trivially zero, since the respective
phase compositions are consistent with the feed fractions due to mass
conservation. A comparison of extended liquid phase compositions in
the gas region, and vice versa extended gas compositions in the liquid
region, could not be conducted, since respective data is not available
from other flash procedures than the unified one.

Fig. 6 shows the number of iterations required when solving for the
roots of Eq. (3.3) using the Newton method. The convergence criterion
was reached in most points, with the exception of a few points mostly at
the phase border in the supercritical region. At these points the number
of maximal iterations was reached, where an oscillation of the residual
10
Fig. 4. Absolute error in gas fraction. A maximal error of 6.4e−5 is observed, compared
to results computed by Thermo. Mismatching roots in the supercritical region are
observed due to the approximation of the Widom-line. Here 𝑦 takes the value 1 instead
of 0, i.e. the gas phase is labeled as existing. Thermo on the other hand, labels the
liquid phase as existing.

Fig. 5. Component fractions per phase, in the two-phase region between 1 and 25
MPa, and 450 and 640 K. A maximal error of 4.8e−5 is observed. The narrow stripe
with increased errors indicates the region where water also starts evaporating. The
wider region with small errors at low temperatures contains mostly CO2.

around 1e−2 was observed. These oscillations are due to a phase being
labeled as absent/extended or present, hence switching between differ-
ent extended representations ((4.8), (4.9)) of the compressibility factor
and the real root. Depending on where in the oscillation the algorithm
stops, a saturated liquid- or gas-like root is returned. Convergence can
be reached with an educated choice of the line-search parameters in
individual cases.

As mentioned in Section 3.1, System (3.3) is inherently
ill-conditioned. Fig. 7 shows the condition numbers after Newton
convergence. The condition number is peaking along the saturated gas
and liquid curves where the phase regime changes. Remark 3.1 explains
the drastic increase in condition numbers.

The increasing unity gap for phase compositions can be observed
in Fig. 8. The sum of fractions in gas and liquid phase respectively
decreases from 1 and the unity gap becomes more apparent away from
the two-phase region. Notice also that this cannot be observed in the
supercritical area. All phase compositions are here close to the feed
fraction since the K-values approach 1. The unity gap is directly related
to the choice of extensions introduced in Eqs. (4.5), (4.8) and (4.9).

4.4. Isobaric–isenthalpic flash along isotherms

Consistency tests for the isenthalpic flash were performed using the
isotherms

𝑇 ∈ [500, 550, 600, 640, 647.14, 650],

with 647.14 K being the critical temperature of water. Calculations
were performed for pressure values in [1, 23] MPa, with a resolution
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Fig. 6. Number of iterations per flash (excluding the initialization). At most 54
iterations were required. A few points did not converge after a given, maximal number
of iterations. Modifying the solver parameters at individual points leads to convergence
within the prescribed number of iterations. The average number of iterations, excluding
the points where convergence was not reached, is ∼ 3.

Fig. 7. Condition numbers of linearized System (3.3) after convergence. Phase borders
display bad conditioning.

of 20 points. Resulting enthalpy values from a p-T flash were used to
perform the unified p-h flash along each isotherm with refined pressure
values, aiming for a recovery of the temperature. The solver settings are
found in Table A.1.

Fig. 9 shows the absolute error in individual points and Fig. 10
the resulting L2-errors in 𝑇 and 𝑦 per isotherm. We can observe the
isotherms crossing the two-phase region where the error in 𝑦 displays
a bump. It wanders wave-like to the right with increasing temperature,
matching Fig. 3. Isotherms crossing the narrower two-phase region in
Fig. 3 with temperatures ≥ 600 K display an increasing error peaking
at the isotherm crossing the critical point. Nevertheless, the errors in 𝑇
are well below 1 Kelvin in all points.

4.5. Isenthalpic–isochoric flash

Finally, to cover all extensions of the unified flash in terms of
state definitions, calculations with specified enthalpy and volume are
performed here and compared with results from the isothermal flash.
The isobar 𝑝 = 15 [MPa] with temperature ranging in [575, 630] K and
11
Fig. 8. Unity gap for gas composition in liquid region and liquid composition in
gas region. In the two-phase region the unity gap is zero since there the component
fractions coincide with the physical values.

Fig. 9. Absolute errors per isotherm for 𝑇 (red) and 𝑦 (black). The maximal error in
𝑇 is 0.547 K. The maximal error in 𝑦 is 0.021. Errors below 1e−10 were capped for
visualization purposes.

Fig. 10. The L2-error in 𝑇 and 𝑦 per isotherm. A generally larger error for isotherms
crossing the narrower two-phase region is observed.

the isotherm 𝑇 = 575 K with pressure ranging in [5, 15] MPa were
chosen to calculate volume and enthalpy. A resolution of 10 points was
used per isoline. The isolines and ranges were chosen such that they
traverse all three phase regions, liquid, two-phase and gas (Fig. 11).
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Fig. 11. Isolines and p-T points used to compute volume and enthalpy for the h-v
flash.

Fig. 12. Absolute errors along isolines 𝑝 = 15 MPa and 𝑇 = 575 K, for 𝑝, 𝑇 , 𝑦 and 𝑠.

Analogously to Section 4.4, a recovery of pressure and temperature was
aimed for.

Fig. 12 summarizes the results. The error profiles along the isolines
display partially larger errors where they traverse through the two-
phase region. Liquid water is only slightly compressible, resulting in
close to vertical isochors in liquid-dominated regions. Furthermore,
since enthalpy is a linear combination of internal energy and pressure-
work (2.39), and internal energy varies strongly in 𝑇 and weakly
in 𝑝, increasing the temperature leads to a decrease in pressure for
fixed volume and enthalpy. On top of the fluid volume being orders
of magnitude smaller under liquid-like conditions, this leads to state
specifications in terms of ℎ̄ and �̄� being rather challenging. This is re-
flected respectively in large errors in the pressure recovery. To alleviate
the circumstances, the Armijo line-search parameters are modified in
order to obtain the results in Fig. 12. The maximal number of line
search iterations was increased and the slope adjusted (see Table A.1).
Even though it is straight-forward to perform h-v flash calculations
in the unified setting, specifications in terms of �̄� and �̄� are more
resilient [3,27].

5. Example: A multicomponent fluid mixture

For the second example we consider a more complex mixture by
adding two components, hydrogen sulfide and nitrogen. As a motiva-
tion, this covers the most prominent chemical components found in
12
Fig. 13. (Top) Difference in gas fraction 𝑦 compared to the results from Thermo. The
points marked as failure indicate points where the algorithm did not succeed within the
prescribed number of iterations. (Bottom) Resulting temperature in Kelvin. As expected
in this case, no horizontal isotherms and hence no narrow-boiling is observed.

geothermal fluids in the subsurface [28]. Søreide and Whitson [29]
present a model where salt is treated as a pseudo-component to alter
the boiling curve of other fluid components. Though this approach is
compatible with the unified approach, since in essence it introduced
the salinity only as a parameter in the cohesion term 𝐴 in the PR EoS,
we chose not to include it in order to compare with the results from
Thermo.

We apply the isenthalpic flash in the unified setting to this vapor–
liquid, four-component mixture with
[

�̄�H2O, �̄�CO2, �̄�H2S, �̄�N2
]

= [0.8, 0.05, 0.1, 0.05].

Similar to Section 4, the range

𝑝 ∈ [22, 27] MPa,
ℎ ∈ [−15, 8] kJ,

was chosen, with a resolution of 40 points per axis. While this ex-
ample demonstrates the capability of the unified p-h flash to deal
with multicomponent mixtures, it also shows its current limitations.
Since our initialization is only concerned with at most two phases,
we have to restrict the range of equilibrium states to cases where at
most one liquid phase is observed. Computations in the supercritical
area were not performed, since the labeling approach presented in
Section 4.2 requires Widom-line data which is not available so far. For
this challenging setting the solver parameters had to be adapted when
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Fig. 14. Number of iterations per p-h flash (excluding the initialization). At most 108
iterations were required. The average number of iterations, excluding the points where
convergence was not reached, is ∼3.3.

compared to Section 4.4 (see Table A.1). If the initialization was too far
off and the flash did not converge, it was re-started with (𝑁1, 𝑁2, 𝑁3) =
(3, 3, 15). Additionally, the maximal number of line search iterations
was increased to 70. The parameter adjustment was done only once.

Fig. 13 shows the results for the difference in 𝑦 and the distribu-
tion of 𝑇 . A phase split consistent with the results from Thermo was
achieved, with a difference of up to 10% in 𝑦. This discrepancy may
be attributed to a difference in the computation of the enthalpy, which
consists of the ideal part and the EoS-specific departure function. This
work used a set of coefficients to interpolate the ideal part [1,2,30].
They are found in Table B.3 in the appendix. Thermo on the other hand
performs a numerical integration to obtain the ideal part.

Fig. 14 displays the number of iterations for this range of equilib-
rium configurations. For the 1600 combinations of 𝑝 and ℎ, 8 failed
to converge with above solver settings. We attribute all failures to
lack of a universally robust initialization procedure. Indeed, for the
failed computations, a modification of the parameters 𝑁1, 𝑁2 and 𝑁3
lead to initialization closer to the physical minimum. The initialization
procedure can also be replaced by arguments based on the duality
principle [31], where the solution of the dual problem provides all
the information necessary to reconstruct all stable phases in a given
thermodynamic state. It is possible to solve such problems numerically
using the procedures given by Jungen et al. [32]. In spite of this, such
approaches are outside the scope of the present study and are left for
future investigation.

6. Conclusion

The unified flash procedure was shown to be capable of calculating
the vapor–liquid equilibrium of mixtures for general state definitions
and multiple components. Entropy-maximizing equilibrium calcula-
tions display a unified structure not only for handling the appearance
and disappearance of phases but also for constraints on thermody-
namic state functions. The presented procedures are able to consistently
recover pressure and/or temperature for problems where they are
unknown at equilibrium. This extends the field of applications for the
unified flash to a wide range of problems.

The structure of Eq. (2.44) exposes the nature and the challenges of
computing fluid phase equilibria, which can be divided into computing
the equilibrium fractions, the correct phase split and finally constraints
to state functions. It also shows that these three aspects can be modeled
mathematically with a closed system of equations and unknowns.
13
The non-parametric interior-point method together with a sophis-
ticated initial guess strategy, which approximates the phase split at
equilibrium, was shown to be a reliable solution strategy for the general
unified flash. Though further work on the initialization is required
to increase its efficiency, i.e. to avoid the decoupling of volume and
enthalpy from phase fractions.

The enhancement of the extension procedure for compressibility fac-
tors enables mixture models using the Peng–Robinson EoS for a wider
range of pressure and temperature values, including the supercritical
region. To better approximate the gas- and liquid-like regimes in the
supercritical area, more experimental data is required to represent the
phase border in the 𝐴-𝐵 space. Once available, the unified approach
allows for a seamless integration of physical models and respective
data.

Finally, an essential advantage of the unified approach and the
extension and labeling of compressibility factors, is the elimination of
phase stability tests. They are neither required for the initialization
nor the minimization process. This advantage is reflected in efficient
implementations, where the number of anticipated phases is fixed.

Nomenclature

𝑝 pressure [Pa]
𝑇 temperature [K]
𝑣 specific molar volume [m3 / mol]
ℎ specific molar enthalpy [J/mol]
𝑢 specific molar internal energy [J/mol]
𝑔 specific molar Gibbs energy [J/mol]
s specific molar entropy [J/K mol]
𝜑 fugacity coefficient [–]
𝑅 ideal molar gas constant [J/mol K]
𝑧 overall molar component fraction [–]
𝑦 molar phase fraction [–]
𝑠 volumetric phase fraction (saturation) [–]
𝑥 physical molar fraction of component [–]
𝜒 extended molar fraction of component [–]
𝜈 NPIPM slack variable
𝐱 vector of fractional unknowns
�̃� generic argument for thd. quantities
(𝑊 ) 𝑍 (extended) compressibility factor
𝜔 acentric factor [–]
𝑎 cohesion [Pa mol2 / m3⋅2]
𝑏 covolume [m3 / mol]
𝐴 non-dimensional cohesion [–]
𝐵 non-dimensional covolume [–]
𝑛𝑐 number of components
𝑛𝑝 number of phases
𝑖,𝑘 component indices
𝑗 phase index
𝑟 index of reference phase
𝐺 ,𝐿 gas and liquid phase indices
𝑐 index for critical values
⋅̄ given and constant value
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Appendix A. Pseudo-algorithms

Initialization procedures are constructed by considering the guess
for phase fractions and compositions, and the guess for pressure and/or
temperature separately. For guessing the phase fractions and composi-
tions, pressure and temperature are kept constant. For guessing 𝑝 or 𝑇 ,
the composition is kept constant. Feed fractions �̄�𝑖 are assumed given
and constant at all times.

For two-phase mixture with arbitrary many components, an initial
guess for the gas-fraction 𝑦 and 𝜒𝑖𝑗 at constant �̄� and �̄� is provided
using the Rachford–Rice equations. Corrections to nonphysical phase
fractions are performed using insight from the negative flash and a
potential provided by Okuno et al. [8]. This procedure is used to
provide initial fractions for the p-T flash.
Algorithm 1: p-T-based initialization of fractions
Require: 𝑁1, �̄�, �̄� , �̄�𝑖
Ensure: 𝑛𝑝 = 2
1: if K-value guess required (Wilson correlation) then
2: 𝐾𝑖 ← exp

(

5.37
(

1 + 𝜔𝑖
)

(

1 −
𝑇𝑐,𝑖
�̄�

)) 𝑝𝑐,𝑖
�̄�

3: else
4: 𝐾𝑖 ← 𝜑𝑖𝐿∕𝜑𝑖𝐺 from EoS ∀𝑖
5: end if
6: for 𝑙 = 1…𝑁1 do
7: if 𝑛𝑐 == 2 then

8: 𝑦 ←

∑

𝑖(1 −𝐾𝑖)�̄�𝑖
∑

𝑖
(

(𝐾𝑖 − 1)�̄�𝑖
∑

𝑘≠𝑖(𝐾𝑘 − 1)
)

9: else
10: 𝑦 ← solve Eq. (3.5) using Brent’s method
11: end if
12: 𝑦 ← correction if nonphysical
13: 𝜒𝑖,𝐿 ← �̄�𝑖∕(1 + 𝑦(𝐾𝑖 − 1)), ∀𝑖
14: 𝜒𝑖,𝐺 ← 𝐾𝑖𝜒𝑖,𝐿, ∀𝑖
15: 𝐾𝑖 ← 𝜑𝑖𝐿∕𝜑𝑖𝐺 from EoS ∀𝑖
16: end for
17: return 1 − 𝑦, 𝑦, 𝑥𝑖𝑗
Algorithm 2: Correction of nonphysical gas fractions
Require: 𝑦, �̄�𝑖, 𝐾𝑖
Ensure: 𝑛𝑝 = 2
1: 𝛽1, 𝛽2 ← 1∕(1 − max{𝐾𝑖}), 1∕(1 − min{𝐾𝑖})
2: 𝑓 ←

∑

𝑖 −�̄�𝑖 log
(

|1 + (𝐾𝑖 − 1)|
)

3: feasible ← 𝛽1 < 𝑦 < 𝛽2
4: for 𝑖 = 1… 𝑛𝑐 do
5: condition1,𝑖 ← 1 + (𝐾𝑖 − 1) − �̄�𝑖 ≥ 0
6: condition2,𝑖 ← 1 + (𝐾𝑖 − 1) −𝐾𝑖�̄�𝑖 ≥ 0
7: end for
8: if (𝑦 < 0 ∨ 𝑦 > 1) ∧ 𝑓 > 0 then
14

9: 𝑦 ← 0 1
10: else if (𝑦 < 0 ∨ 𝑦 > 1) ∧ 𝑓 < 0
∧(condition1,𝑖∀𝑖) ∧ (condition2,𝑖∀𝑖) then

11: 𝑦 ← 1
12: end if
13: if feasible ∧ 𝑦 < 0 then
14: 𝑦 ← 0
15: else if feasible ∧ 𝑦 > 1 then
16: 𝑦 ← 1
7: end if
8: return 𝑦

For flash procedures with unknown temperature, a pseudo-critical
temperature is computed at first, followed by an alternating update
for fractions and temperature, each for fixed temperature and fractions
respectively.
Algorithm 3: p-h flash initialization
Require: 𝑁1, 𝑁2, 𝑁3, �̄�, ℎ̄, �̄�𝑖
1: 𝑇 ←

∑

𝑖 �̄�𝑖𝑇𝑐,𝑖
2: 𝑦, 𝑥𝑖𝑗 ← p-T-based initialization with 𝑁 = 2
3: for 𝑙1 = 1…𝑁3 do
4: for 𝑙2 = 1…𝑁2 do
5: ℎ ← from EoS
6: ℎ𝑑 ← (ℎ − ℎ̄)∕ℎ̄
7: d𝑇 ← −ℎ𝑑∕

𝜕
𝜕𝑇 ℎ𝑑

8: d𝑇 ← 0.1𝑇 sign(d𝑇 ), if |d𝑇 | > 𝑇
9: 𝑇 ← 𝑇 + (1 − |d𝑇 |∕𝑇 )d𝑇
0: end for
1: 𝑦, 𝜒𝑖𝑗 ← p-T initialization, line 4 with 𝑁1
2: end for
3: return 𝑇 , 1 − 𝑦, 𝑦, 𝑥𝑖𝑗

If the pressure is an additional unknown in the flash, it is also
nitialized using a pseudo-critical approximation involving the given
olume. The guess is subsequently refined using the state constraints
n ℎ̄ and �̄�.
lgorithm 4: Pseudo-critical initialization of 𝑝 and 𝑇
equire: ℎ̄, �̄�, �̄�𝑖, 𝑇𝑐,𝑖, 𝑣𝑐,𝑖
1: 𝑇 ←

∑

𝑖 �̄�𝑖𝑇𝑐,𝑖
2: 𝑣 ←

∑

𝑖
∑

𝑘 �̄�𝑖�̄�𝑘∕8(𝑣
1∕3
𝑐,𝑖 + 𝑣1∕3𝑐,𝑘 )

3

3: 𝑟 ← 𝑣∕�̄�
4: if 𝑟 > 1 then
5: 𝑍 ← 0.2, liquid-like root
6: 𝑇 ← 𝑇 ∕𝑟2, temperature correction
7: else
8: 𝑍 ← 0.7, gas-like root
9: end if
0: 𝑝 ← 𝑍𝑇𝑅∕�̄�
1: 𝑦, 𝜒𝑖𝑗 ← p-T-initialization with 𝑁 = 3
2: if 𝑦 < 1e − 3 then
3: 𝑝 ← 0.7𝑝
4: end if
5: return 𝑝, 𝑇
lgorithm 5: Improved initial guess for 𝑝 and 𝑇
equire: 𝑁1, 𝑁2, 𝑁3, ℎ̄, �̄�, �̄�𝑖
1: 𝑝, 𝑇 ← pseudo-critical initialization
2: 𝑦, 𝜒𝑖𝑗 ← p-T-based initialization, line 4 with 𝑁1
3: for 𝑙1 = 1…𝑁3 do
4: for 𝑙2 = 1…𝑁2 do
5: ℎ𝑗 , 𝜌𝑗 ← from EoS ∀𝑗
6: 𝑠 ← solve using Eq. (2.33)
7: ℎ, 𝜌, 𝑣 ← using 𝑦, 𝑠, 𝜌𝑗 , ℎ𝑗
8: d𝑝, d𝑇 , d𝑠 ← solve 𝛶ℎ𝑣 for 𝑝, 𝑇 , 𝑠
9: chop d𝑇 and d𝑝 if unreasonably large
0: if ¬(𝑦 > 1e − 3 ∧ 𝑣 > �̄� ∧ d𝑇 < 0) then
1: preference to compression with 𝑝
2: 𝑇 ← 𝑇 + (1 − |d𝑇 |∕𝑇 )d𝑇

3: end if

https://doi.org/10.5281/zenodo.8273367
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Table A.1
Solver parameters used in Section 4.
The initialization algorithms were performed using
𝑁1 , 𝑁2 and 𝑁3 (see Fig. 1). The prescribed number
of iterations for Newton’s method and Armijo line
search are 𝑁𝑁 and 𝑁𝐴 respectively. The convergence
criterion is given by 𝜖 for the residual tolerance of
Eq. (3.3). Symbols 𝜎 and 𝜏 denote the line search
parameters and 𝜂, 𝑢 and 𝑤 the NPIPM parameters.

p-T p-h h-v

𝑁1 3 3 2
𝑁2 – 1 2
𝑁3 – 5 7
𝑁𝑁 150 150 150
𝑁𝐴 50 30 150
𝜖 1e−8 1e−8 1e−8
𝜎 0.99 0.99 0.9
𝜏 0.4 0.4 0.4
𝜂 0.5 0.5 0.5
𝑢 1 1 1
𝑤 10 1 10

14: if ¬(𝑦 > 1e − 3 ∧ 𝑣 > �̄� ∧ d𝑝 < 0) then
15: only stable 𝑝-update
16: 𝑝 ← 𝑝 + (1 − |d𝑝|∕𝑝)d𝑝
17: end if
18: if 𝑣 > �̄� ∧ 𝑦 = 1 then
19: correction for gas-like mixtures
20: 𝑝 ← (1 + |d𝑝|∕𝑝)𝑝
21: else if ℎ < ℎ̄ ∧ 𝑦 < 0.1 then
22: correction for liquid-like mixtures
23: 𝑝 ← 1.1𝑝
24: end if
25: end for
26: 𝑦, 𝜒𝑖𝑗 ← p-T-based initialization, line 4 with 𝑁1
27: end for
28: 𝜌𝑗 ← from EoS ∀𝑗
29: 𝑠 ← solve using Eq. (2.33)
30: return 𝑝, 𝑇 , 1 − 𝑠, 𝑠, 1 − 𝑦, 𝑦, 𝜒𝑖𝑗

After an initial guess is computed, Newton iterations including an
Armijo line search are performed to find the root of Eq. (3.3). An initial
estimate for the slack variable 𝜈 is provided using the fractions.
Algorithm 6: NPIPM with Armijo line-search
Require: 𝑁𝑁 , 𝑁𝐴, 𝜖, �̄�𝑖, 𝑢, 𝜂, 𝜏 ∈ (0, 1∕2), 𝜎 ∈ (0, 1)
1: (𝑠, 𝑝, 𝑇 , )𝑦𝑗 , 𝜒𝑖𝑗 ← from initialization
2: 𝜈 ← (

∑

𝑗 𝑦𝑗 (1 −
∑

𝑖 𝜒𝑖𝑗 ))∕𝑛𝑝
3: �̃� ← (𝑠, 𝑝, 𝑇 , ) 𝑦𝑗 , 𝜒𝑖𝑗 assemble solution vector
4: if |F(�̃�)| ≤ 𝜖 then
5: return �̃�
6: else
7: for 𝑙 = 1…𝑁𝑁 do
8: d�̃� ← DF−1(�̃�)F(�̃�)
9: for 𝑗 = 1…𝑁𝐴 do

10: �̃� ← 𝜎𝑗

11: if
1
2
|

|

F(�̃� + 𝜎𝑗d�̃�)|
|

2 ∕2 ≤ (1 − 2𝜏𝜎𝑗 ) 12 |F(�̃�)|
2 then

12: break
13: end if
14: end for
15: �̃� ← �̃� + �̃�d�̃�
6: if |F(�̃�)| ≤ 𝜖 then
7: return �̃�
8: end if
9: end for
0: end if
15
Table B.1
Component parameters required for PR EoS.
Comp. 𝑇𝑐 [K] 𝑝𝑐 [Pa] 𝜔

H2O 647.14 22048320.0 0.344
CO2 304.2 7376460.0 0.2252
H2S 373.2 8 936 865 0.1
N2 126.2 3394387.5 0.04

Table B.2
Matrix of binary interaction parameters 𝑘𝑖𝑗 , taken from [14].
Note that 𝑘𝐻2𝑂,𝑁2 is zero, which is questionable. More reliable
interaction coefficient values are available in e.g. [33].

H2O CO2 H2S N2

H2O 0.0952 0.0394 0
CO2 0.0967 −0.0122
H2S 0.1652

Appendix B. Expressions for Peng–Robinson EoS

For mixtures with 𝑖, 𝑘 = 1… 𝑛𝑐 components, applying the Van-der-
Waals mixing rule results in cohesion 𝑎𝑗 and covolume 𝑏𝑗 for phase 𝑗
being of form

𝑎𝑗 =
∑

𝑖

∑

𝑘
𝑥𝑖𝑗𝑥𝑘𝑗 �̂�𝑖𝑘, 𝑏𝑗 =

∑

𝑖
𝑥𝑖𝑗 �̂�𝑖, (B.1)

with component-specific terms

�̂�𝑖 = 𝐵𝑐
𝑅𝑇𝑐,𝑖
𝑝𝑐,𝑖

, (B.2)

�̂�𝑖𝑘 =
√

�̂�𝑖�̂�𝑘(1 − 𝑘𝑖𝑗 ), (B.3)

�̂�𝑖 = 𝐴𝑐
𝑅2𝑇 2

𝑐,𝑖

𝑝𝑐,𝑖
𝛼𝑖(𝑇 ), (B.4)

and non-dimensional quantities

𝐴𝑗 =
𝑝𝑎𝑗

(𝑅𝑇 )2
, 𝐵𝑗 =

𝑝𝑏𝑗
𝑅𝑇

, (B.5)

𝜕𝐴𝑗

𝜕𝑇
= 1

𝑅𝑇
𝜕𝑎𝑗
𝜕𝑇

−
2𝑎𝑗𝑝

𝑅2𝑇 3
, (B.6)

𝜕𝐴𝑗

𝜕𝑥𝑖𝑗
= 2

∑

𝑘
𝑥𝑖𝑘𝑎𝑖𝑘. (B.7)

For the Peng–Robinson EoS it holds:

√

𝛼𝑖(𝑇 ) = 1 + 𝜅(𝜔𝑖)

(

1 −

√

𝑇
𝑇𝑐,𝑖

)

, (B.8)

𝜅(𝜔) =

⎧

⎪

⎨

⎪

⎩

0.37464 + 1.54226𝜔 − 0.26992𝜔2 𝜔 < 0.491,
0.379642 + 1.48503𝜔 − 0.164423𝜔2

+0.016666𝜔3
𝜔 ≥ 0.491,

(B.9)

𝐴𝑐 =
1
512

[

−59 + 3
3
√

276231 − 19512
√

2

+3
3
√

276231 + 19512
√

2
]

, (B.10)

𝐵𝑐 =
1
32

[

−1 + 3
3
√

16
√

2 − 13 + 3
3
√

16
√

2 + 13
]

. (B.11)

Values for critical pressure, temperature, the acentric factor 𝜔 and
binary interaction coefficients 𝑘𝑖𝑘 are given in Tables B.1 and B.2. The
corrective factor 𝜅(𝜔) is given as in [1, appendix A-1]. The ideal molar
gas constant is 𝑅 = 8.31446261815324 [J/(K mol)].

After computing the (extended) roots 𝑍𝑗 of Eq. (4.3) and labeling
them, partial phase properties can be evaluated. State functions and
fugacity coefficients used in this work include:

𝜌𝑗 =
1 =

𝑝
, (B.12)
𝑣 𝑅𝑇𝑍𝑗
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Table B.3
Heat capacity coefficients at constant pressure with SI units [J/(mol K𝑖)]
for 𝑐𝑝,𝑘.

H2O CO2 H2S N2

𝑐𝑝,1 32.2 19.795 3.931 3.28
𝑐𝑝,2 1.907e−3 7.343e−2 1.49e−3 0.593e−3
𝑐𝑝,3 1.055e−5 −5.602e−5 −0.232e5 0.04e5
𝑐𝑝,4 −3.596e−9 1.715e−8 – –

𝑔𝑗 =
∑

𝑖
𝑥𝑖𝑗 log 𝑥𝑖𝑗 + 𝑔dep

𝑗 , (B.13)

ℎ𝑗 =
∑

𝑖
𝑥𝑖𝑗ℎ

id
𝑖 + ℎdep

𝑗 , (B.14)

log𝜑𝑖𝑗 =
𝑝�̂�𝑖

𝑅𝑇𝐵𝑗

(

𝑍𝑗 − 1
)

− log
(

𝑍𝑗 − 𝐵𝑗
)

−
𝐴𝑗

𝐵𝑗
√

8

⎛

⎜

⎜

⎜

⎝

𝜕𝐴𝑗
𝜕𝑥𝑖𝑗

𝐴𝑗
−

𝑝�̂�𝑖
𝑅𝑇𝐵𝑗

⎞

⎟

⎟

⎟

⎠

log
⎛

⎜

⎜

⎝

𝑍𝑗 + (1 +
√

2)𝐵𝑗

𝑍𝑗 + (1 −
√
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Peng–Robinson departure functions are:

𝑔dep
𝑗 = log

(

𝑍𝑗 − 𝐵𝑗
)

−
𝐴𝑗

𝐵𝑗
√

8
log

⎛

⎜

⎜

⎝

𝑍𝑗 + (1 +
√

2)𝐵𝑗

𝑍𝑗 + (1 −
√

2)𝐵𝑗

⎞

⎟

⎟

⎠

, (B.16)

ℎdep
𝑗 = (𝑍𝑗 − 1)𝑅𝑇

+
𝑅𝑇 2 𝜕𝐴𝑗

𝜕𝑇 + 𝑅𝑇𝐴𝑗

𝐵𝑗
√

8
log

⎛

⎜

⎜

⎝

𝑍𝑗 + (1 +
√

2)𝐵𝑗

𝑍 + (1 −
√

2)𝐵𝑗

⎞

⎟

⎟

⎠

. (B.17)

For the evaluation of the ideal component-enthalpy ℎid
𝑖 , heat ca-

acity coefficients at constant pressure 𝑐𝑝,𝑘 are given in Table B.3. For
ater and carbon dioxide it holds [1,2]

id
𝑖 =

4
∑

𝑘=1
𝑐𝑝,𝑘

(

𝑇 𝑘 − 𝑇 𝑘
ref
)

, (B.18)

and for hydrogen sulfide and nitrogen [30]

ℎid
𝑖 = 𝑐𝑝,1

(

𝑇 − 𝑇ref
)

+
𝑐𝑝,2
2

(

𝑇 2 − 𝑇 2
ref
)

− 𝑐𝑝,3
(

𝑇 −1 − 𝑇 −1
ref

)

. (B.19)

The derivatives required to assemble the linearized System (3.3) are
computed using PorePy’s AD framework [34].

Remark. To avoid numerical instabilities caused by overflow errors,
it is recommended to truncate log and exp using

log𝑡𝑟𝑢𝑛𝑐 (𝑥) = log(max{𝑥, 𝜖}),

xp𝑡𝑟𝑢𝑛𝑐 (𝑥) = exp(min{𝑥, log(𝑁 − 1)}),

with 𝜖 is a small number and 𝑁 close to the largest number repre-
sentable with the used float precision. This plays an important role in
cases where 𝑍 approaches 𝐵, which is frequently encountered in the
course of iterations.
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